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Preface

This document is a formal contract deliverable with an approval code 1. It requires Government
review and approval prior to acceptance and use. Changes to this document shall be made by
document change notice (DCN) or by complete revision.

This document is under ECS Project Configuration Control. Any questions should be addressed
to:

Data Management Office

The ECS Project Office

Hughes Applied Information Systems
1616 McCormick Dr.

Landover, MD 20785
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1. Introduction

1.1 Identification

This document is submitted as required by CDRL item 064, DID 402/VEL, whose requirements
are specified in this document as a deliverable under the Earth Observing System Data and
Information System (EOSDIS) Core System (ECS) contract (NAS5-60000).

1.2 Scope

The ECS System Integration and Test Plan of Interim Release 1 (IR-1) - Volume 1 (SITP)
delineates the process for integrating the major ECS segments and elements and verifying that the
ECS complies with the Functional and Performance Requirements Specification (F&PRS), and the
Interface Requirements Documents (IRDs). It identifies a schedule for performing such activities,
describes the need for resources and the responsible test organizations.

ECS Releases are keyed to mission support: Release IR-1 provides support to TRMM Early
Interface Testing and Science Algorithm I&T. Release A provides support to TRMM Science
Operations and TRMM Ground Systems Certification Testing. Release A also provides the
functional capabilities needed to support early ESDIS Ground System Testing for the EOS AM-1
and Landsat 7 missions. Release B provides support to EOS AM-1 Mission Operations and
Science Operations, and it provides support to ESDIS Ground System Certification Testing for the
EOS AM-1 and Landsat 7 missions. Release B also provides archive and distribution services for
the Landsat 7 and COLOR missions, and it provides product generation support for COLOR.
Releases C & D provide evolutionary enhancements to the ECS services provided in the earlier
Releases.

1.3 Purpose and Objectives

This test plan provides a road map to this phase of the verification process by providing a
breakdown of the activities to be performed into manageable units called builds and threads. The
test plans are, essentially, the written outline for the step-by-step test procedures which, when
issued later, become the detailed instructions on how to perform the verification of the ECS
system.

1.4 Status and Schedule

This version of the document is due two weeks prior to the Preliminary Design Review (PDR). As
an approval code 1 document, the ECS System Integration and Test Plan document requires
Government approval prior to its acceptance and use

This document discusses the System Integration process and a proposed Build Thread Plan for the
ECS System as it will be delivered at Interim Release One (IR-1). The Build and Thread Tests to
be performed, are described at a summary level as well as the corresponding test descriptions and
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test cases. Appendix A contains a matrix mapping of IR-1 test cases to the Functional &
Performance Requirements Specification (F&PRS) for this release.

1.5 Document Organization

The document is organized into four chapters:

Section 1 Introduction, contains the identification, scope, purpose and objectives,
status and schedule, and document organization.

Section 2 Related Documents, provides a bibliography of parent, applicable and
reference documents for the System Integration and Test Plan.

Section 3 ECS Integration and Test Process, describes the process used to test and
verify the ECS.

Section 4 Interim Release 1 System Integration and Testing, describes the specific

system level thread and build tests, which will be used to verify the
functionality of Interim Release 1.

Appendices, acronyms and a glossary are at the end of the document.
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2. Related Documents

Figure 2-1 illustrates the relationships of The System Integration and Test Plan (SITP) to other
ECS documents.

—— System Engineering Plan (DID 201)
—— System Implementation Plan (DID 301)
—— Software Development Plan (DID 308)
—— System Design Specification (DID 207)

Verification Plan
(DID 401)

. Verification Specification
(DID 403)

Acceptance Test Management Plan
(DID 415)

I_ Acceptance Test Plan
(DID 409)

I—- System Acceptance Test Procedures (DID 411)
L Acceptance Test Report (DID 412)

System Integration & Test
Plan (DID 402)

I_ System Integration & Test Procedures (DID 414)
L System Integration & Test Report (DID 405)

Figure 2-1. System Integration & Test Document Relationships
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2.1 Parent Documents

The following documents are parent to the test processes and procedures addressed in this
document. In the event of any conflict between any of these documents and this document, the
parent document(s) shall take precedence.

194-201-SE1-001
194-207-SE1-001
194-301-DV1-002
194-308-DV2-001
420-05-03

423-41-01
423-41-02

423-41-03

Systems Engineering Plan for the ECS Project

System Design Specification for the ECS Project
System Implementation Plan for the ECS Project
Software Development Plan for the ECS Project

Earth Observing System (EOS) Performance Assurance Requirements for
the EOSDIS Core System (ECS)

Goddard Space Flight Center, EOSDIS Core System Statement of Work

Goddard Space Flight Center, Functional and Performance Requirements
Specification for the Earth Observing System Data and Information System
(EOSDIS) Core System

EOSDIS Core System Contract Data Requirements Document

2.2 Applicable Documents

The following documents are directly applicable to this plan. In the event of conflict between any
of these documents and this plan, this System Integration and Test Plan will take precedence.

101-101-MG1-001
193-103-MG3-001
193-105-MG3-001
193-203-SE1-001
194-206-SE2-001
194-208-SE1-001
194-401-VE1-002
194-403-VE1-002
194-409-VE1-001
194-415-VE1-002
194-501-PA1-001

Project Management Plan for the EOSDIS Core System
Configuration Management Procedures for the ECS Project

Data Management Procedures for the ECS Project

User Interface Requirements Study for the ECS Project, Outline
Version 0 Analysis Report

Methodology for Definition of External Interfaces for the ECS Project
Verification Plan for the ECS Project, Final

Verification Specification for the ECS Project, Final

Overall System Acceptance Test Plan for the ECS Project

Acceptance Testing Management Plan for the ECS Project, Final

Performance Assurance Implementation Plan for the ECS Project
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2.3 Information Documents

The following documents, although not directly applicable, amplify or clarify the information
presented in this document, but are not binding.

194-219-SE1-001

194-219-SE1-003

194-219-SE1-005

194-219-SE1-006

193-219-SE1-008

194-219-SE1-018

194-219-SE1-019

194-219-SE1-020

Interface Requirements Document Between EOSDIS Core System (ECS)
and the NASA Science Internet (NSI)

Interface Requirements Document Between EOSDIS Core System (ECS)
and Landsat 7 System, Working Draft

Interface Requirements Document Between EOSDIS Core System (ECS)
and Science Computing Facilities

Interface Requirements Document Between EOSDIS Core System (ECS)
and Affiliated Data Centers, Preliminary

Interface Requirements Document Between EOSDIS Core System (ECS)
and Program Support Communications Network, Draft

Interface Requirements Document Between EOSDIS Core System (ECS)
and Tropical Rainfall Measuring Mission (TRMM) Ground System

Interface Requirements Document Between EOSDIS Core System (ECS)
and Earth Observing System (EOS) AM-1 Flight Operations

Interface Requirements Document Between EOSDIS Core System (ECS)
and NASA Institutional Support Systems
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3. System Integration and Test Process

This section defines the process used on the ECS Program to ensure thorough integration and
verification of the ECS at the system level as defined by the Functional & Performance
Requirements Specification (Level 3), Interface Requirements Documents and FOS Mission-
specific Level 4 requirements.

The broad verification approach chosen for System Integration and Test, Build/Thread Testing, is
explained. Within this context, the word "Testing" refers to "Test" in the broader context of
"verification", e.g., "Test" encompasses the four activities of demonstration, analysis, inspection
and test which comprise verification.

The subparagraphs that follow define the System Integration & Test process from three points of
view. First, the philosophical approach, Build/Thread is described. Next, processes actually used
to plan the testing and how those processes will be carried forward to complete the SI&T effort are
discussed. Then, at a more detailed level, the day-to-day management of System Integration
Testing is described in order to highlight the controls applied to the process. Finally, several
special classes of testing required by the uniqueness of the ECS Project are discussed.

The processes described will be performed by the Integration and Test Team (I&TT) within the
ECS contractor System Integration and Planning Office (SIP). Supporting this effort are the
development segments, the Quality Office and the Configuration and Data Management
Department.

Oversight of the System Integration and Test effort is provided by representatives of the Code 505
Integration and Operations office, the V&V contractor and the ECS Project Independent
Acceptance Test Organization.

3.1 System Build/Thread Test Approach

At the system integration and test level within the overall ECS verification process, a build/thread
test approach has been chosen. Build/thread methodology relies heavily on the concept of a
“thread” - the set of operational procedures, software and hardware that implement a function.
Threads are tested individually to facilitate requirements verification and to simplify problem
resolution.

The decomposition of release capabilities into threads allows flexible scheduling of development
and testing. Such scheduling is influenced by considerations such as:

» Thread Dependencies. For example, basic communication services will be used in most
threads. By integrating communications services first, they are available in tested form for
all subsequent threads. This also eliminates repetitive use of a communications simulator
and reduces test tool costs. By this mechanism critical, core components also get tested in
many threads increasing confidence.
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» Level of Development Complexity. A thread that requires many custom components may
be scheduled late to ensure adequate development time. Threads that contain a significant
amount of COTS will be integrated early while development is in process. This allows
more parallelism in the development and integration process.

» Contingency Management. If unforeseen problems arise, threads and builds can often be
re-arranged so that overall progress continues. In typical big-bang integration approaches,
the entire effort may be stalled.

Threads are allocated to releases. Each thread is intended to be tested in one release, so if only
partial capabilities of a function is required in a release the function will be subdivided into two
separate threads.

Successfully integrated components (software, hardware, and data) that execute threads are merged
with other threads in a gradual buildup of system capabilities - a build. Build tests verify newly
available functions in their expanded environment. Regression tests confirm that newly combined
functions do not degrade service from previously integrated components.

Groups of builds are, in turn combined to form larger builds until the complete release has been
integrated. The final build test consists of end-to-end activities that, while still functionally
oriented, approach actual operational scenarios.

Interim Release 1 (IR-1) has been defined to provide early support capability at a limited number of
sites. From a build/thread point of view it behaves like any other, full-featured release. It has a
final build that moves the system from the I&T process to the deployment process.

3.2 How Testing Is Planned

While Build/Thread is a philosophical approach to testing, this SI&T Plan is a specific application
of that approach to the evolving ECS. This section will explain some of that process and chart the
path ahead to complete the process for Release A and the subsequent releases. The intent here is to
highlight the test-specific activities actually performed rather than to re-document the entire system
engineering and verification process.

Initial Build/Thread design began with participation in the formulation of the Release Plan White
paper. During this process external mission drivers were examined in order to understand the
minimal functionality that had to be present for IR-1, Release A and Release B. This process was
iterative in that more information became available with the passage of time. Additionally, initial
cuts at functionality provided vehicles for better communication and, hence, understanding of the
relationship of mission drivers. Co-incident with the development of the Release Plan a concerted
requirements analysis and allocation effort was undertaken. This gave the test team a renewed
appreciation for the requirements baseline. Co-incident with this effort the system architecture
group began producing white papers explaining the new ECS architecture. These progressed into
the individual Logical Object Models (LOMS) which describe the allocation of services at the
logical level.

Using the information base thus gathered, suggestions for threads were formulated on the basis of
the functions defined in Table 10 of the Release Plan. These were examined in the light of the
criteria discussed in Section 3.1. Based on this, initial aggregations of the threads into builds and
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so were made and discussed with representatives from the development organizations to gather
their assessment of reasonableness and correctness.

After several iterations, preparation of the written descriptions of the threads and builds was
begun. The act of concisely describing the thread and the verification of it ends up being a
fundamental part of the engineering process. In some cases, attempting this proved that the thread
content was poorly chosen in that there may be too many unsatisfied external dependencies or that
the results of the threads actions aren't sufficiently externalized to allow verifications. Such
discoveries, caused revision to the build/thread plan resulting in the version of the plan submitted at
SDR/RIR.

Detailed planning for the test takes place during the period between RIR and PDR/IDR. Any
changes necessary as result of the review are incorporated. As the preliminary system design takes
shape, the test organization monitors the process and continually re-validates the test plan. Changes
proposed by the development organizations are reviewed and assessed as to their impact on the
overall integration activity. Negotiation takes place. If mutually agreeable resolution can not be
achieved, issues are elevated to management.

Each thread and build in the document is taken to the final level of detail by enhancing the
description of the test flows to take into account the details of the implementation of the design. If
the size of the thread warrants, multiple test sequences within a thread may be created. Sequences
serve to enhance management of the testing activity by dividing the effort into smaller tasks that can
be prepared and executed independently.

Given the increasing level of detail in the design of the release, better knowledge of the interfaces
between components is available. This allows individual threads to be assessed for their ability to
standalone during test. If because of design progress, a thread is found to have unexpected
dependencies that cannot be met, two options exist. First, restructuring of a portion of the
build/thread plan can occur. Because of the nature of the approach this can often be done with only
minor impact on the overall effort. The second option is to provide test tools (stubs) to meet the
needs of the thread. Early in the integration process, such stubs are more numerous because many
of the threads are dedicated to provide mainly infrastructure.

Since a thread, or a sequence within a thread, defines a set of actions to be performed to evoke a
desired response, the next step in the detailed planning process is to determine the range of test
values to be used to exercise the function. A set of inputs is chosen to assess mainstream
functionality. This is supplemented by values at the edge of the acceptable range and values beyond
the acceptable range. For each set of input conditions, an expected set of outputs is postulated. The
pairing of a set of inputs and outputs to be applied to a thread or sequence is considered to be a test
case. Sufficient test cases are formulated to achieve certainty of correctness commensurate with the
criticality of the function under test.

When this is accomplished for all builds and threads, this plan is submitted for PDR/IDR. With
this, the end of the test planning phase occurs and test procedure preparation begins.

The next stage in the test process is the generation of detailed test procedures (DID 414/VEL) based
on the plan. The PDR version of the plan essentially forms an outline for the test procedures. The
test procedurea are a step-by-step set of instructions for the actual execution of the testing required
to integrate and verify the thread. Additionally, the procedures have a concise definition of the test
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environment for the activity. Like the test plan, the procedures are developed in stages as more and
more information becomes available during the development life cycle. Before code first becomes
available after CDR, detailed design information and initial user manuals are used to begin the
procedures. Another key activity during the period is the development of test tools and the
collection/production of test data.

As software becomes available, initial procedures are checked out by execution against the
developed system. Such execution both attempts to exercise the system and the procedures
themselves. Problems that occur can be the result of either errors in the procedures or errors in the
integration of the product. The test team members work with developers to investigate problems
and find remedies. This cooperative process continues until the discrepancy rate moderates and
until there is confidence that the procedures are correct. This generally occurs before the system
under test is complete and performing correctly. The test procedures are delivered at this point in
the progress.

At this point, test conduct begins. Test conduct is the execution of the test procedures against a
software baseline that is under configuration control. The goal of conduct is the verification of
requirements through successful execution of the test. During this time, portions of procedures
may be executed out of sequence to concentrate on particular parts of the system. Test conduct
continues until all parts of all procedures have been successfully executed.

Test conduct culminates with the formal execution of the procedure as a whole before appropriate
witnesses. Required witnesses include representatives of the Quality Office, ECS Project
Management and ESDIS Integration Office. As always, the authority to witness may be delegated
or waived on a case-by-case basis.

At the completion of the formal execution of the System Integration Test, a Consent to Ship
Review (CSR) is held. The CSR determines if the current activity of SI&T, has been completed
successfully. The CSR is a formal meeting chaired by the Test Lead at which the following are
presented:

 Initial Test Results - Based on a quick-look analysis of test data the outcome of the testing
IS presented.

» Deviations from Test Procedures - If during the demonstration, any deviations from the
printed procedures were necessary, they are explained and discussed to establish that they
did not invalidate the test execution.

* Non-conformance Report (NCR) Status - The status of all open NCRs is presented along
with recommendations for their disposition

» Configuration Management Status - The CM organization reports on the status of the
product baseline.

* Recommendation - Based on the previously presented material the Test Lead recommends
that the acceptance/rejection of the test.
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3.3 How Testing Is Controlled

This section discusses the basic, day-to-day management of the verification process. The
fundamental steps to be described here are performed during test preparation, conduct and the
formal demonstration. As the test progresses and matures the degree of formality and the frequency
of process checks increases to insure timely completion and thorough testing. For the sake of this
presentation, the activities of a theoretical "day" of testing will be described. It should be noted that
this "day" is not necessarily an actual calendar day. During the preparation phase the unit of
management might be a week, while during the formal demonstration it might actually be a day or
even part of day.

A testing session begins with a pre-test meeting at which the planned activities are discussed,
assignments made and the configuration for the test environment specified. The readiness of the
environment to support the activity is assessed. Other than during critical times and during the
formal demonstration, the pre-test meeting is held as the last part of the previous sessions post-test
meeting.

The key to effective testing is the documentation or logging of what is done. Good note taking
serves to:

» Capture the state of the product under test (e.g. version numbers, concurrent activities)

» Capture the chronology of actions - without this, reported problems cannot be recreated and
understood to allow correction

» Provide an audit trail - this allows verification of coverage and collection/analysis of
metrics.

At a minimum this information will be captured in individual test logs. Because the ECS is
distributed, correlation of widely dispersed events is going to be especially difficult. Some thought
is being given to construction of on-line tools to supplement hard copy notebooks and allow easier
time correlation and collaborative testing. Extension to public domain products like NCSA Collage
might be feasible.

The other key to the testing process is the control of the test environment. Included are software,
hardware and "user/operational” environments. Software and hardware states are tracked and
controlled by the CM system. During testing, the Test Lead is delegated authority from the
Configuration Control Board to manage the test environment. The process used is discussed in the
paragraphs on Non-conformance Reporting and Corrective Action (NCRCA). An area of difficulty
in the distributed environment is the control of the user/operational environment. What is meant
here is the need to understand, and, at critical times, control the actions of others within the test
environment. During development and the early phases of test preparation, test and development
will share the same hardware and system software environments. Aside from the impact on
performance due to resource contention, updates to shared data, etc. can occur. This will be
handled through close coordination with development. During the later stages of testing, the
environment will be controlled by excluding other than test users, through strict access controls
managed by the test lead.
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Whenever problems occur they are entered into the ECS NCRCA. Unlike systems employing pre-
screening, test policy is that all problems are entered into the NCRCA, assessed and dispositioned.
While invariably duplicate and erroneous problems are entered, mechanisms are in place to quickly
and efficiently disposition and close them out. This approach tends to insure that no problems are
overlooked. Another benefit is our ability to collect metrics from the NCRCA system.

System Integration Testing maintains its own list of Non-conformance Reports (NCRs) within the
NCRCA covering problems that occur during the time the product under test is controlled by
SI&T. Thus, if, during preparation, a test team member discovers a problem, it is entered into the
NCRCA as a System I&T problem. If during assessment (discussed later), it is determined to be
caused by a component that has not yet been turned over to SI&T, the problem is transferred to the
Segment Integration and Test portion of the NCRCA for resolution.

During all but the formal conduct portion of the System Integration & Test process, problem
isolation and investigation is encouraged. This means that the problem is pursued in order to
accomplish the integration of the system. Test personnel are expected to have the capabilities to
perform the initial part of this effort. When this is insufficient development support is called upon.
Information thus obtained is added to the NCR as an aid to disposition of the problem.

At the end of each test "day", a post test meeting is held by the test lead. Attending are test team
members, development support personnel and Quality Office representatives (if they desire to
attend). The purpose of the meeting is to assess progress, plan future activities and review the
status of NCRs. This review includes:

* New NCRs - Each new NCR is presented (usually by the author). The problem
encountered is described along with the author's recommendation for priority. The test lead
assesses the NCR and assigns a disposition. Most often at this stage in the process the
problem is assigned to a development representative for further investigation. The test lead
assigns a priority.

* Open NCR Status - Status is sought on open NCRs. The developer support returns
information of the problems that are being fixed in support of the testing. When a fix is
completed, it is reported and the status of the NCR updated to "Fixed". This status means
that the developer asserts the problem is solved. Before the NCR may be closed, two
important things must happen. First, the Test Lead must allow the fix into the test baseline
via the CM system. On a case-by-case basis, proposed fixes are considered for priority and
impact on the test as a whole to determine the strategy for their inclusion. Some fixes are
held until a related group is ready, others may be incorporated individually. Second, once
the fix has been installed into the test baseline a test team member must verify the fix
(usually by rerunning the activity described in the NCR). If this testing is successful, the
NCR is closed at the discretion of the Test Lead.

3.4 Roles and Responsibilities

This section describes the responsibilities of different organizations in the integration and
verification of the ECS.
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3.4.1 System Integration and Test

The Systems Integration and Test (SI&T) organization is part of the System Integration and
Planning (S1&P) Office which additionally has responsibility for Engineering Planning, Technical
Assessment and Standards, VO and External Activities, Interface Engineering, Co-ordination and
Control, and Performance and Cost Modeling.

Figure 3-1 shows the ECS contractor's System Integration and Planning (SI&P) Office and the
(SI&T).

The Integration and Test Team (I&TT) is primarily responsible for the ECS system integration and
verification. Upon successful completion of testing, the I&TT will hold Consent to Ship Review
(CSR) for delivering the software to the Independent Acceptance Organization Test (IATO) via the
CM organization.

The Independent Acceptance Test Organization (IATO) is primarily responsible for the systems
acceptance testing, which occurs subsequent to the system integration and test activities. Implied in
this responsibility is the installation of the releases at the remote sites. Support for the Independent
Verification & Validation (IV&V) contractor is managed via the IATO.

3.4.2 Configuration Management

All deliverable application software and software test tools will be controlled via the ECS
Configuration Management. tool (ClearCase) which is administered and controlled by the
Configuration Management Organization. During the entire development process the CM
organization provides the software library function. As the SW product moves from development,
to Segment I&T, to System I&T and ultimately to Acceptance testing, it is within the CM tool. The
control authority over the baseline is delegated to the appropriate individuals during the process. In
the case of System I&T, the Test Lead has authority to control changes to the CM baseline under
test. Test Procedures and data used during the test will also be baselined and controlled.

Systems Integration &
Planning
(S1&P)

System

Integration & Test
(SI&T)

Integration & Independent
Test Team A(é:epta_nce_ Test
I&TT rganization
( ) (IATO)
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Figure 3-1. Organizational Chart
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3.4.3 Quality Assurance

A Non-conformance Reporting and Corrective Action (NCRCA) system managed by the Quality
Assurance Office is used to control discrepancies identified in both documentation and software. A
Non-Conformance Report (NCR), is used for any departure from design, performance, testing or
handling requirements that affects hardware, software or documentation. The process for Non-
conformance Reporting was described in Section 3.3.

The Quality Office oversees many facets of the testing process through inspections of work in
progress. At formal demonstrations the Quality Office witnesses the test activities to insure
compliance with written procedures. Quality Office responsibilities are described in the
Performance Assurance Implementation Plan (PAIP), DID 501/PAL.

3.5 System I&T in a Multi-Track Environment

For a specific release, two main development processes will be used: the Formal Development
Process and the Incremental Development Process described in the Multi-Track Development
White paper. Figure 3-2 from that document shows the relationship between the two processes.

Both formal and incremental development tracks will be implemented to: 1) assure compliance with
acknowledged requirements, 2) provide traceability of requirements allocation to tracks, 3)
implement an integration process that brings the separately developed pieces together into an
integrated whole, and 4) provide a process for control of interfaces that supports integration.

From a System Integration & Test point of view, the Incremental Path can be thought of as nothing
more than another development methodology. As currently constituted, software from this path
enters the test process at the Test Readiness Review (TRR) for integration at the segment level.
This means that it has rejoined the normal development flow and should be indistinguishable from
formally developed software.

In practice, software from the incremental path is different. First, because its requirements analysis
and objectives determination process is handled out of the formal path, SI&T planning for the
increments is less precise early in the formal process. The Integration team through participation
with the segment test organizations in the planning and testing of the Evaluation Packages. This
means that the 1&T personnel have earlier contact with and influence over incrementally developed
products than with formally developed ones. This knowledge and involvement means that we have
the ability to react quickly to evolutionary changes during the incremental process. Any such
changes will be reflected as updates to formal track test documentation, as necessary.

3.6 Integration and Interface Testing

The integration of elements and segments and the integration of the ECS with external systems is a
fundamental part of the System I&T process. The interface requirements for the ECS will be
documented in various interface requirements and control documents, both internal and external:

* Methodology for Definition of External Interfaces (DID 208/SE1)
* Interface Requirements Documents (DID 219/SE1)

» External Interface Control Documents (ICDs) (DID 209/SE1)

* ECS Internal ICDs (DID 313/DV3)
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Figure 3-2. System 1&T and Multi-Track Environment

Interfaces are exercised and tested as a normal part of the build/thread testing process. The build-up
of the system described in this document is fundamentally one of aggregation of components
(threads and builds). The glue are the defined internal interfaces. The tests, herein described,
implicitly verify these interfaces. External interfaces are often the driving requirement for creation
of threads and builds.

To perform the integration and interface verification, simulators and simulated data flows will be
used until actual system capabilities exist on both sides of the interface. Version 0 data sets will be
valuable as a set of early test data. For external interfaces it may be necessary to remain with
simulators throughout the test process because of schedule (and scheduling dependencies). System
Integration and Test is committed to performing engineering-level early interface testing with
external systems whenever possible. Such activities will be arranged through the interface
definition process and the Ground System Integration Working Group.
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3.7 Test Tools

Four areas of applicability of test tools to the ECS Program have been identified. First, tools are
needed to support automated test planning and management. These tools assist in the development
and tracking of test cases, test data, test results, as well as the mapping of requirements to test
cases. The Requirements and Traceability Management (RTM) tool has been selected by the ECS
project to support the requirements management process. The RTM tool provides the means to
record all relationships and dependencies between requirements, documentation, releases, services,
and more specifically, test specifications. RTM assists systems engineers in defining requirements,
assigning them to release, and mapping them to formal test cases. In addition, test results will be
recorded and mapped to requirements within RTM, so that at any point, the status of the test and
verification of a specific requirement can be checked.

Second, tools are needed to simulate interfaces, especially for systems external to ECS. External
interfaces refer to systems outside of the scope of the ECS contract. The interfaces may be to
systems already in existence, systems that are being built as part of the overall ESDIS project, or
systems being built by other Government agencies or other countries. Simulators for external
interfaces generate and transmit data streams in the identical format that represent the specifics of
the real system’s data stream.

Third, tools are needed to automatically execute test procedures or scenarios. Included in this are
Remote Terminal Emulators (RTEs), to emulate live users, data generators, to generate simulated
input data, and programmable test languages. For RTEs, a tool is needed that is capable of
emulating the maximum number of users that ECS is required to support at one time. For data
generators, simulated data sets (in Level 0 format) from each of the instruments and possibly from
existing satellites will be needed. A programmable test language having some simple command
structures and is capable of controlling interface simulators as well as the RTE is needed.

Finally, data reduction and analysis tools will be needed to process and summarize the large
amount of test data anticipated by the ECS Program. Data reduction and analysis tools are utilities
designed to analyze test output data, including utilities to compare test output to benchmark data.
Some form of sophisticated file compare utility is needed to compare expected test results to actual
test results. A data reduction utility is needed to reduce large amounts of output data to some
meaningful evaluation of the data’s quality.

For system integration and test, the bulk of the testing will be performed within the ECS
Development Facility (EDF), located within the Hughes complex. Many simulated data streams
and simulated functional capabilities will be used due to the evolving maturity of the ECS.

Since most of the tests at the EDF will have a large simulated component, it will be important to
accurately record and be able to accurately reproduce test conditions, test data streams, test
workloads, etc.. Test tools assist in managing and controlling the test environment to make
reproducible and controllable test conditions possible.
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3.8 Tool Kit Testing

Tool kits provide a controlled interface into the services provided by the ECS. These interfaces are
provided at four levels: User, Software, Algorithm and Application Interface. Because these are
fundamentally different, the testing done on each will be significantly different. These are
discussed separately in the paragraphs that follow.

3.8.1 User Interface Tool Kit Testing

User Interface Tool Kits provide the functionality that a remote user must employ to access the user
oriented services offered by the ECS. With this software the remote user has access to the full
graphical interface allowing data search, data browse and data access. Other, simpler interfaces
accomplished through remote login are also provided.

Testing of the user interface tool kits is largely indistinguishable from the normal mainline
verification of the Release as a whole. The tool kit software is identical with that which will run in
the local terminals at the EOC and the DAACs themselves. The only differences requiring
specialized testing are the potential impact of the network connection and the degree of equipment
compatibility. The ability of the tool Kkits to mitigate the impact of the network is verified by using a
remote login through the network while testing is going on in the EDF. Through careful attention
to message routing, messages can be directed out through long loops on the Internet even though
the connection could be made directly on the local LAN.

3.8.2 Algorithm Interface (PGS) Tool Kit Testing

The PGS Tool Kits exist in two forms. The first is delivered to scientists at the Science Computing
Facilities (SCFs) to provide an environment in which algorithms destined for operational use
within the ECS Product Generation System (PGS) will be developed and tested. The second form
of the PGS Tool Kit replaces the first when the SCF-developed algorithm actually executes in the
PGS at a DAAC. These two cases are illustrated in Figure 3-3. Both tool kits provide identical
calling sequences to the science algorithm.

The SCF version of the PGS Tool Kit as illustrated in Figure 3-4, is delivered before formal
delivery of the releases to allow algorithm developers an early start. Thus, the tool kit is tested
separately through use of a benchmark algorithm and test drivers.

Since there is no integration of the tool kit with other parts of the ECS, this testing is not
accomplished as a part of System Integration Testing and is not described in this plan. In fact,
SI&T cooperates with Segment I1&T to perform SCF toolkit testing.

The operational version of the PGS Tool Kit as illustrated in Figure 3-5, is delivered as part of a
complete release and is tested with that release. The tool kit is tested coincident with the testing of
the PGS through the use of one or more benchmark algorithms.

The focus of this testing is two fold. First, it must prove that the interfaces to the algorithm meet
the interface definitions of the PGS Tool Kit Specification. Second, it must prove that the PGS
interfaces with the algorithm for the delivery/receipt of data and the scheduling/control of
algorithms.
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3.8.3 Applications Program Interface (API) Testing

Applications Program Interfaces (APIs) are provided by the ECS to allow properly authorized,
externally generated software systems access to ECS Segment/Element functions at the
client/server level. These interface codify the interfaces used within the ECS by its own
components.

Testing of these APIs will involve the use of simple driver programs that validate compliance to the
interface specifications. The operations attempted through the APIs will be chosen to explore the
full range of the interface's parameters with emphasis on the most probable usage. The other
necessary testing emphasis must be on verifying that the API protects the core ECS system from
transgressions by the user processes.

3.9 Schedules and Dependencies

Detailed schedule information resides in the ECS Level 1 Master Schedule, (DID 107) and the
notebook maintained by the Release Manager. As release planning continues, test scheduling will
be refined and presented in subsequent updates to this document. In addition, other required
documentation vehicles, such as the ECS Intermediate Logic Network, that are regularly released
will be used as the vehicle to disseminate current schedules. The following Figure 3-6 shows the
planned System Integration & Test activity for IR-1 as of PDR. Bars shaded as “Critical” are
referring to the priority of the thread or build testing in relationship to its ETR delivery schedule,,
duration of system level testing and/or degree of complexity of the testing to be performed.
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4. Interim Release 1
System Integration and Testing

As described in the Release Plan Content Description white paper (FB9404V2), Interim Release 1
(IR-1) serves two major purposes: 1) early interface support and 2) science software support of
TRMM (Tropical Rainfall Measurement Mission), a platform scheduled for launch in August 1997
which relies on ECS to support its mission. To support TRMM data transfer and early interface
testing, basic ingest services will be available in IR-1 to interface with TSDIS (TRMM Science
Data and Information System) and the GSFC Sensor Data Processing Facility (SDPF). Early
interface testing between SCFs (Science Computing Facilities) and ECS interfaces will be available
in order to transfer algorithms and algorithm support data.

Deliveries of TRMM CERES (Clouds and Earth’s Radiant Energy System) and LIS (Lightning
Imaging Sensor) Version 1 algorithms and EOS AM-1 Beta review algorithms are near the end of
1995. PGS (Product Generation System) toolkit deliveries must be made twelve (12) months prior
to the Beta reviews for each EOS AM-1 algorithm and twelve (12) months prior to Version 1
delivery for TRMM algorithms.

Figure 4-1 shows the system level builds and threads. 4.x.x refers to the section number within
this document specific information about a thread/build will be found.

4.1.3
B3 Algorithm 1&T
425 Build
T3-1Algorithm I&T
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Thread
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4.2.4 4.1.2 B4 IR1 Release
T2-2 TRMM B2 Ingest Build
SDPF Interface Build
Thread
423
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Figure 4-1. Forecasted System Threads/Builds for Interim Release 1
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4.1 Interim Release 1 System Builds

This section identifies and describes the functional system level builds which have been defined for
Interim Release 1. Each build contains a list of objectives, which describes the overall purpose of
the build, and a build test description, which includes a list of dependencies, if applicable, without
which the functionality of the build cannot be fully tested. The mapping of the Interim Release 1
requirements to respective system level threads is summarized in Appendix A.

4.1.1 System Access Build

The following listing identifies the test sequences within this build, its paragraph reference number
and page number of the accompanying text.

41.1.2.1 Sequence 1 - Logons 4-3
4.1.1.2.2 Sequence 2 - Logoffs 4-5
4.1.1.2.3 Sequence 3 - Access and Privilege Control 4-6
4.1.1.2.4 Sequence 4 - Process to Process Communications (RPC calls) 4-7
4.1.1.2.5 Sequence 5 - Communication via the Internet 4-8
41.1.2.6 Sequence 6 - Transfer Data Files 4-10
4.1.1.2.7 Sequence 7 - Multiple Transaction Requests 4-12
4.1.1.2.8 Sequence 8 - Accessing Hosts on LAN/WAN 4-13
41.1.2.9 Sequence 9 - VO Network Access 4-14
4.1.1.2.10  Sequence 10 - NSI Interface 4-15

4.1.1.1 Build Objectives

This build provides the capabilities to support Interim Release 1 with a basic suite of
communication services required for local and external process-to-process communications.
Underlying services include:

» Distributed time and directory services
» File transfer capabilities (ftp, rcp, DFS)
* Remote secure logon/logoff

* LAN and WAN interfaces

» Event logging and reporting

4.1.1.2 Build Test Description

The communication capabilities required for IR-1 are verified beginning with login attempts into
the LAN/WAN system. A monitoring account will be used to verify successful logons into the
system, while also being used to verify the event logging system. Message passing, via e-mail,
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