10. Metadata Administration

Every science data product generated and archived by the system must be described to the
system by metadata that are put into an inventory and then used to retrieve and distribute the data
to users of the system. The Earth Science Data Model, described in document 420-EMD-001,
Release 7 Implementation Earth Science Data Model, organizes the metadata into groups of
related attributes and services to be performed on the data products. These "core™ attributes are
necessary to identify, interpret and perform services on granules and collections. The Data
Model also provides for "product-specific” attributes (PSAS), i.e., attributes which are unique to
a specific data product.

The smallest aggregation of data that is independently described and inventoried in the system is
referred to as a data granule. Granules are organized into logical groupings called collections in
which the granule metadata varies principally by time or location, called single-type collections.

Every collection is described by an Earth Science Data Type (ESDT) and is made known to the
system by adding the type to ECS. This means that the parameter values in the ESDT descriptor
file must be added to the appropriate databases in the ECS system

Metadata administration includes creating and updating ESDTs. Collections may be modified
and updated over time. Collection-level metadata can be updated by updating the ESDT.
Granule-level metadata can be updated manually (i.e., not as a result of an operation such as
subsetting, which modifies the science data content of a granule) by setting the Quality
Assurance flags and explanations. Procedures for updating these flags are provided in
Chapter 15, Quality Assurance.

10.1 ESDT Descriptor Files

The primary task in establishing a collection is providing the core and product-specific metadata
attribute values. This is done by creating an Earth Science Data Type (ESDT) descriptor file.
The descriptor file is also used to specify the data services that are available for granules that
belong to the collection. The descriptor file is the means by which a collection is made known
to the ESDT Maintenance Service.

The ESDT descriptor is composed of the following information:

e Collection level metadata attributes with values contained in the descriptor.

e Granule level metadata attributes whose values are supplied primarily by the Product
Generation Executives (PGES) during runtime.

e Valid values and permitted ranges for all product-specific attributes.

e List of services for all the granules in the collection and events that trigger responses
throughout the system.

The services that apply to a collection are specified in the ESDT descriptor file. Product-specific
services, such as subsetting or a product-specific acquire, require executable code to enact those
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services. This code is contained in the Ingest and Order Manager Server software. After the
ESDT descriptor file has been generated it must be installed using the ESDT Maintenance
Service before the first data granule can be inserted. During this installation process,
information from the ESDT Descriptor File is propagated to the Inventory Database and the
Spatial Subscription Server Database, all of which must be operating during the ESDT
installation process.

10.1.1 Steps in Generating a Descriptor File

ESDTs for Distributable Product

These are the typical steps used in generating a descriptor file:

1. ldentify desired collection-level metadata attributes.
e For permanent and interim files use only the minimum attributes.

e For distributable products identify all applicable attributes. This will involve reading
appropriate documentation and interacting with the data provider.

2. Identify granule-level attributes.
e |If a sample metadata configuration file is available from the data provider, use this.

3. Check “valids” (allowable metadata values) for core attributes (write CCR if new valids
are required).

Check PSAs (register PSASs if new).
Use custom built scripts and a text editor to generate the descriptor file.

Verify the descriptor file as outlined in Section 10.1.2.

N oo g oA

Check descriptor files into ClearCase.

10.1.2 Verifying Descriptor Files

1. Run the PERL script "update.pl™, following the instructions in the script prologue.

e This script makes sure that the inventory metadata attributes are all listed as event
qualifiers in the EVENT group.

2. Run the PERL script esdtQC.pl following the instructions in the script prologue.
e This script checks for more than 30 common descriptor file errors.

3. Make any necessary corrections in response to errors issued.

4. Rerun the PERL script esdtQC.pl.

5. Repeat Steps 3 and 4 until there are no errors.
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6. Run the testodl utility to ensure that there are no errors in the ODL structure for the
descriptor file.

7. Make any necessary corrections in response to errors issued.
8. Rerun the testodl utility.

9. Repeat Steps 9 and 10 until there are no errors.

10.2 Preparation of Earth Science Data Types

An ESDT goes through pre-operational life cycle steps starting with an analysis of the
collection's need and continuing through development and operational installation. This process
involves actions by the Data Provider or User in addition to EMD. The procedures are detailed
in Software Development (SD) Project Instruction SD-038 ESDT Creation, Testing,
Maintenance and Integration at http://dmserver.hitc.com/EMD_PAL/index.html).

10.2.1 Definitions

Archive - A File Type indicating granules will be inserted to Data Server for long-term storage
and acquisition for distribution.

Full - A level of metadata coverage intended for data products that are produced within the
system.

Collection - A related group of data granules.
Granule - The smallest data element that is identified in the inventory tables.

Interim - A File Type indicating granules are temporarily stored in support of product
generation.

Intermediate - A level of metadata coverage intended for contemporaneous data products that
are not produced within the system.

Limited - A level of metadata coverage intended for heritage data products brought into the
system for distribution

Minimal -A level of metadata coverage sufficient to uniquely identify a collection or granule.

Permanent - A File Type indicating static or semi-static granules that are used only as inputs in
product generation.

Product Specific Attributes - Attributes that are defined by the data provider in support of
searching for specific granules

Valid - An allowable metadata value.

10.2.2 Process
1. Need Analysis
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The baseline list of science ESDTs and their services is controlled by the ESDIS
CCB. This baseline was established through an analysis of the system Functional and
Performance Requirements Specification, the Technical Baseline established from
inputs from the Ad Hoc Working Group on Production, and meetings with the
individual data providers to define the basic requirements of each ESDT.

The basic requirements are:

— Data Provider File Designation,

— File Type (Permanent, Interim, Archive)

— Level of Metadata Coverage (Minimal, Limited, Intermediate, Full)

For new ESDTs not currently in the development baseline, the result of the Need
Analysis forms the basis for approving the inclusion of the ESDT into the system.
This is accomplished through the CCR process.

2. ESDT Specification

This step results in a set of specifications extending the results of the needed analysis

and providing the information needed to implement an ESDT. This step is executed

only if the ESDT has been included in the baseline. The roles and responsibilities for

developing the specification are as above.

The specifications must include:

— ShortName and VersionID of the ESDT

— Alist of the metadata attributes needed, valids, and any constraints on attributes.

— Alist and specification of the services needed (e.g., specification of the INSERT,
SEARCH, ACQUIRE and SUBSCRIPTION semantics).

3. ESDT Generation

Once the ESDT Specification has been developed and the applicable attributes
identified, the necessary metadata has to be gathered, the metadata values checked
against the valid values and the product-specific attributes (PSA) need to be checked
against the list of PSAs that are already defined (see Figure 10.2-1).

Once the collection-level metadata and granule-level attributes have been checked,
then the descriptor file is generated and testing and validation of the ESDT
performed. This process is further elaborated in the sections below.

For a one-of-a-kind, distributable product with Full metadata coverage, this process
can take up to six weeks to accomplish. For a related group of products with identical
services, much of the Descriptor File of the first ESDT can be reused, and the cycle
time for preparing subsequent ESDTs in the related group is much less.
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Identify Attributes

Gather Information {Iterative Process)

Check Valids & PSAs [
Build Descriptor File [

Test & Validation | |

up to ~ 6 weeks

Figure 10.2-1. Steps in ESDT Development

10.3 Metadata Population

10.3.1 Collection-Level Metadata

A majority of the attributes in the Data Model apply to all the granules in the collection. These
are known as collection-level attributes. There can be both core and product-specific collection-
level attributes, defined once prior to establishing the collection.

Collection-level metadata is input either a text editor or a custom built script.

10.3.2 Granule-Level Metadata

The attributes in the Data Model that can vary on a granule-by-granule basis are known as
granule-level attributes. There can be both core and product-specific granule-level attributes.

Granule-level metadata are specified and populated using the Metadata Configuration File
(MCF). The MCF is derived from information contained in the ESDT descriptor file and is
delivered by ESDT Maintenance Service for use by the Ingest Subsystem. The MCF specifies
how the searchable metadata attributes will be populated in the Inventory database. For data
products generated within the system, the science software or Product Generation Executive
(PGE) interacts with the MCF using metadata tools contained in the Science Data Processing
Toolkit. Through this process values are set for metadata attributes specified in the "source™
MCEF, such as the temporal or spatial coverage of each granule. These values are then inserted
into a "target” MCF at PGE run time. The MCF is used in a similar manner for data entering the
system through the Data Pool Ingest.

Procedures for entering data into the system through Data Pool Ingest are described in
Chapter 13, Ingest Each data granule consists of one or more physical files. Accompanying
each granule is a metadata record; i.e., an ASCII file containing the granule-level attributes and
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their values in ODL. Only one metadata record is allowed per granule, i.e., no sub-granule
records are allowed, and no metadata records are shared between granules.

10.3.3 Product-Specific Metadata

Product-specific metadata can be at both the granule level and the collection level. Product-
specific metadata may (at the data provider’s election) be contained in the Inventory Database
tables, in which case it will be searchable by the system. There is also a provision to store
product-specific metadata within granules that is available only when the granule has been
ordered and delivered. This is termed archive metadata and is specified in a separate ODL group
in the MCF.

In the granule metadata, the core attribute that is available to store product-specific metadata is
called ParameterValue. The metadata describing this attribute is specified by the data provider
through the AdditionalAttributes class at the collection-level. The units of measure, range,
accuracy, and resolution for this are specified in the PhysicalParameterDetails class, also at the
collection-level.

Product-specific metadata at the collection level is specified at the time the other collection level
metadata attributes values are defined. At the granule-level, product-specific metadata is defined
in the MCF. In both cases, a list of valid values and permitted ranges are specified in the ESDT
data dictionary.

10.4ESDT Maintenance

The ESDT Maintenance functionality is accomplished by using the ESDT Maintenance GUI
which provides the DAAC staff with functionality to view, update or remove installed ESDTs
and to install new ESDTSs.

The process of maintaining ESDTs will continue to rely on the ODL descriptors as the starting
point. As part of an Update ESDT operation, changes to the descriptor will be propagated to the
XML representation of the descriptor as well as an ESDT descriptor specific schema.

Figure 10.4-1 illustrates the ESDT descriptor files utilized in ECS and the components that
generate them:

ESDT descriptor Common Schema
XML file definitions
ESDT descriptor —— Descriptor Dse:;:g]t:r ESDT descriptor
ODL file E— XML Converter XML schema
Generator
ESDT XML Generation Service

Figure 10.4-1. ESDT Descriptor File Transformations in ECS
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The original ESDT descriptor ODL file is converted to its XML representation by the Descriptor
XML Converter. This conversion occurs when an Add ESDT or Update ESDT or View ESDT
process is selected from the ESDT Maintenance GUI.

The ESDT descriptor XML file is used to generate the descriptor XML schema.

The ESDT Descriptor XML file, together with a set of Common Schema Definitions file are
used as input to the Descriptor Schema Generator which produces the ESDT descriptor XML
schema. The schema is used for validating the granule XML metadata file. The Common
Schema Definitions file contains definitions for all elements that are used by the supported
ESDTs as well as the hierarchical relationships in which they can appear.

The Descriptor XML Converter and the Descriptor Schema Generator are part of the ESDT
Descriptor XML Generation Service since they both produce descriptor related XML (the ESDT
descriptor XML file and the ESDT specific schema respectively).

Figure 10.4-2 illustrates the high-level functionality flow that is provided by the ESDT
Maintenance GUI for adding a new ESDT or updating an existing ESDT:
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Figure 10.4-2. Adding/Updating an ESDT using the ESDT Maintenance GUI

The following functionality flow is used when an ESDT is added or updated using the ESDT
Maintenance GUI.:

1. An ESDT ODL file from the location specified in the ESDT Maintenance GUI
configuration file is loaded. The directory will contain all the descriptor related files.
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The Metadata Configuration File (MCF) is extracted from the descriptor ODL file and
placed in the ESDT specific directory in the Small File Archive.

The ESDT descriptor XML file is generated. The ESDT Descriptor XML generation
service contains the Descriptor XML Converter and the Descriptor Schema Generator
modules.

The ESDT specific schema is generated, using the ESDT descriptor XML file produced
in the previous step.

The generated ESDT descriptor XML schema is copied to the Small Archive File ESDT
specific directory.

The ESDT collection metadata is inserted in the Inventory database.

The ESDT collection event definitions and metadata attributes that can be used to qualify
subscriptions in the Spatial Subscription Server database are inserted.

Figure 10.4-3 illustrates the high-level functionality flow that is provided by the ESDT
Maintenance GUI for removing an existing ESDT from the system:
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Figure 10.4-3. Removing an ESDT using the ESDT Maintenance GUI

The following functionality flow is used when an ESDT is removed:

1.

2.
3.

ESDT specific files (ODL, MCF, XML schema, ESDT metadata directory
<shortname.VersionlD>) are removed.

The ESDT collection metadata from the Inventory database is deleted.

ESDT collection event definitions and metadata attributes from the Spatial Subscription
Server database are deleted.
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Note: Removal of an ESDT is not allowed if granules are present in the Inventory or
DataPool. In addition, there can not be a Subscription on the ESDT within the Spatial
Subscription Server. The appropriate Granule Deletion scripts must be run, if necessary, and
all subscriptions removed before removing an ESDT.

Table 10.4-1 provides an activity Checklist for ESDT Maintenance.

Table 10.4-1. ESDT Maintenance - Activity Checklist

Order Role Task Section
1 Database Admin Launching the ESDT Maintenance GUI | (P) 10.4.1.1
2 Database Admin Filter the ESDT List Page (P)10.4.1.2
3 Database Admin View XML or ODL ESDT Descriptor (P)10.4.1.3
Information
4 Database Admin Re-generate an MCF or Schema (P)10.4.1.4
5 Database Admin Remove an ESDT (P)10.4.15
6 Database Admin Install/lUpdate an ESDT (P)10.4.1.6
7 Database Admin Update BMGT Configuration Files (P)10.4.1.7
8 Database Admin Cleanup Failed ESDTs (P)10.4.1.8

10.4.1 Launching the ESDT Maintenance GUI

ESDT maintenance is accomplished by accessing the ESDT Maintenance GUI and is restricted
to a single Database Username. This Username is configured in the ESDT Maintenance GUI
Configuration file.

The ESDT Maintenance GUI will only allow for one authenticated session at a time. This is to
prevent situations where multiple operators may perform conflicting actions. The time-out for
authenticated sessions is configured in the Web application settings and is configurable via ECS

Assist.

Note: The ESDT Maintenance GUI is configured to time out after 2 Minutes. You will need to
log back into the GUI after each time out occurs.
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10.4.1.1 Launching the ESDT Maintenance GUI

1

6

Access a terminal window logged in to a host (e.g., the Operations Workstation or Sun
external server) that has access to the Firefox web browser.

e Examples of Linux external server host names include e4spl01 or n4splO1.

Type firefox & then press Return/Enter.

e It may be necessary to respond to dialogue boxes, especially if the browser is already
being used by someone else who has logged in with the same user ID.

e The Mozilla Firefox web browser is displayed.

If a bookmark has been created for the ESDT Maintenance GUI, select the appropriate
bookmark from those listed on the browser’s Bookmarks pull-down window.

e The Login: prompt is displayed.

If no bookmark has been created for the ESDT Maintenance GUI, type http://host:port
in the browser’s Location (Go To) field then press Return/Enter.

e For example: http://f4dpl01.hitc.com:28000/ESDTMaint/

e The Login: prompt is displayed with the username configured for the GUI (see Figure
10.4-4)

“) Mozilla Firefox
Fo Edt Vew Hgory Gockmais Jook el

.......

uuuuu

Figure 10.4-4. ESDT Maintenance GUI Log-in Screen

Type the appropriate password in the Password box of the security Login prompt.
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7 Click on the Log In button:
e The Installed ESDT page is displayed (see Figure 10.4-5).

) ESDTMaintenanceGUI (DEV09) - Mozilla Firefox

File Edit BUEIE History Bookmarks Tools  Help
E&->-@ (3 | LI http://fhel0.hitc.com:22500/ESDTMaint_DEV03/faces/Login. jsp [+]

[ nstant Message ] Instant Message [ WebMail [ Members [ Cormections || Bizlournal [ SmartUpdate [ Mkiplace [C

Log Out
bl o - = " P
ALY B R S
alpha

To searchfor an ESDT:  Use Cirl-F in your hrowser and type the name ofthe ESDT
Installed ESDTs
Fitter | | apprFiter | - install new ESDTs f Update existing ESDTs
[[] Select All ESDTs
[ ACR3LZDM.001 ki

[ ACR3L25C.001
[0 AEPOE1W.001
[ AE_DySno.086
2

A | oa nnd
Done

Figure 10.4-5. Installed ESDT Page

The ESDT List page lists all of the currently installed ESDTs. From this page, the operator can
perform the following actions:

e Search for an ESDT by using the browser’s built-in search function.
e View the ODL and XML descriptor information for a specific ESDT.
e Generate MCFs for one or more ESDTS.

e Generate Schemas for one or more ESDTSs.

e Delete one or more ESDTSs.

¢ Navigate to the ESDT installation/update page.

The ESDT List page includes a filter that can be applied to the list of ESDTs. This is useful for
selecting particular types of ESDTs for bulk action (i.e., deletion, and MCF or ESDT Schema
generation). This is a simple text search and will search ESDT Short Names. As shown in the
example below, MODIS would return any ESDT with the MODIS anywhere in the name. The
search is also case-insensitive.

10.4.1.2 Filter the ESDT List Page

1 Log in to the ESDT Maintenance GUI.
e The Installed ESDT page is displayed.
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2 In the Filter box, enter the desired filter to be applied to the ESDT List.
3. Select Apply Filter button.
e The ESDT List will display the filtered ESDTSs list as requested.

10.4.1.3 View XML or ODL ESDT Descriptor Information

1 Log in to the ESDT Maintenance GUI.

e The Installed ESDT page is displayed.
2 In the list of Installed ESDT, click on the desired ESDT name.

e The XML Descriptor Information page (see Figure 10.4-6) is displayed.

) Mozilla Firefox

=i Jl Log Out

N AIHTERARCE O

i

=< hackto ESDT List

Descriptor Information

ESDT Name: COL_DOCS5.001

FileName: /stormext’smallifilesiDEVDS%idescriptonDsESDTSyCOL_DOCS.001 desc

XML oDL

¢ 7Eml wersiom="1.0" encoding="UTF-8"7?:(E=sdtDescriptor:>
L= Amm
Ll 2003057086 ECSed 37430 ®/——3
¢l——r% Created a new ESDT to archive electronic docunents xS
£ S
<METADATA>

<COLLECTIONMETADATA GROUPTYPE="HMASTERGROUE" :
<DLLNane DATA_LOCATION="MCF" MANDATORY="TRUE" HUM VAL="1":>libDsESDTSvEBASIC. 001
<SpatialSearchType DATA LOCATION="MCF" MAHMDATORY="TRUE" HUM_WVAL="1":NotSupport

<CollectionDescriptionClass:>
<ShortHame DATA LOCATION="MCF" MANDATORY="TRUE" WUM_VAL="1">COL_DOCS<.Short
«LongHane DATA LOCATION="MCF' MAWDATORY="TRUE" HUM_¥AL="1":ECS Electronic [
<CollectionDescription DATA LOCATION="MCF" HMANDATORY="TRUE" HUM_WAL="1":Thi
<VersionID DATA LOCATION="MCF" MANDATORY="TRUE" WUM_VAL="1":1l<-VersionID:

<sCollectionDescriptionClass>

sECSCollection:

Figure 10.4-6. XML Descriptor Information Page

3. To display the Descriptor Information in ODL, click on the ODL button.
e The Descriptor Information page is displayed in ODL format.

During the initial install of an ESDT, the MCF and Schema files are generated from the
descriptor file and copied to the Small Archive File ESDT specific directory. Certain situations
(such as a corrupted MCF or Schema file) may require that these files be re-generated.
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10.4.1.4 Re-generate an MCF or Schema

1 Log in to the ESDT Maintenance GUI.
e The Installed ESDT page is displayed (see Figure 10.4-5).
2 Select the ESDT(s) that require a re-generation of the MCF or Schema.
e A check mark is displayed in the box next to the selected ESDT.
3 Scroll to the bottom of the Installed ESDT list, click on the Generate MCFs or
Generate ESDT Schema button.
e The MCF or Schema files stored in the Small File Archive will be used to re-generate
the MCF or ESDT Schema.
Note: This action requires that the Data Pool Ingest Processing Service be restarted.

When an ESDT is removed, the following pre-conditions must be satisfied:

e All granules for this ESDT must not be present in the Inventory or DataPool. The
Granule Deletion script must be run.

e The Data Pool collection for that ESDT must be removed using the Data Pool
Maintenance GUI

e All subscriptions on the ESDT must be removed.

10.4.1.5 Remove an ESDT

1. Verify that Granules for the selected ESDT(s) have been removed from the Inventory and
Data Pool.
2 Verify Subscriptions for the selected ESDT(s) have been removed.

3 Log in to the ESDT Maintenance GUI.
e The Installed ESDT page is displayed (see Figure 10.4-5).
4 Select the ESDT(s) that are to be deleted
e A check mark is displayed in the box next to the selected ESDT.
3 Scroll to the bottom of the Installed ESDT list, click on the Delete selected ESDTs
button.
e The ESDT specific files (ODL, MCF, and XML schema) are removed.
e The ESDT Descriptor XML (ShortName, VersionlID) directory on the file system
where granules are stored is removed.
e The ESDT collection metadata from the Inventory database is deleted.
e The ESDT collection event definitions and metadata attributes from the SSS database
IS deleted.
Note: This action requires that the Data Pool Ingest Processing Service be restarted.

The operator can install a new or update an existing ESDTs from the ESDT Maintenance GUI..
On the List ESDT page of the ESDT Maintenance GUI, the operator selects the Install new
ESDTs/Update existing button which displays a list ESDTSs to be installed. The operator can
review the file list and select the ESDTSs to be installed or updated by checking the boxes for
each ESDT. There are buttons to select the following descriptor files in the list: all, none,
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installed, uninstalled and failed ESDTs. Selection of these buttons will select all ESDTs in the
category selected. Desired descriptors can be individually selected by clicking on the box next
to the descriptor.

An operator performs installation or update on ESDTSs by first selecting one, some, or all of the
Descriptor files. Then the Proceed with installation/update button is used to perform
installation or an update on the selected Descriptor file name. The column on the right contains
the current status of an ESDT.

If the installation or update completes successfully for all ESDTSs, the installation files will be
removed from this list, and a message will be displayed at the top of the screen indicating the
success.

If the installation or update did not succeed for one or more ESDTS, a general error message will
be displayed at the top of the screen. A table at the top displays detailed error information next to
each ESDT that failed.

If an error is encountered during the installation or update (e.g., a validation error), the
installation for that particular ESDT will fail. Installation of the other ESDTs will continue
processing until the selected list is completed. As ESDTs are successfully installed or updated,
the descriptor files are removed from the installation source directory. Any remaining files in
the list would be those that could not be installed due to an error or those that were not selected
for processing.

Note: In order for products associated with this ESDT to be exported to ECHO, the following
BMGT config files need to be updated:

e EcBMBMGTGroup.xml
e EcBmBMGT SpatialEsdts.xml

10.4.1.6 Install/Update an ESDT

1 Log in to the ESDT Maintenance GUI.
e The ESDT List page is displayed.
2 Select the Install new ESDTs/Update existing ESDTs button.
e The ESDTs to be Installed, Updated, or that have Failed page is displayed (see
Figure 10.4-7.
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Figure 10.4-7. ESDTs to be Installed, Updated, or that Have Failed Page

Click on the box(es) next to the desired descriptor file(s).

e A check is displayed in the box.

Note: The five categories displayed above the list of descriptor files can be used if

applicable (i.e. all - if you want all descriptor files selected; uninstalled - if you want all

uninstalled descriptor files selected; failed - if you want all failed descriptor files

selected; Installed - if you want all installed descriptor files selected).

Select the Proceed with installation/update button.

e A message is displayed (see Figure 10.4-8) indicating the number of descriptors
successfully installed and the installation files will be removed from the install list.

e If the installation is not successful, a message is displayed at the top of the page,
indicating the number of descriptors that failed to be installed along with the
associated error.
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Figure 10.4-8. ESDTs Failure Screen

Note: This action requires that the Data Pool Ingest Processing Service be restarted.

10.4.1.7 Update BMGT Configuration Files

1
2

Log on to the host where BMGT is installed (e.g., x4oml01).

Type the following:

e cd /usr/ecs/OPS/CUSTOM/cfg

Edit the EcBmBMGTGroup.xml by entering the following edit commands:
e vi ECBMBMGTGroup.xml

Following <name>groupName</name>, enter the following information for the ESDT
added in procedure 10.4.1.6:

<ESDT>

<ShortName>short name of the ESDT</ShortName>

<VersionID>Versionld of the ESDT</VersionID>

<CollExport>Y </CollExport>

<GranExport>Y</GranExport>

</ESDT>

Exit the editor by typing Ctrl Z.

If the ECBmMBMGT SpatialEsdts.xml has not been already configured for the ShortName
of the newly installed ESDT, the following 4 lines need to be added by entering the
following edit commands:

e vi ECBmMBMGT  SpatialEsdts.xml
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7 Following </spatialesdts>, enter the following information for the ESDT added
procedure in procedure 10.4.1.6:
<SP_ESDT>
<ShortName>ShortName of the Esdt </ShortName>
<SpatialRep>SpatialRep as decided by the science team</SpatialRep>
</SP_ESDT>

8 Exit the editor by typing Ctrl Z.

If an error is encountered during the installation or update (e.g., a validation error), the
installation for that particular ESDT will fail. Installation of the other ESDTs will continue
processing until the selected list is completed. As ESDTs are successfully installed or updated,
the descriptor files are removed from the installation source directory. Any remaining files in
the list would be those that could not be installed due to an error or those that were not selected
for processing. In cases when fatal error has occurred, the ESDT will be marked as failed in the
list of ESDTs to be Installed. After reviewing the error, the operator will be able to initiate
recovery for the failed ESDT by using the Cleanup Failed ESDTs command.

10.4.1.8 Cleanup Failed ESDTs

1 Log in to the ESDT Maintenance GUI.
e The ESDT List page is displayed.
2 Select the Install new ESDTs/Update existing ESDTs button.
e The ESDTs to be Installed page is displayed.
3 Click on the box(es) next to the desired descriptor file(s) to be recovered.
e A check is displayed in the box.
4 Select the Cleanup Failed ESDTs button.
e For each ESDT selected, (i.e., incomplete installation), any Descriptors, MCFs, and
Schema present in the Small File Archive is removed.
e The ESDT is removed from the Inventory Database.
e The temporary backup descriptors, MCFs, and schema files are restored and
information from the restored descriptor file is place in the Inventory Database.
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11. Bulk Metadata Generation Tool

11.1 BMGT Overview

The Bulk Metadata Generation Tool (BMGT) is an ECS component that is used to generate an
external representation of the ECS metadata holdings. This external representation consists of a
number of distinct data products that describes both the current state of the metadata holdings, as
well as changes to that state (such as the insert, update, and deletion of collections and granules).

While the data products produced by the BMGT are generally ingested back into the ECS system
so that value added providers may search, and order (or subscribe to) these products, the BMGT
is also responsible for directly exporting the products to the EOS Clearing House (ECHO).

In general use, the BMGT is designed to be fully automatic. Running periodically, (with a
frequency of once per hour up to once per day), BMGT will automatically generate the required
products and export them to ECHO, as well as make them available for archiving via Data Pool
Ingest. Additional BMGT tasks may be initiated as a result of other actions, such as Data Pool
Cleanup. Alternatively, the operator may explicitly request BMGT to generate one or more
products based on collection and/or granule selection criteria.

The metadata files sent to ECHO will be formatted in XML and will be compressed/consolidated
into a single file for delivery using the UNIX compression utility zip. Currently, the exported
files include the following:

e Collection metadata (ECSMETC-) files following the BMGTCollectionMetadata.dtd

Granule metadata (ECSMETG-) files following the BMGTGranuleMetadata.dtd
e Granule QA update (ECSMETU-)files following the BMGTUpdateMetadata.dtd
o Bulk Browse (ECSBBR-) data files following the BMGTBrowseMetadata.dtd

e Bulk URL (ECSMETU-) files following the BMGTUpdateMetadata.dtd

o ECS browse files referenced in the ECSBBR files.
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The following diagram (see Figure 11.1-1) shows the high level context in which the BMGT
operates.

DPL Inventory/
Ingest XML files

Ingest metadata
products

Get metadata
Track products

e BMGT Export products
DPL deletes (subsystem) PortP ECHO
> —P
Cleanup Import ingest
summary reports
Get product Manual/automatic
data export control
DPL Cron job/
Database Operator

Figure 11.1-1. BMGT Context diagram

A BMGT export cycle can be initiated in one of three ways.

e Automatically: Based on its configuration and cron job setup, BMGT itself decides
that it is time to initiate an export cycle. The Automatic Export process is responsible
for selecting which Automatic export to run and populating export cycles to the
BMGT database.

e Manually: This happens when the operator explicitly tells the BMGT to initiate an
export cycle. This is handled by the Manual Export Process, which provides a large
number of options for generating the export package. The Manual Export process is
responsible for verifying that a manual cycle can be run and initiating the manual
export generation.

e Cleanup: When Data Pool Cleanup is run, it will trigger the BMGT to produce an
export package to ECHO. The idea here is to notify ECHO as quickly as possible of
the removal of granules from the Data Pool. The Data Pool Cleanup Script has been
modified to create a Cleanup Export Cycle at the end of its execution. BMGT
Monitor will automatically poll the BMGT database looking for the Cleanup Export
Cycle. BMGT will automatically export the package to ECHO. The frequency of the
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polling is defaulted to 30 seconds but can be changed via configuration parameters
found using the BMGT GUI. Data Pool Cleanup will not be permitted to actually
remove any granules until the BMGT Monitor has picked up and initiated the
requested Cleanup Export Cycle.

NOTE: There are collection level metadata values that cannot be automatically updated in
ECHO. They include but are not limited to:

e Spatial search type - granule spatial representation
e Short Name/Version
e Long Name

Modifying the above collection level metadata values will require ECHO to drop the collection
which means all granules in the ECHO inventory for that collection will be need to be deleted.
In this circumstance, all historical granules for that collection will have to be re-exported to
ECHO.

Table 11.1-1 provides an activity Checklist for BMGT.

Table 11.1-1. BMGT - Activity Checklist

Order Role Task Section
1 Archive Technician | Launching the BMGT GUI (P)11.2.1.1
2 Archive Technician | Monitoring Recent Packages (P)11.2.2.1
3 Archive Technician | Cancelling Recent Packages (P)11.2.3.1
4 Archive Technician | Reviewing Failed Packages (P)11.24.1
5 Archive Technician | Reviewing ReExport Queue (P)11.25.1
6 Archive Technician | Changing Global Tuning Configuration (P)11.26.1
Parameters
7 Archive Technician | Reviewing Error Tuning Configuration (P)11.2.7.1
8 Archive Technician | BMGT Manual Mode (P)113.1
9 Archive Technician | BMGT ReExport Queue (P)11.4.1
10 Archive Technician | BMGT Automatic Mode (P)11.5.1

11.2 BMGT GUI

The BMGT GUI allows the operator to monitor the export of BMGT packages (Automatic,
Manual, and Cleanup). The primary purpose of the GUI is to provide the operator with a list of
recent packages and their status. In addition, the operator will use it to configure various BMGT
tuning parameters, such as the length of an Automatic cycle and the availability of the FTP
service. Since it is possible for errors to occur during the FTP process, the third function of the
GUI is to display the status of BMGT FTP service and the global FTP alerts.

11.2.1 BMGT GUI Functions

After a successful login, the user is presented with a navigation panel on the left-hand side of the
screen, consisting of the following items:
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Home Page
Monitoring
= Recent Packages
= Recent Failed Packages Only
= ReExportQueue
Configuration
= Global Tuning
= Error Tuning

The GUI provides DAAC staff with the following functions:

Display BMGT export processes that are currently in progress
Monitor the status of the BMGT FTP service that exports products to ECHO
Allows the operator to suspend/resume FTP of products to ECHO

List the N most recent export packages and view detail information about them,
where N is configurable by the DAAC staff

Cancel an export package that is currently being transmitted to ECHO or waiting
for transmission

List the N most recently completed packages which resulted in errors and view
detail information about them

List all items queued for reExport by BMGT and view detail information about
them

Allows the operator to display a formatted ingest summary report of the contents of
the report returned from ECHO

View and change BMGT Global Tuning configuration parameters, except for
configuration items such as collection group/collection mapping that must be
specified in XML configuration files. Changing the BMGT runtime configuration
parameters will be restricted to DAAC staff that is logged in as BMGT
administrator

View BMGT Error Tuning Page which provides a reference to all of the possible
error codes that could be returned from ECHO in response to a package, and the
BMGT response to each error. Since some of the responses are meant for specific
scenarios, and would not necessarily work in others, this configuration is not meant
to be changed by DAAC staff.

Display global alerts upon a configured number of BMGT FTP to ECHO failures
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11.21.1 Launching the BMGT GUI

1 Access a terminal window logged in to a host (e.g., the Operations Workstation or Sun
external server) that has access to the Mozilla Firefox web browser.

e Examples of Linux external server host names include e4dpl01, 14dpl01 or n4dplO1.
2 Type firefox & then press Return/Enter.
e It may be necessary to respond to dialogue boxes, especially if the browser is already
being used by someone else who has logged in with the same user ID.
e The Mozilla Firefox web browser is displayed.

3 If a bookmark has been created for the BMGT GUI, select the appropriate bookmark
from those listed on the browser’s Bookmarks pull-down window.

e The Login: prompt is displayed.

e The Login page (see Figure 11.2-1) allows the operator to log in, either as an
Administrator (with the ability to configure global tuning parameters) or a read-only
Operator. The Administrator login requires a password, while the Operator login
does not.

BMGT GUI

O

Lr==r Login:

User: Administrator
To log in without a pasaward. click "Log In As Operator

Administrator Password:

Admin Login Operator Login

Figure 11.2-1. BMGT Login Page

4 If no bookmark has been created for the BMGT GUI, enter the URL in the Address
window and click on the Go or press the Return/Enter button.

o For example: http://x4dpl01.hitc.com: 24320/BmgtGui/EcBmBmgtGuiLogin.faces.
e The Login: prompt is displayed.

5 If you are logging in as the User: Administrator, enter the appropriate password in the
Administrator Password box.
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6 Click on the Admin Login button.

e The BMGT GUI Home page (see Figure 11.2-2) is displayed.

BMGT GUI

Man Mar 31 2008 13:41:33

S

Current Export Status

Automatic: urrenthy RUNNING

Manual: urrently NOT RUMHING

Cleanup: umrently NOT RUNHING

FTP Service Status

FTP Service: FTP senice iz DOWN

- = e

FTR Alert: Mone

Figure 11.2-2. BMGT GUI Home Page

7 If you are logging in as an operator no password is required, just click on the Operator
Login button.

e The BMGT GUI Home (read only) page is displayed.

The BMGT GUI Home Page provides an overview of the current system status, including any
global alerts.

The first section shows whether or not the Automatic, Manual, or Cleanup mode is currently
running.

The second section displays the current state of the BMGT FTP service. There may be three
states for this service:

e The FTP service is down. This state corresponds to a red arrow pointing down. In
this case, the Suspend and Resume buttons are both disabled.

e The FTP service is up and active. This state corresponds to a green arrow pointing up
and a green “Active” light; the operator is allowed to manually suspend the FTP
service.
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e The FTP service is up and suspended by operator. This state corresponds to a green
arrow pointing up and a red “Suspended” light; the operator can manually resume the
service.

Additionally, this section displays the existence or absence of a global FTP alert. A single alert
may be pending due to FTP errors; in this case, the FTP Alert line will show the alert
description.

11.2.2 Monitoring Recent Packages

The Recent Packages page provides a listing of N most recent packages and their status (the
number is configurable on the Global Tuning page).

The listing consists of the following columns:

e Cycle ID: A unique cycle ID. (Clicking on the underlined link will bring up
the Package Details screen, discussed below.)

e Package ID: A unique package ID.

e Export Type: Automatic, Manual, or Cleanup, corresponding to the type of
the cycle in which the package was generated.

e Status: The current status of the package, with the values defined in
S_BGT_01250.

e Last Status Update: The date a time of the last change in the status of the
package.

e Coverage From: The initial time point covered by the package.

e Coverage To: The last time point covered by the package.

The Cancel Package button allows the operator to select individual packages and cancel them if
they are not yet in a terminal state. The cancellation process applies to FTP transmission only
(rather than product generation). The Cancel Package button cancels all packages whose
checkboxes are currently selected; the checkboxes appear only in those cases when the package
can be cancelled.

11.2.2.1 Monitoring Recent Packages

1 Login to the BMGT GUIL.
e The BMGT GUI Home page is displayed.

2 Click on the Monitoring link from the navigation panel.
3 Select Recent Packages from the navigation panel.
e The Recent Packages page (see Figure 11.2-3) is displayed.
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BMGT GUI
; Thu Dec 4 2008 15:46:03
Recent Packages
Showing 1- 2007175 149 L e PageSize:20 [
Cyecle D FPackage IO Export Type Status Last Status'Update Coverage From Coverage To
1775 AUTOMATIC  MEW 2008-12-04 0005073 2008-12-04 23:00:00.0 2008-12-05 00:00:00.0
1774 AUTOMATIC  MEWY 2008-12-04 0008078 2005-12-04 22:00:00,0 2008-12-04 2300000
1773 AUTOMATIC  NEWY 2008-12-04 0005075 2005-12-04 21:00:00.0 2008-12-04 2200000
1772 AUTOMATIC  NEWY 2005-12-04 0005075 2005-12-04 20:00:00.0 2008-12-04 21:00:00.0
1771 AUTOMATIC  MEWY 2005-12-04 0005075 2005-12-04 15:00:00,0 2008-12-04 2000000
1770 AUTOMATIC  MEWY 2005-12-04 0005075 2005-12-04 18:00:00.0 2008-12-04 18:00:00.0
1769 AUTOMATIC  NEWY 2005-12-04 000507 5 2005-12-04 17:00:00.0 2008-12-04 15:00:00.0
1768 AUTOMATIC  MEWY 2005-12-04 0005075 2005-12-04 16:00,00.0 2008-12-04 17:0000,0
1767 AUTOMATIC  NEWY 2005-12-04 0008073 2005-12-04 15:00:00.0 2008-12-04 16:00:00.0
1766 AUTOMATIC  MEWY 2005-12-04 0005075 2005-12-04 14:00:00.0 2008-12-04 15:00:00.0
1765 AUTOMATIC  MEWY 2005-12-04 0005075 2005-12-04 13:00:00.0 2006-12-04 14:00:00.0
1764 AUTOMATIC  NEWY 2005-12-04 0005073 2005-12-04 12:00:00,0 2005-12-04 1300000
1763 1761 AUTOMATIC  EXPORTED  2008-12-04 15:15:36.9 2005-12-04 11;00:00.0 20051 2-0 4 4 0nan
1762 1760 AUTOMATIC  EXPORTED  2008-12-04 15/14:36 56 2005-12-04 10:00:00,0 2008-12-( Package in one of the three
1761 1754 AUTOMATIC  EXPORTED  2008-12-04 15:13:36.406 2008-12-04 0E:00:00.0 Biugsia states: TRAMSFERRING,
1760 1758 AUTOMATIC  EXPORTED  2008-12-04 15123619 2008-12-04 05,00:00.0 200812 E:fﬁ;i—fgi:?fﬂg;& g
1759 1747 AUTOMATIC  EXPORTED  2008-12-04 15:11:35 966 2005-12-04 07:00;00.0 bl ad
1758 1756 AUTOMATIC  EXPORTED  2008-12-04 15:10:35.746 2005-12-04 0E:00:00.0 BB o inlaved dithe
1757 1755 AUTOMATIC  EXPORTED  2008-12-04 15:09:35 .55 2008-12-04 05:00:00.0 2008970 |2ty of he epde ID
1756 1754 AUTOMATIC  EXPORTED  2008-12-04 15:08:35.346 2005-12-04 04:00:00,0 ZOORITE cormaspanding to tha padkage,
-
1 1467 MANUAL WAJ[ING_T[’J_RETRANSMIII 2008-02-12 17:22:08.553 2008-02-11 16:03.03 676 2008-02-11 16:20:00.0 |
Figure 11.2-3. Recent Package Page
4. To see detailed information about a given package, click on the desired Cycle ID xxx.

e The Package Details: Package xxx (see Figure 11.2-4) is displayed.
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Package Details: Package 1683

Audit Trail Information

Package |
Cycle D
Export Type:
: COMPLETE YWTH_ERRORS

Status

Browvse Files Transferred Percent:
Last Status Update:

Coverage From:

Coverage To:

Retry Count:

Metadata Generation Started On:
Metadata Generation Ended On:
Tranzmizsion Started On:
Tranzamizzion Ended On:

External Clearinghouse;

1683
1681
AUTORMATIC

100.0

2008-12-04 15:17:29.603
2008-12-01 12:00:00.0
2008-12-01 13:00:00.0

o

2005-12-01 13:09:10.41
2008-12-01 13:09:21 756
2008-12-04 13:49:33 863
2008-12-04 13:49:34 526
ECHO

fisr 1681 1228421539 ml

Click to view formatted Ingest Report.

The Ingest Summary Report was received on 2008-12-04 15:17:29 26 from the clearinghouse ECHO and can he
found here: kittpeitddpl0l =daac ext= =port=fidatapoolDEY0GLser FS1BMGTReportsrirchive

Ingest Summary Statistics

Statistics Type Inserts Updates Deletions Rejections Errors lgnored Errors Mot Handled
Browse B o o 4 o 4
Collection 1] ] ] ] ] 1]
Granule 7 o o 3 2 1
Product Information
Product Type Group Product Status Inzerts Skipped
WIS DEFALLT COMPLETED a o
LRL DEFALLT COMPLETED: 1] o

Figure 11.2-4. Package Details Page

o The Package Details page contains Audit Trail Information, Ingest Summary

Statistics (if available) and Product

Information.

5. To see the Formatted Ingest Summary Report, click on the view formatted ingest report

link

e The Formatted Ingest Summary Report Page (see Figure 11.2-5) is displayed.
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ECHO Ingest Details: Package 1683, Cycle 1681

Overview
|Inide processing totals])
PROCESSING TOTALS
Statistics Type Deleted Inserted Processed Rejected Replaced Updated
CollectionProcessingTotals i 0 0 ] i] 0
GranuleProcessinaTatals ] 0 0 0 i} 0
BrowseProcessingTotals i} 0 0 0 i} 0

EDFGMOST.200833612.200833613.2008336 130910.001.001.001683.XML:

PROCESSING TOTALS
Statistics Type Deleted Inserted Processed Rejected Replaced Updated
CollectionProcessinoTotals ] 0 0 0 0 0
GranuleProcessingTatals i} 0 0 0 0 0
BrowseProcessingTotals 1] 0 0 0 ] 0
|Iide file ermars]
FILE ERRORS
INPUT_ADAPTER_DTD_WALIDATION The file failed DTD “alidation

EDFBMOST.200833612.200833613.2008336130910.001.001.001683.XML:

PROCESSING TOTALS

Statistics Type Deleted Inserted Processed Rejected Replaced Updated
CallectionProcessingTotals 1} 1] ] ] 1] ]
GranuleProcessinaTatals i 0 i} i} 0 0
BrowseProcessingTotals i} 0 0 0 0 0

Figure 11.2-5. Formatted Ingest Summary Report Page

11.2.3 Canceling Recent Packages

From the Recent Packages page, the Cancel Package button allows the operator to select
individual packages and cancel them if they are not yet in a terminal state. The cancellation
process applies to FTP transmission only (rather than product generation). The Cancel Package
button cancels all packages whose checkboxes are currently selected; the checkboxes appear
only in those cases when the package can be cancelled.

11.2.3.1 Cancelling Recent Packages

1 Login to the BMGT GUI.
e The BMGT GUI Home page is displayed.

2 Click on the Monitoring link from the navigation panel.

3 Select Recent Packages from the navigation panel.
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e The Recent Packages page is displayed.

4 Click on the box next to “non-terminal” packages to be cancelled.

e A check is placed in the box.

5 Click on the Cancel Package button.

e The status of the selected package(s) becomes CANCELING, and, upon successfully
canceling, the status will be changed to CANCELLED.

11.2.4 Reviewing Failed Packages

The Failed Packages page shows a listing of N most recent packages which resulted in an error.
The list columns are identical to those on the general Recent Packages page. The following
additional detailed information is accessible from the Package Details page and can be viewed
by clicking the underlined link of a failed package.

This detailed information includes:

e A summary of general package information, as presented on the Monitoring

SCreens

e Information about the package’s Ingest Summary Report, including the download
link for the report

e The contents of a package, broken down by Product Type and Group

Browse: Multiple groups allowed per package; Inserts/Updates/Deletes
applicable

Granule: Multiple groups allowed per package; Inserts/Updates/Deletes
applicable

Collection: Multiple groups allowed per package; Inserts/Updates/Deletes
applicable

QA: Multiple groups allowed per package; Inserts/Updates/Deletes
applicable

Valids: Only one allowed per package (not group-based); Inserts only

BulkURL.: Only one allowed per package (not group-based;
Inserts/Deletes/Updates applicable)
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11.24.1

Reviewing Failed Packages

4

Login to the BMGT GUI.
e The BMGT Home page is displayed.

Click on the Monitoring link from the navigation panel.

Select Failed Packages from the navigation panel.

e The Failed Package page (see Figure 11.2-6) is displayed.

BMGT GUI

Cycle 1D Package ID

2810
2603
2608
2807
2806
2600
2799
2793
2732
2731
2714
2712
2701
2700
2699
2685

230
2300
2299
2298
297
2293
2292
2291
2233
prcrl
2215
211
2240
214
12
2185
21564
2182
2180
2190
2189
2088
2082
2038
1477
1477
1478
1477
1478
1477

Export Type

MANUAL
MARNUAL
MANUAL
MANUAL
MANUAL
MARNUAL
MANUAL
MANUAL
MANUAL
MARNUAL
CLEANUP
CLEANUP
AUTOMATIC
AUTOMATIC
AUTOMATIC
MANUAL
MANUAL
MANUAL
CLEANUP
AUTOMATIC
AUTOMATIC
MANUAL
AUTOMATIC
AUTOMATIC
AUTOMATIC
AUTOMATIC
AUTOMATIC
AUTOMATIC
AUTOMATIC
AUTOMATIC

S

Packages with Errors

Status
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
COMPLETE_WITH_ERRORS
PACKAGE_GEMERATE_FAILED
PACKAGE GEMNERATE FAILED
PACKAGE GEMERATE FAILED
PACKAGE_GEMERATE_FAILED
PACKAGE_GEMERATE_FAILED
PACKAGE GEMNERATE FAILED

Last Status Update
2008-03-27 19:42:41 606
2008-03-27 19:41:23 766
2008-03-27 19:41:09 1
2008-03-27 19:40:55 673
2008-03-27 19:35:10.24
2008-03-27 19:34:06.313
2008-03-27 19:33:53.06
2008-03-27 19:33:40.77
2008-03-27 18:51:39.43
2008-03-27 18:51:25 656
2008-03-25 13:29:17 893
2008-03-25 12:27:43 496
2008-03-27 18:53:.05.67
2008-03-25 13:03:31 196
2008-03-25 12:35:50.17
2008-03-24 16:22:22 443
2008-03-24 16:09:34.136
2008-03-24 15:40:51 B73
2008-03-24 14:41:49 95
2008-03-25 12:04:16.096
2008-03-25 12:04:02 43
2008-03-20 16:29:04 996
2008-03-20 13:38:04 K36
2008-03-20 13:10:10.033

Coverage From
2005-01-04 10:42:18.09
2008-01-04 10:42:16.09
2008-03-27 12:37:00.0
2008-03-27 19:06:00.0
2005-01-04 10:42:18.09
2007-04-12 12:33:56.7
2006-07-28 11:19:09.766
2006-07-28 11:19.09.766
2005-03-25 11:57:20.903
2008-03-25 11:57:20.803
2008-03-25 13:24:22 65
2008-03-25 12:27.05.513
2005-03-25 13:00:00.0
2008-03-25 12:00:00.0
2008-03-25 11:00:00.0
2005-01-03 11:00:00.5
2005-01-03 11:00:00.5
2006-10-21 17:04:30.29
2008-03-24 14:37:29.366
2005-03-24 14:00:00.0
2008-03-24 13:00:00.0
2008-03-20 12:39:00.886
2008-03-20 12:00:00.0
2005-03-18 13:00:00.0
2008-02-26 12:00:00.0
2008-02-26 12:00:00.0
2008-02-26 13:00:00.0
2005-02-26 12:00:00.0
2008-02-26 13:00:00.0
2008-02-26 12:00:00.0

Maon Mar 31 2008 13:54.37

Coverage To
2005-03-27 19:40:00.0
2008-03-27 19:37:00.0
2008-03-27 12:37:00.0
2008-03-27 19:06:00.0
2005-03-27 19:06:00.0
2008-03-27 17:10:00.0
2008-03-27 17:06:00.0
2008-03-27 16:50:00.0
2008-03-27 13:17:00.0
2008-03-27 13:10:00.0
2008-03-25 13:24:22 .65
2008-03-25 12:27.05.513
2005-03-25 14:00:00.0
2008-03-25 13:00:00.0
2008-03-25 12:00:00.0
2005-03-24 16:21:00.0
2005-03-24 16:08:00.0
2008-03-24 15:40:00.0
2008-03-24 14:37:29.366
2005-03-24 15:00:00.0
2008-03-24 14:00:00.0
2008-03-20 16:24:00.0
2008-03-20 13:00:00.0
2005-03-18 14:00:00.0
2008-02-26 13:00:00.0
2008-02-26 13:00:00.0
2008-02-26 14:00:00.0
2005-02-26 13:00:00.0
2008-02-26 14:00:00.0
2008-02-26 13:00:00.0

Figure 11.2-6. Failed Packages Page

Click on the underscored Cycle ID link.

e The Failed Package Details (see Figure 11.2-7) is displayed.
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Audit Trail Information

Package Details: Package 2240

Package |D: 2240
Cycle ID: 2701
Export Type: AUTOMATIC
Status: COMPLETE_WITH_ERRORS
Last Status Update: 2008-03-28 10:12:55.036
Coverage Frorm: 2008-03-25 13:00:00.0
Coverage To: 2008-03-25 14:00:00.0
Retry Count: O
Metadata Generation Started On: 2008-03-27 16:51:12.02
Metadata Generation Ended On: 2008-03-27 16:51:18.443
Transmission Started On: 2008-03-27 18.63:03.506
Transmission Ended On: 2008-03-27 18:63:06.87
External Clearinghouse: ECHO

The Ingest Summary Report was received on 2008-03-27 19:02:41.21 from the clearinghouse ECHO and can be
found here: http:AFddpld? hite. corn:24324/BWMGET_DEVO1/Reparts/Archive/repon-626EFE05-6DC2-5160-2190-
FFSEBADBAADT. xml

Ingest Summary Statistics

Statistics Type Inserts Updates Deletions Rejections
Browse o o 1} 0
Collection 1] 1] 0 0
Granule 0 0 1] 3
Product Information
Product Type Group Product Status Inserts Updates Deletes Skipped
BER AMER COMPLETED 1] ] i} ]
WMETU AMSR COMPLETED 0 ] 0 0

Figure 11.2-7. Failed Package Details Page

11.2.5 Reviewing ReExport Queue

The ReExport Queue page provides a list of all items queued for reExport by BMGT.

The listing consists of the following columns:

e Cycle ID: A unique cycle ID. (Clicking on the underlined link will bring up
the Package Details screen, discussed below.)

o Type: Science Granule (SC) or Browse (BR)

o Collection: Grouping of granules

e Version ID: Version of ECS collections

o DblID: The unique ID which identifies the granule
o Error Code: Error returned from ECHO

The Remove Re-Export Actions button allows the operator to remove an item that is queued for
reExport by BMGT. The Remove Re-Export Actions button removes all items whose
checkboxes are currently selected.
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11.251 Reviewing ReExport Queue

1 Login to the BMGT GUI.
e The BMGT Home page is displayed.

2 Click on the Monitoring link from the navigation panel.
3 Select ReExport Queue from the navigation panel.

e The ReExport Queue page (see Figure 11.2-8) is displayed.

BMGT GUI

s Maon Oct 5 2008 11:58:48

==
ReExport Queue
[P
Shaw § Hide Filters
Showing 1 -9 Of9 COERES (3D Page Size: 20 [v]
F Cycle ID Type Caollection Yersion 1D DhiD Error Code

a 1333 SC MOD23P 1D 5 22735 GRANULE_MNOT_EXISTS
O 1334 SC MOD23P1D 5 8081 BROWSE_MNOT_EXISTS
O 1334 SC MOD22P1D & 8153 GRANULE_MOT_EXISTS
O 1334 sC MOD22P1D 5 G156 BROWIE_MOT_EXISTS
O 1334 SC MOD22P1D & G158 GRANULE MOT_EXISTS
O 1334 SC MOD22P1D 5 8165 GRANULE MOT_EXISTS
L] 1334 SC MOD22P1D 5 8175 BROWSE_MOT_EXISTS
Ll 1334 SC MOD22P1D 5 8182 BROWSE_MOT_EXISTS
O 1334 SC MOD22P1D 5 8183 BROWSE_MOT_EXISTS
ﬁ Femove Re-Export Adfions

Figure 11.2-8. ReExport Queue Page

4 Click on the “Show/Hide Filters” icon (a green magnifying glass) at the top left of the
page and then specifying a filter value for one of the columns.

e The ReExport Queue Page showing filter (see Figure 11.2-9) is displayed.
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BMGT GUI

==

ReExport Queue
5’?
Showe | Hide Filbers
Filter Criteria
dblD: |
Type:[SHOWALL v]
Collection::
Cyclel(l::
Error Code:|
Mgty Fitter I
Showing 1-g0fg (L] W Ik Page Size: 20
O . Cycle 1D Type Collection “ersion 1D DbiD Error Code
O 1333 S MOD23P1D 5 22735 GRANULE_MOT_EXISTS
- 1334 5C MODZ29P 1D 5 8051 BROWSE_MOT_EXISTS
O 1334 SC MOD29P 1D 5 8153 GRAMULE_MOT_EXISTS
[l 1334 5C MOD23P 1D 5 8156 BROWSE_MOT_EXISTS
O 1334 5C MOD29P1D 5 3158 GRAMULE_MOT_EXISTS
- 1334 5C MODZ29P 1D 5 3165 GRANULE_MOT_EXISTS
[l 1334 SC MOD29P1D 5 8175 BROWSE_MNOT_EXISTS
I 1334 5C MOD23P 1D 5 81582 BROWSE_MNOT_EXISTS
O 1334 5C MOD23P 1D i G183 BROWSE_MNOT_EXISTS
ﬁ Remowve Re-Export Actions |

Figure 11.2-9. ReExport Queue Page showing filter

11.2.6 Global Tuning Parameters

The Global Tuning page lists various BMGT configuration parameters. The list is a three-
column table with the parameter name, description, and value. Clicking the Apply Changes
button saves the current (possibly changed) values of all the parameters; the Reset button reverts
to the default values. Checkboxes next to each value prevent accidental modifications.

The fields on the Global Tuning page are enabled only if the current user is the Administrator,
and include the ability to change Admin Password. The fields are disabled if the current user is
not the Administrator. Table 11.2-1 contains a description of the parameters that can be updated
using the BMGT GUI.
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Table 11.2-1. BMGT Configuration/Global Parameters (1 of 3)

Parameter Name Description Default Value
The BMGT GUI administrator password. Note that XXXXXXX
this is stored in the database in encrypted form.
ADMIN_PASSWORD When the password is changed on the BMGT GUI,
the GUI will automatically encrypt the password
before storing it.
The length of the currently configured automatic 24
AUTOMATIC CYCLE LENG export cycle, measured in hqurs. The_ BMGT does
- - not need to be restarted if this value is changed, but
TH_HRS . .
- note that the new value will not apply until the next
day. Valid values are 1,2,3,4,6,8,12,24.
AUTOMATIC CYCLE RETR Thg time mterval, measurgd in minutes, between 60
Y INTERVAL MINS retries of a failed automatic export cycle.
- - Recommend values in the range 30 to 60 minutes.
BMGT_PDR_POLLING_DIRE | The DPL Ingest polling directory into which BMGT
CTORY PDRs will be placed.
BMGT_PDR_POLLING_HOS [ The fully qualified host name where the DPL Ingest
T polling location is configured.
CLEANUP_OLD_CYCLES_D | Number of days before a package's audit trail 10
AYS information can be cleaned up.
DATABASE RETRY COUNT The number of attempts that should be made to 5
- - execute a database command.
DATABASE_RETRY_INTERV | The time, measured in seconds, between retries of a | 30
AL_SECS database command.
DATA CENTER ID Value to use in generated METG,BBR xml for the
- - DataCenterld value
DESC FILE DIR The directory where ESDT descriptor files are
- - located.
Determines how many recent packages will be 100

DISPLAY_MAX_PACKAGES

displayed on the GUI Monitoring page.

The DTD host and port. This is the root URL where

DTD_LOC all of the DTDs can be found. The DTD file name will
be appended after this value.
EMAIL_HOST The SMTP mail server full qualified host name that

will be used to send emails.
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Table 11.2-1. BMGT Configuration/Global Parameters (2 of 3)
Parameter Name Description Default Value

The name of the ECHO host to which export

packages will be pushed, and Ingest Summary

Reports will be pulled. This may be either a
FTP_HOST_NAME hostname, or an IP address. The BMGT does not

need to be restarted for changes to this value to take

effect.

The encrypted password that will be used to XXXXXXXX

authenticate the log in to the ECHO host. The BMGT
FTP_PASSWORD does not need to be restarted for changes to this

value to take effect

The directory on the ECHO host from which Ingest

Summary reports will be pulled. The BMGT does not
FTP_PULL_DIRECTORY need to be restarted for changes to this value to take

effect.

The directory on the ECHO host into which the

package files will be placed. The BMGT does not
FTP_PUSH_DIRECTORY need to be restarted for changes to this value to take

effect.
FTP_RETRY_INTERVAL_MI [ The time interval, measured in minutes, between 5
NS retries of a failed FTP export operation.

The user name that will be used to log in to the
FTP_USERNAME ECHO host. The BMGT does not need to be

restarted for changes to this value to take effect.
GENERAL PKG EILE Absolute pgth for GENERAL Package file name,

- - used to retrieve CollectionPackage information.
GENERATOR_CHECK_INTE Determines how frequently the BMGT checks the 30
RVAL SECS database for new packages to generate.

- Recommend values in range 30 to 300 seconds.
GROUPS_CONFIG_FILE ;Ii'lr;e absolute path of the ESDT group configuration
INGEST_SUMMARY_RPT_A | The directory on the local host in which the ECHO
RCHIVE Ingest Summary Reports will be archived.

The temporary directory on the local host into which
IFL\IGEST—SUMMARY—RPT—DI the BMGT will place ECHO Ingest Summary Report

files for processing.
INGEST_SUMMARY_RPT_U [ The URL where the ECHO Ingest Summary Report
RL files can be downloaded.

The maximum number of data-related errors that the | 10
MAX_DATA_SKIPPED BMGT may encounter when generating an export

package before the package will fail.
MAX ETP PACKAGE INTER The maximum numbe_r (_)f hours_ that may pass 12
VAL HRS - before a warning email is sent if an export package

- has not started transferring to ECHO.
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Table 11.2-1. BMGT Configuration/Global Parameters (3 of 3)

Parameter Name

Description

Default Value

MAX_SIZE_ECSBBR

The maximum number of browse inserts/deletes
allowed for ECSBBR files. Export products larger
than this will have their output split into multiple files.

200

MAX_SIZE_ECSMETG_KB

The maximum size for ECSMETG files, measure in
KB. Export products larger than this will have their
output split into multiple files.

MAX_SIZE_ECSMETU

The maximum number of updated granules that may
be allowed per ECSMETU file. Export products
larger than this will have their output split into
multiple files.

10000

MAX_WAIT_FOR_INGEST_R
EPORT_HRS

Maximum number of hours to wait for an Ingest
Summary Report from ECHO before issuing a
warning email to the DAAC operator that the
expected report has not arrived.

72

MISR_PROCESSING

Indicates whether MISR processing is enabled.
Reserved for use by ASDC. Do not change this
configuration parameter while the system is running.

MONITOR_CHECK_INTERV
AL_SECS

This determines how frequently the BMGT checks
for completed export packages. Recommend values
in the range 60 to 300 seconds. This will also
determine how often BMGT checks for Cleanup
Export Packages requested by DataPool Cleanup.

120

NOTIFICATION_EMAIL_ADD
R

Email address(es) that will be used to send alerts or
error notifications to. Multiple addresses may be
provided by separating them with white space.

NUM_RETRIES_FOR_ALERT

The number of ECHO FTP retries that will trigger an
alert.

PACKAGER_RETRY_INTER
VAL_MINS

The time interval, measured in minutes, between
retries of a failed attempt to package up the export
product files.

60

PRODUCT_ROOT_DIRECTO
RY

The root directory under which the temporary
package directories will be created. These are used
to store the product/package files for ingest or
export.

SPATIAL_ESDT_FILE

The absolute path for the BMGT Spatial ESDTs'
configuration file

SPECIAL_CASE_FILE

The absolute path for the special case file name,
used to retrieve cost estimate information for
collections.

STYLESHEET_DIR

The absolute path for the location of Collection and
Granule style sheets.

TEMP_DESC_DIR

Temporary directory for writing XML descriptor files
to retrieve collection metadata.
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11.2.6.1

Changing Global Tuning Configuration Parameters

1 Login to the BMGT GUI as the system administrator.
e The BMGT GUI Home page is displayed.

e The Global Tuning page (see Figure 11.2-10) is displayed.

Main BMGT Parameters

Click on the Configuration link from the navigation panel.

Select Global Tuning from the navigation panel.

Global Tuning

Parameter Marme
ADMIN_PASSWORD

FTP_PASEWORD

AUTOMATIC_CYCLE_LENGTH_HRS

AUTOMATIC_CYCLE_RETRY_INTERVAL_MINS
BMGT_PDR_POLLING_DIRECTORY
BMGET_FDR_POLLING HOST
CLEANUP_OLD_CYCLES_DAYS
DATA_CENTER_ID

DESC_FILE_DIR

DISPLAY_MAX_PACKAGES

DTD_LOC

EMAIL_HOST

FTP_HOST_NAME

FTP_PULL DIRECTORY
FTP_PUSH_DIRECTORY

FTR RETRY INTERAWAL ﬂhlﬂ

Description

The BMGT Ul administrator passwerd. Mote that this is stored in the database in enerypted form.When the
pasaword is changed on the BMGT GUI, the GULnill automatically encrypt the pasauord before storing it

The encrypted pasamord that will be used to suthenticate the log into the ECHO host. The BMGT does not

need to be restarted for changes to this value to take effect.

The length of the currently confi tomatic expart oycle,

day.Valid values are 1,2,2 4,6 2 12,24,

The time interval, measured in minutes, bebween reties of a failed automatic export oyele. Recommend

walues in the range 20 to B0 minutes.

The DFL Ingast polling directory into which BMGT FDRswill be placed.

The fully qualified hest name where the DPL Ingest polling location is canfigured

Number of days before a package's audit rail infermation can be cleaned up

Walue to use in generated METG,BBR xml for the DataCenterld value

The directory where ESDT descriptor files are located.

Determines how many recent pack will be displayed on the GUI itoring page.

The DTD host and port. This is the root URL where all of the DTDs can be found. The DTD file name will be

appended atter this wvalue

The SMTP mail senier full qualified host name thatwill be uzed to send emails.

d in hours. The BMGT does not
nead to be restarted if thizvalue iz changed, but note that the new value will not apply until the next

Walue
LI LIl LIl ] 1]} D
LI LIl LIl ] 1]} D
4 a
10 " |

fustfecs/DEVINCUSTC O

LOCAL O
] O
EDF O

fstornextfsmallfiles/DEY| ]

10 O

hitp:#f4dpl01 hitc.com:2¢ ]

f4eildl hitc.com il
The name of the ECHO host to which export packageswill be pushed, and Ingest Summary Reporswill be
pulled. Thiz may be either a hostname, or an IP address. The BMGT does not need to be restarted for ﬁp'ex‘t'ray'com D
changes to this walue to take effect
The directory on the ECHO host from which Ingest Summany reports will be pulled. The BM&T does not
need to be restartad for changes o this value to taks sffect. AETD1/reparts Ol
The directory an the ECHD host into which the package files will be placed. The BMGT does not nesd to be
e (e Eremeas e e e e e i AETD1/dats |
The time intarval, measured in minutes, betwe en retries of 5 failed FTP export operation. - =

Figure 11.2-10. Global Tuning Page (1 of 2)

Click on the VValue box of the parameter to be changed.

o Aflashing input curser is displayed.

Enter the desired parameter update.

e Change is displayed in the Value box.

Click on the checkbox next to the VValue box.

e Acheck is placed in the checkbox.
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7

Unintentional changes to other parameters will not be saved.

Scroll to the bottom of the Global Parameter page and select the Apply Changes button.

Changes will be saved for the parameters which have had their checkboxes checked.

Note: Most configuration changes made through the Global Tuning Page do not take effect until
The exception is the FTP_PUSH_USERNAME and
FTP_PUSH_PASSWORD input which are applied when the Apply Change button selected.

all BMGT servers are re-started.

GENERATOR_CHECK_INTERVAL_SECS
GROUPS_CONFIG_FILE
INGEST_SUMMARY_RFT_ARCHIVE
INGEST_SUMMARY_RFT_DIR
INGEST_SUMMARY_RPT_URL
MAX_DATA_SKIPPED
MAX_FTP_PACKAGE_INTERVAL_HRS
MAX_SIZE_ECSBER
MAxX_SIZE_ECSMETG_KB
MAX_SIZE_ECSMETU
MAK_WAIT_FOR_INGEST_REPORT_HRS
MISR_PROCESSING
MONITOR_CHECK_INTERVAL_SECS
NOTIFICATION_EMAIL_ADDR
NUM_RETRIES_FOR_ALERT
PACKAGER_RETRY_INTERVAL_MINS
PRODUCT_ROGT_DIRECTORY
SPATIAL_ESDT_FILE
SPECIAL_CASE_FILE

STYLESHEET_DIR

TEMP_DESC_DIR

l Apply Changes ‘ x

Determines how frequently the BMGT chedks the database for new packages to generate. Recommend
walues in range 20 to 300 seconds.

The absolute path of the ESET group configuration file
The directory on the local host in which the ECHO Ingest Summary Reporswill be archived.

The temporary directory on the local host into which the BMGT will place ECHO Ingest Summary Report
files for procassing.

The URL where the ECHO Ingest Summary Repart files can be downloaded.

The maximum numbsr of data-ralated errors that the BMGT may encounterwhan generating an export
package before the padkage will fail

The maximum number of hours that may pass before @ waming email issent it an export package has not
started transfering to ECHO.

The maximum number of browse insers/deletes allowed for ECSBBR files. Expart produts larger than this
will have their autput split inta multiple files

The maximum size for ECSMET®G files, measure in KB. Export products larger than thiswill have their
output split inta multiple files

The maximum number of updated granules that may be allowed per ECSMETU file. Export products larer
than thiswill hawe their output split inte multiple files.

Mzximum number of hours to wait for an Ingest Summans Repart from ECHO before issuing a waming email

to the DAAC operater that the expected report has not anived.

Indicates whether MISR processing is enabled. Reservad for use by ASDC. Do not change this configuration
parameter whils the system is unning

This determines haw fraquently the BMGT checks for complated expart packages. Recommend values in the

range 60 to 300 seconds.

Email address(es) that will e used to send aleds or eror notifications to. Multiple addresses may be
prowided by separating them with whitespace

The number of ECHO FTF retries that will trigger an alert.
The time intenval, measured in minutes, betmeen reliies of a failed attempt to package up the export
product files.

The oot directory under which the temporany padkags directories will be craated, These are used to store
the produst/package files for ingest or export.

The absolute path forthe BMGT Spatial ESDTS configuration file

The absolute path for the special case fils name, used to retrizve const estimate infarmation for collections.

The absolute path for the location of Collection and Granule style sheets.

Temporary directory forwriting XML descriptar files to retieue collestion metadata

Cancel Changes ‘

TErecsUE VI u0S |

|

00
ustfecs/DEVO7/CUST(
datapoolfDEVITiuser

datapool/DEVIT/user

ra

— = = M= =] =] = —1 =1 [=
= =
=
=

no

ooon

72

™

labuser@i4ail01 hitc.cof

datapool/DEVIT/user,

=

usrfecs/DEYVIT/CLIST!
usrfecs/DEYOT/CUST(

ustfecs/DEVOFCUST(

ustfecs/DEVIF/CUST(

Figure 11.2-11. Global Tuning Page (2 of 2)
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11.2.7 Error Tuning Configuration

The Error Tuning Page provides a reference to all of the possible error codes that could be
returned from ECHO in response to a package, and the BMGT response to each error. The
BMGT Monitor server is responsible for parsing errors from Ingest Summary Reports, and
performing the appropriate action. The list is a four-column table with the Error Type, Error
Code, Description and Configured Response. Table 11.2-2 contains a description of the BMGT
Error Configuration.

Table 11.2-2. BMGT Error Configuration (1 of 7)

Error Type Error Code Description Configured
Response
COLLECTION | ADDITIONAL_ATTRIBUTE_DUPLICATE | Ihenamesofthe NO_OBJECT
additional attributes given _REEXPORT
_NAMES .
must be unique
The additional attributes NO_OBJECT
ADDITIONAL_ATTRIBUTE_INVALID_NA | 9'vén mustbe asubsetof | REEXPORT
GRANULE MES their associated collections
Additional Attributes by
Name
The names of the NO_OBJECT
COLLECTION ALG_PACKAGE_DUPLICATE_NAMES | algorithm packages given | _REEXPORT
must be unique.
The names of the NO_OBJECT
COLLECTION QSSOCIATED—DlF—DUPLICATE—NAME associated DIFs given _REEXPORT
must be unique.
The browse image REEXPORT _
BROWSE BROWSE_NOT_EXISTS indicated does not exist. OBJECT
The browse image REEXPORT_
GRANULE BROWSE_NOT_EXISTS indicated does not exist. OBJECT
The short names of the NO_OBJECT
COLLECTION CAMPAIGN_DUPLICATE_NAMES campaigns given must be _REEXPORT
unique.
The names of the NO_OBJECT
GRANULE CAMPAIGN_DUPLICATE_NAMES campaigns given must be | _REEXPORT
unique.
The campaigns given must | NO_OBJECT
GRANULE CAMPAIGN_INVALID_NAMES be a subset of their _REEXPORT
associated collection
campaigns by Name.
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Table 11.2-2. BMGT Error Configuration (2 of 7)

Error Type Error Code Description Configured
Response
The names of the NO_OBJEC
COLLECTION COLLECTION_ASSOCIATION_DUPLIC collection associations T _REEXPOR
ATE_NAMES . ;
- given must be unique. T
COLLECTION | COLLECTION_NOT_EXISTS The collection indicated | IGNORE_ER
- - does not exist. ROR
The referenced parent NO_OBJEC
GRANULE COLLECTION_REF_INVALID collection does not exist. | T_ REEXPOR
T
The names of the contact | NO_OBJEC
COLLECTION CONTACT_ROLE_DUPLICATE_NAMES | roles given must be T_REEXPOR
unique. T
The names of the CSDT NO_OBJEC
COLLECTION I\CASE[S)T—DESCRlPT|ON—DUPL|CATE—NA descriptions given must | T_REEXPOR
be unique. T
An input file in the job REGENERA
was invalid. This only TE_PACKA
JOB DATA_FILE_INVALID applies to BMGT GE
providers.
Additional attributes with | NO_OBJEC
COLLECTION DELETE_ADDL_ATTR_WITH_GR_REF | child granule references | T_REEXPOR
cannot be deleted. T
Campaigns with child NO_OBJEC
COLLECTION DELETE_CAMPAIGN_WITH_GR_REF granule references T_REEXPOR
cannot be deleted. T
Instrument with child NO_OBJEC
COLLECTION EELETE—'NSTRUMENT—WITH—GR—RE granule references T_REEXPOR
cannot be deleted. T
Instrument NO_OBJEC
COLLECTION | DELETE_INSTR_CHAR WITH_GR_REF | characteristics with child | T_REEXPOR
- - - - = granule references T
cannot be deleted.
Platforms with child NO_OBJEC
COLLECTION DELETE_PLATFORM_WITH_GR_REF granule references T_REEXPOR
cannot be deleted. T
Sensor characteristics NO_OBJEC
COLLECTION DELETE_SENSOR_CHAR_WITH_GR_R | with child granule T_REEXPOR
EF references cannot be T
deleted.
Sensors with child NO_OBJEC
COLLECTION DELETE_SENSOR_WITH_GR_REF granule references T_REEXPOR
cannot be deleted. T
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Table 11.2-2. BMGT Error Configuration (3 of 7)

Error Type Error Code Description Configured
Response
Indicates that the DUPLICATE
sequence number is less | PACKAGE
JOB DUPLICATE_SEQUENCE_NUMBER than the last sequence
number and it is
therefore a duplicate.
Browse image file names | NO_OBJEC
BROWSE FILE_NAME_DUPLICATES must be unique. T_REEXPOR
T
The file size supplied NO_OBJEC
BROWSE FILE_SIZE_INVALID does not match the T_REEXPOR
actual image file size. T
FILE Ingest was unable to REGENERA
FILE_TYPE_INDETERMINABLE determine what kind of TE_PACKA
file this was. GE
The file failed full NO_OBJEC
FILE FULL SCHEMA §chema vahdgu_on. This T _REEXPOR
- is more restrictive than T
structural validation.
The granule indicated REEXPORT_
GRANULE GRANULE_NOT_EXISTS does not exist. OBJECT
Collection temporal NO_OBJEC
information cannot be T _REEXPOR
COLLECTION | GRANULE_TEMPORAL_INVALID deleted or modified when | T
- - it invalidates temporal
information for existing
granules.
browse image file is NO_OBJEC
BROWSE IMAGE_FILE_NOT_SUPPLIED required but was not T_REEXPOR
found or supplied. T
Ingest was unable to REGENERA
FILE E\IPUT—ADAPTER—DATE—HMEJNVALI parse an input time in the | TE_PACKA
file. GE
The file failed DTD REGENERA
FILE INPUT_ADAPTER_DTD_VALIDATION validation. TE_PACKA
GE
The input adapter REGENERA
FILE INPUT_ADAPTER_INVALID_XPATH encountered an invalid | TE_PACKA
- - - XPath in a partial GE
metadata update file.
The input adapter REGENERA
FILE INPUT_ADAPTER_UNEXPECTED_CON encountered something TE_PACKA
TENT
that was not expected. GE
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Table 11.2-2. BMGT Error Configuration (4 of 7)

Error Type Error Code Description Configured
Response
The names of the NO_OBJEC
INSTRUMENT_CHARACTERISTIC_DUP | instrument T_REEXPOR
COLLECTION LICATE_NAMES characteristics given T
must be unique.
The names of the NO_OBJEC
instrument T _REEXPOR
GRANULE INSTRUMENT_CHARACTERISTIC_INV | characteristics given T
ALID_NAMES must be a subset of their
associated collections
characteristics.
The names of the NO_OBJEC
COLLECTION INSTRUMENT_DUPLICATE_NAMES instruments given must T_REEXPOR
be unique. T
The names of the NO_OBJEC
instruments given must T _REEXPOR
GRANULE INSTRUMENT _INVALID_NAMES be a subset of their T
associated collections
instruments.
The combination of long | NO_OBJEC
COLLECTION LONG_NAME_VERSION_DUPLICATE_ | name and version id T_REEXPOR
NAMES must be unique per T
provider.
Indicates that the RETRY_PAC
JOB MANIFEST_CORRUPT manifest file was corrupt | KAGE
and not readable.
Indicates that the RETRY_PAC
JOB MANIFEST_MISSING manifest file was not KAGE
found in the package.
The names of the NO_OBJEC
GRANULE MEASURED_PARAMETER_DUPLICAT measured parameters T_REEXPOR
E_NAMES . .
- given must be unique. T
Granule Spatial NO_OBJEC
COLLECTION MODIFY_GRANULE_SPATIAL_REP Representation cannot T_REEXPOR
be modified. T
The URLs of the online NO_OBJEC
COLLECTION ONLINE_ACCESS_DUPLICATE_URLS access urls given must T_REEXPOR
be unique. T
The names of the online NO_OBJEC
GRANULE g:}”s‘INE—ACCESS—URL—DUPLICATE—U access URLs given must | T_REEXPOR
be unique. T
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Table 11.2-2. BMGT Error Configuration (5 of 7)

Error Type Error Code Description Configured
Response
The names of the NO_OBJEC
operation modes given T _REEXPOR
GRANULE ngRATlON—MODES—INVALlD—NAME must be a subset of their | T
associated collections
operation modes.
Indicates that the job REGENERA
was deleted by an TE_PACKA
JOB OPERATOR_DELETED operator and therefore GE
did not complete
processing.
last update date of the NO_OBJEC
BROWSE OUT_OF _DATE browse image is priorto | T_REEXPOR
the existing records date. | T
The last update date of NO_OBJEC
the collection is prior to T _REEXPOR
COLLECTION OUT_OF_DATE the existing records date. | T_CONTACT
_ECHO
The last update date of NO_OBJEC
GRANULE OUT_OF_DATE the granule is prior to the | T_REEXPOR
existing records date. T
Indicates that the RETRY_PAC
JOB PACKAGE CORRUPT package was corrupF and | KAGE
- not readable at the zip
level.
Indicates that extra files RETRY_PAC
JOB PACKAGE_FILES_EXTRA were in the package that | KAGE
- - was not listed in the
manifest.
Indicates that required RETRY_PAC
JOB PACKAGE_FILES MISSING files were missing from KAGE
the package.
Indicates that the RETRY_PAC
package contains too KAGE_CON
JoB PACKAGE_TOO_LARGE many files to be TACT_ECH
processed. (0]
No changes were found NO_OBJEC
in the referenced field for | T_REEXPOR
GRANULE PARTIAL_ADD_FIELD_NO_CHANGE update. T_CONTACT
_ECHO
The referenced update NO_OBJEC
GRANULE PARTIAL_ADD_UPDATE_TARGET_FIE | target field does not exist | T_REEXPOR
LD _INVALID for the specified element. | T_CONTACT
_ECHO
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Table 11.2-2. BMGT Error Configuration (6 of 7)

Error Type Error Code Description Configured
Response
The referenced update NO_OBJEC
GRANULE Zﬁ:g”AL—ADD—UPDATE—TARGET—lNV target does not exist. T_REEXPOR
T
No changes were found NO_OBJEC
GRANULE PARTIAL_ADD_UPDATE_TARGET_NO | in the referenced update | T_REEXPOR
_CHANGE target. T _CONTACT
_ECHO
The referenced field for NO_OBJEC
deletion does not exist. T _REEXPOR
GRANULE PARTIAL_DELETE_FIELD_INVALID T CONTACT
_ECHO
The names of the NO_OBJEC
COLLECTION PLATFORM_CHARACTERISTIC_DUPLI platform characteristics T _REEXPOR
CATE_NAMES . i
- given must be unique. T
The names of the NO_OBJEC
COLLECTION PLATFORM_DUPLICATE_NAMES platforms given must be | T_REEXPOR
unique. T
The names of the NO_OBJEC
platforms given must be | T_REEXPOR
GRANULE PLATFORM_INVALID_NAMES a subset of their T
associated collections
platforms by Name.
This is returned NO_OBJEC
whenever the item failed | T_REEXPOR
ITEM SCHEMA_VALIDATION_ERROR schema validation. T_CONTACT
_ECHO
The names of the sensor | NO_OBJEC
COLLECTION SENSOR_CHARACTERISTIC_DUPLICA characteristics given T _REEXPOR
TE_NAMES X
- must be unique. T
The names of the sensor | NO_OBJEC
characteristics given T_REEXPOR
GRANULE SENSOR_CHARACTERISTIC_INVALID must be a subset of their | T
NAMES ; )
- associated collections
characteristics.
The names of the NO_OBJEC
COLLECTION SENSOR_DUPLICATE_NAMES sensors given must be T_REEXPOR
unique. T
The names of the NO_OBJEC
sensors given must bea | T_REEXPOR
GRANULE SENSOR_INVALID_NAMES subset of their T
associated collections
sensors.
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Table 11.2-2. BMGT Error Configuration (7 of 7)

Error Type Error Code Description Configured
Response
The combination of short | NO_OBJEC
COLLECTION SHORT_NAME_VERSION_DUPLICATE | name and version id T_REEXPOR
_NAMES must be unique per T
provider.
The collections spatial NO_OBJEC
COLLECTION SPATIAL_INVALID region is invalid T_REEXPOR
T
The granules spatial NO_OBJEC
GRANULE SPATIAL_INVALID region is invalid. T _REEXPOR
T
The granule spatial NO_OBJEC
representation must T_REEXPOR
GRANULE SPATIAL_REPRESENTATION_INVALID | match the granule spatial | T
representation specified
in the parent collection
The file failed structural NO_OBJEC
schema validation. This T _REEXPOR
checks that the elements | T
FILE STRUCTURAL_SCHEMA that appear are correctly
named and in the right
order. It ignores type
validation.
The temporal given must | NO_OBJEC
GRANULE TEMPORAL_INVALID_DATE_RANGE be in the range of its T_REEXPOR
collections temporal. T
11.2.71 Reviewing Error Tuning Configuration
1 Login to the BMGT GUI as the system administrator.
e« The BMGT GUI Home page is displayed.
2 Click on the Configuration link from the navigation panel.
3 Select Error Tuning from the navigation panel.
The Error Tuning page (see Figure 11.2-12) is displayed
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Error Tuning
BMGT Error Configurations
Error Type Error Code Description Configured Response
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Figure 11.2-12. Error Tuning Page

4 Since some of the responses are meant for specific scenarios, and would not necessarily
work in others, this configuration is not meant to be changed by DAAC staff. The
following responses can be used by BMGT to handle an error from ECHO:

e NO_OBJECT_REEXPORT:
This is the default response, and is the response used for almost all errors. An error
mapped to this response will always cause an email to be sent to the email address
(setin 'NOTIFICATION_EMAIL_ADDR' in the Global Tuning Page), and the cycle
for which the Ingest Summary Report was received will have its status set to
"COMPLETE_WITH_ERRORS". The email will detail all errors encountered in the
current Ingest Summary Report.

e DUPLICATE_PACKAGE:
Identical to NO_OBJECT_REEXPORT.
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NO_OBJECT_REEXPORT_CONTACT_ECHO:

This is the same as NO_OBJECT_REEXPORT except that the email will contain a
message recommending that the DAAC operator contact ECHO to diagnose the
problem.

REEXPORT_OBJECT:

BMGT will determine whether the error can be handled by simply reexporting a
science or browse granule to ECHO. If this is the case, it will add the relevant
granule(s) to the BMGT ReExport Queue, set the cycle status to
"COMPLETE_WITH_WARNINGS", and send an email to the configured
notification address. The contents of the ReExport Queue can then be re-exported to
ECHO manually by the DAAC operator. Otherwise, the error will either be ignored,
or will be handled by the NO_OBJECT_REEXPORT policy.

IGNORE_COMPLETELY:
BMGT will simply ignore an error mapped to this policy, and the cycle will remain as
if the summary report contained no errors.

IGNORE_ERROR:

BMGT will determine whether the error can be ignored based on the type of error and
the state of the affected granules in ECS. If the error can be ignored, the cycle status
will be the same as if the summary report contained no errors. If not, the error will be
handled by the NO_OBJECT_REEXPORT policy.

IGNORE_ERROR_CONTACT_ECHO:
Same as IGNORE_ERROR, except the email, if any, contains a message
recommending that the DAAC staff contact ECHO to diagnose the problem.

RETRY_PACKAGE:
Causes the package to be retransmitted to ECHO, and an email to be sent to the
configured notification address.

RETRY_PACKAGE_CONTACT_ECHO:
Same as RETRY_PACKAGE, except the email contains a message recommending
that the DAAC staff contact ECHO to diagnose the problem.

REGENERATE_PACKAGE:
Causes the metadata products to be regenerated, packaged, and transmitted to ECHO,
and an email to be sent to the configured email address.

REGENERATE_PACKAGE_CONTACT_ECHO:
Same as REGENERATE_PACKAGE, except the email contains a message
recommending that the DAAC staff contact ECHO to diagnose the problem.
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11.3 BMGT Manual Mode

The BMGT manual preprocessor provides an interface through which the operator can initiate an
export of ECS metadata through BMGT. Unlike a normal ‘AUTOMATIC’ instantiation of
BMGT, which exports metadata in response to changes, or ‘events’, a ‘“MANUAL’ BMGT run
will export the current metadata for an operator provided set of granules and collections. An
operator is able to specify which metadata products are desired, rather than retrieving all of
them. An operator is also able to use the Manual Preprocessor to re-run a previous
AUTOMATIC export that has failed. Once the Manual Preprocessor is run, the desired products
will be created by the BMGT Generator server. These products can be exported to ECHO and/or
ingested into ECS, or neither of these depending on what that operator specifies. The Manual
Preprocessor is meant primarily for reconciling ECS and ECHO metadata or for other situations
where the normal, automatic export of BMGT metadata is not sufficient. The Manual
Preprocessor does not prevent the Operator from exporting duplicate metadata to ECHO. The
Operator is responsible for specifying options carefully to minimize the risk and for consulting
with ECHO when exporting data outside of the normal sequence.

Table 11.3-1 contains a listing/description of the arguments used by the Manual Export Script.

Table 11.3-1. Manual Export Command Line Arguments (1 of 4)

Option Notes Description

GENERAL OPTIONS

--help | -h Overrides all other Display a detailed help page.
options

--mode <MODE> Required Run in ECS mode <MODE>.

PRODUCT OPTIONS

--metg Requires one or more | Generate an ECSMETG(granule metadata) product.
SELECTION URL and visibility products will also be generated as
CRITERIA options well where appropriate (ie. --url is implied and does

not need to be specified explicitly).

--metv Requires --noexport | Generate an ECSMETV(valids) product.

--metc requires -- Generate an ECSMETC(collection metadata) product.
collections or --
collectionfile
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Table 11.3-1. Manual Export Command Line Arguments (2 of 4)

--bbr requires one or more | Generate an ECSBBR(browse) product. The BBR
SELECTION product generated will contain any browse granules
CRITERIA options explicitly specified by the SELECTION CRITERIA
options, as well as browse files associated with any
granules specified by those options. Browse linkages
to science files will also be generated. If a METG is
being generated for an associated science granule, it
will include the linkage, otherwise the linkage will be
recorded in a METU file.
--url requires one or more | Generate a BULKURL(DataPool public URL) product.
SELECTION
CRITERIA options
Option Notes Description
RUN TYPE
--delete requires one or more | Generate deletion metadata. If this option is omitted,

SELECTION
CRITERIA options

insertion metadata will be generated. Granules and
collections being processed in a deletion cycle must
be either physically or logically deleted. Similarly,
granules and collections specified for a normal insert
cycle must currently exist in ECS. If a granule is
physically deleted from the archive, it must be explicitly
specified (with the --granules or --granulefile option)
by geoid rather than dbid.

SELECTION CRITERIA

--collections | —c
<shortname.versionlD>[,<sho
rtname.versioniD>,...]

Generate metadata for collection
<shortname.versionID>. Multiple collections can be
specified, separated by a comma and no space.

--collectionfile | --cf
<filename>

Same as --collections, but specifies a file which
contains one or more collections. The collections can
be on one or multiple lines and must be separated
either by newlines or whitespace.

--granules | -g <ID>[,<ID>,...]

Where <ID> is either a dbid or a geoid in the form:
<SC/BR>:<SHORTNAME>.<VERSIONID>:<DBID>
Generate metadata for the listed granules. Multiple

granules can be specified, separated by a comma and
no space.

--granulefile | --gf

Same as --granules, but specifies a file which

<filename> contains one or more dbids and/or geoids. The ids
can be on one or more lines and must be separated
either by newlines or whitespace.

--group | -p Generate metadata for the collections and/or granules

<groupName>[,<groupName
>

in the specified group(s).

--groupfile | --pf <filename>

Generate metadata for the collections and/or granules
in the group(s) listed in the specified file.
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Table 11.3-1. Manual Export Command Line Arguments (3 of 4)

--starttime | --st <datetime>

requires --
collectionfile or --
collections

Defines the starting time (inclusive) of a datetime
range for which to generate granule metadata. This
parameter is used only if --collection, or --
collectionfile is specified. It will be used to select a
subset of granules from the specified collection(s) for
which metadata will be generated. <datetime> should
be in the format "YYYY-MM-DD HH:MM:SS" [quotes
are required].

--endtime | --et <datetime>

requires --
collectionfile or --
collections

Defines the end time (non-inclusive) of a datetime
range for which to generate granule metadata. This
parameter is used only if --collection, or --
collectionfile is specified. It will be used to select a
subset of granules from the specified collection(s) for
which metadata will be generated. <datetime> should
be in the format "YYYY-MM-DD HH:MM:SS" [quotes
are required].

Option

Notes

Description

OUTPUT OPTIONS

--noexport | --ne

implies --
nosequence

Do not export the generated package to ECHO, and
do not assign it a sequence number.

--noarchive | --na

Do not archive the generated package into ECS.

--nosequence | --ns

Generated package should not be assigned a
sequence number. This is automatically implied when
--noexport is specified.

--daacstring | -d

A string up to 40 characters long and consisting only
of valid Unix file name characters (excluding period) to
be included as part of the file names in the metadata
export package created by a manual export operation.
For example, using "--daacstring
AnnMiltEchoSmallMetgEchoTest" will produce a
package named:

EDFManualExport. AnnMiltEchoSmallMetgEchoTest.2
00800710.200800710.2008007110752.000717.zip

CONCURRENCY OPTIONS

--excludeAuto | -x

Prevent the execution of any Automatic export cycles
concurrently with this manual cycle.

--noprompt | -np

If there are other export cycles currently executing,
instead of asking user what to do, just exit with an
error.

--retry | -y

If there are other export cycles currently executing,
instead of asking user what to do, wait 10 seconds,
and check again. Repeat until no currently executing
cycles are found. Implies noprompt. Useful when
calling manual processor from a script
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Table 11.3-1. Manual Export Command Line Arguments (4 of 4)

--force | -f

Ignore currently executing export cycles and run
regardless. Implies noprompt. Useful when calling
manual processor from a script

ERROR RECOVERY OPTIONS

--regenerate | -r <package ID | incompatible with --

>

excludeAuto and --
delete. Overrides all
other options besides
OUTPUT OPTIONS

Attempt to regenerate the AUTOMATIC package
specified by the packageld <package ID>. Must
specify --noexport if package to be regenerated is in
COMPLETE state. NOTE: packageld must be given,
NOT cycleld.

--report | -t

Generate a report of the contents of the reExport
queue which are being reexported.

--corrective | -0

Initiate a corrective export containing any granules
which are in the reExport Queue. Incompatible with all
options except --mode, --ns, --na.

--outdir | -o <directory> requires --report

Write the re-export queue report to a file in the given
directory. The file will be clearly labeled as a BMGT
re-export queue report with the current time as part of
its name.

11.3.1 BMGT Manual Mode

1 Log in at the machine where the Bulk Metadata Generation Tool (BMGT) manual script

is installed (e.g., e4oml01 and n4oml01).

2 Type cd /usr/ecs/I<MODE>/CUSTOM/utilities then press Return/Enter.
3 To run the BMGT manually, at the UNIX prompt enter (as applicable):

EcBmBMGTManualStart.pl.

4 Select the desired command arguments using the table above.

e Example 1: Run the Manual script to generate Browse and Granule Information by
collection and time and forward to ECHO.

Enter the following:
EcBmBMGTManualStart.pl
-mode<MODE>

-metg

-bbr

-cf<file>

-starttime<YYYY-MM-DD HH:MM:SS>
-endtime<YYYY-MM-DD HH:MM:SS>

-gr<file>
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-e
e Example 2: Run the Manual script to generate Browse inserts

Enter the following:

EcBmBMGTManualStart.pl

-mode<MODE>

-bbr

-url

-gf<file>

11.4 BMGT ReExport Queue Utility

When processing Ingest Summary Reports from ECHO, the BMGT system will handle some
reported errors by enqueuing corrective actions on the BMGT ReExport Queue. DAAC Staff
can then remedy the reported error by running the BMGT Manual Start Script with the --
corrective option. The --corrective option processes any corrective actions on the ReExport
Queue, and exports corresponding metadata to ECHO.

In addition to processing the ReExport Queue for corrective export to ECHO, DAAC staff may
also view and manage the ReExport Queue with the BMGT ReExport Queue Utility. The
ReExport Queue Utility offers two options for viewing the queued actions; report, which prints
the queue contents as a list of actions, and summary, which prints a statistical summary of the
queued actions grouped by collection/group/itemtype (science, browse, or collection). The
queue report or summary is printed to a file specified by the user. The utility also offers the
ability to delete one or more actions from the queue, by providing dblDs or geoids on the
command line or in a file. Report output can be filtered by collection and/or group, which can be
specified on the command line, or in a file.

Table 11.4-1 contains a listing/description of the ReExport Queue Utility Commands

Table 11.4-1. ReExport Queue Utility Commands

Command Name Comments
--report | -r Print the current contents of the re-export queue, sorted by original
cycle ID, newest first, then by collection, then by item type.
--stat | -s Print a statistical summary of the re-export queue contents. Items are

grouped by collection plus group plus item type plus ECHO error
response. Each group is accompanied by the count of the items
within it.

--delete | -d Delete items from the re-export queue by item ID. delete requires at
least one of --ids or --idfile, but will accept more than one.
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Table 11.4-2 contains a listing/description of the ReExport Queue Utility Options

Table 11.4-2. ReExport Queue Utility Options
Parameter Name Comments

--mode | -m <MODE> Run in ECS mode <MODE>. Mode must be provided,
either by this option, or by itself as the first argument

to the utility.
--help | -h Display a detailed help page.
--outdir | -o <dirname> The directory in which to write the report or summary

file. Each file will be automatically given a hame that
identifies it and the time the report or summary was
created. Only one output directory may be specified at
atime. If no directory is specified, output will be to the
terminal.

--collection | -c The collection for which a report should be generated.
<ShortName.VersionID> More than one collection option may be given,
resulting in all items from the re-export queue in any of
the named collections being included in the report.
collection may be combined with group. Only valid for

"report".
--group | -c The group for which a report may be generated. More
<groupName> than one group option may be given, resulting in all

items from the re-export queue in any of the named
groups being included in the report. group may be
combined with collection. Only valid for "report".

--ids | -i <ID>[,<ID>,...] A list of IDs of granules to be deleted from the re-
export queue. IDs must be separated by commas with
no space between them, or they will be seen as
separate, unrecognized arguments. IDs may be
granule IDs (only digits) or geoids (e.g.,
SC:MOD14.005:12345). More than one ids switch
may be given. ids may be combined with idfile.
--idfile | -f <filename> A file containing a list of granule IDs or geoids,
separated by whitespace or commas. More than one
idfile may be given. idfile may be combined with ids.
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11.4.1 BMGT ReExport Queue Utility

1 Log in at the machine where the Bulk Metadata Generation Tool (BMGT) ReExport
Queue script is installed (e.g., e4oml01 and n4oml01).

2 Type cd /usr/ecs/<MODE>/CUSTOM/utilities then press Return/Enter.

3 To run the BMGT manually, at the UNIX prompt enter (as applicable):

EcBmBMGTReExportQueue.pl <MODE> [COMMAND][OPTIONS]

[COMMAND] is one of the commands listed in table 11.4-1 above and [OPTIONS] is
zero or more of the options listed in table 11.4-2 above.

11.5 BMGT Automatic Mode

The BMGT Automatic Preprocessor is used by DAAC Operations Staff to export changes to the
holdings of the ECS inventory at a regular interval. The DAAC will choose and configure a
cycle length, which defines the time period for which metadata changes are aggregated into a
single package for export to ECHO. The time period can be any whole number of hours between
1 and 24 which splits a day into a whole number of parts (e.g. 6 hours would be valid, as 4
intervals would add up to an entire day. 5 hours would not). The Preprocessor should be run at
least once per export interval, and will cause the metadata changes for any preceding un-
exported interval(s) to be generated and exported to ECHO. Extraneous runs of the preprocessor
will have no effect. The first run of the preprocessor for a particular day will populate the export
cycles for the entire day. Since the preprocessor can be run with basically no operator
interaction, it can be added as a cron job such that it will run automatically at a set interval. For
instance, setting a cron to run the automatic preprocessor every hour at 5 minutes past the hour
would ensure that regardless of the export cycle length being used, an export package would
begin generation 5 minutes after each cycle ends. On hours where a cycle is not ending, the
preprocessor would simply return, with no effect.

11.5.1 BMGT Automatic Mode

1 Log in at the machine where the Bulk Metadata Generation Tool (BMGT) is installed

(e.g., e4oml01 and n4oml01).

2 At the UNIX prompt, enter:

crontab -e

A vi editor window will appear. Use the arrow keys to scroll through the file and verify

that there is not already an entry for the automatic preprocessor in the desired mode.

3 If there is not already an entry for the desired mode:

e Type ‘0’ toopen anew line.

e On this line type: <min> <hr1><hr2>,...<hrn>* * * (/bin/csh -c "'cd
lusr/ecs/<MODE>/CUSTOM/utilities ;
/usr/ecs/[<MODE>/CUSTOM/utilitiess EcBmMBMGT AutoStart <MODE>"")

0 Where <min> is the number of minutes after the hour (0-59) to run at and
<hrl...n> are the hours (0-23) during which the cron should run.
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e Hit escape and then type ‘:wq’ to save the file.

If there is already an entry for the desired mode, but the frequency of the cron needs to be

changed:

e Determine the correct values for the new frequency in the format:

e “minute hour day month dayofweek command”

e Use the arrow keys to navigate to the value that you with to change.

e With the cursor over the beginning of the value to change, type ‘cw’ followed by the
new value to change the value.

e Hit escape.

e Repeat the same for all values to be changed.

e Type “:wq’ to save the file.

If there is already an entry for the desired mode, but you would like to disable it:

e Use the arrow keys to navigate to the line where the entry is located.

e Type ‘I’ to insert at the beginning of the line.

e Type ‘# to comment out the line.

e Hit escape and then type ‘:wq’ to save the file.

If there is already an entry for the desired mode, but it is disabled by a ‘#’ at the

beginning of the line:

e Use the arrow keys to navigate to the line where the entry is.

e Type ‘X’ to remove the ‘#’ from the beginning of the line.

e Hit escape and then type ‘:wq’ to save the file.
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12. Quality Assurance

The Data Pool subsystem update utility for managing Quality Assurance (QA) metadata, the QA
Update Utility (QAUU), consolidates the QAMUT utility from the SDSRV subsystem into a
single utility. This tool receives an input file which contains header information indicating the
format of the data in the file and the flags that are being updated.

12.1 Using the QA Update Tool

The QA Update Utility is an operational support tool used for updating the values of the Quality
Assurance (QA) flags in the inventory metadata. The QA Update Utility sets QA values for data
granules containing one or more measured parameters after they have been assessed by Science
Computing Facility (SCF) or DAAC staff to determine their quality.

Data granules have Operational and Science QA flags. Operational QA flags can have the
following values:

Passed.

Failed.

Being Investigated.
Not Investigated.
Inferred Passed.
Inferred Failed.

e Suspect.

In addition to these Operational QA flag values, Science QA flags can also have the following
value:

e Hold
Table 12.1-1 provides an Activity Checklist for Using the QA Update Tool.

Table 12.1-1. Using the QA Update Tool - Activity Checklist

Order Role Task Section Complete?
1 System Configure the QA Update Tool (P)12.1.11
Administrator/
Database
Administrator
2 System Configure the QA Update Email script (P)12.1.2.1
Administrator/
Database
Administrator
3 Production Monitor | Prepare QA Update Request File (P)12.14.1
4 Production Monitor | Update QA Flags Using QA Update (P)12.15.1
Utility
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During one run, the QA Update Utility can update the metadata QA flags for multiple granules.
In fact, the strength of the tool derives from its ability to update batches of granules at a time.
There is a configurable limit on the number of granules that may be specified for a run
(MAX_NUM_GRANULES in Table 12.1-2). However, this limit may be overridden by the
operator. In fact, depending on how frequently the originators of requests for QA flag updates
submit their requests, the DAAC may receive requests for updates of thousands of granules at a
time. However, this creates the potential for extreme database loading (e.g., requirements for
temporary storage of granule information). Specific practical limits may depend on individual
site capacities and requirements, and the DAAC may need to work with the originators of
requests to formulate requests of appropriate size to minimize QA Update Utility processing
times and associated database impacts. If a request is for significantly more than that,
consideration should be given to breaking it up into multiple requests.

The granules with QA flags to be updated using the QA Update Utility may each contain several
different measured parameters. The tool can update the QA flag associated with each parameter
for each granule listed in a metadata update request. Updates for different measured parameters
related to a particular granule may be grouped contiguously on separate lines in the request so
that all the updates for the granule are accomplished at the same time.

The input needed to run the QA Update Utility is a uniformly formatted update request. Each
update request contains an e-mail header (including the requester's return address) and an
attachment request file containing a list of the granules to be updated, along with the new QA
flag values for the specified parameters.

Requests sent via e-mail are automatically placed in the input request directory by the QA
Update email script. Requests not sent by e-mail must be placed in the input request directory.

After the data has been copied to this input request directory, the metadata can be updated by
using QA Update Utility.

The QA Update Utility retrieves a batch of granules to update from the processing table and is
updated within the XML Archive. When all files listed in the batch are updated, the processing
table is updated to record the work as completed. Additionally, the updates are recorded in a
history file with the original and new values. When all batches are completed, the updates are
recorded for BMGT to export. Finally, the files in the Data Pool file system are replaced by the
newly updated files in the XML Archive. The QA Update Utility is accessible on the x4dpl01
server.

12.1.1 Configure QA Update Utility

The EcDsAmQaUpdateUtility.properties contains the QA Update configuration parameters
and is used by the System Administrator/Database Administrator to manage the configuration of
the QA Update Utility. The site installer or Database Administrator is responsible for
maintaining this file. Table 12.1-2 contains a list and description of the QA Update Utility
Configuration Parameters.

12-2 611-EMD-220



Table 12.1-2. Configuration File Parameters for QA Update Utility (1 of 2)

Parameter Name

Description

SYBASE_SQL_HOST

The host for the Inventory and Data Pool databases

SYBASE_SQL_SERVER

The name of the Sybase server for the Inventory
and Data Pool databases

SYBASE_JDBC_DRIVER_CLASS

The java class used for connecting the QAUU java
application to Sybase

SYB_DBNAME The name of the Inventory database

SYB_DPL_DBNAME The name of the Data Pool database

SYB_PORT The port number used to connect to the Inventory
and Data Pool databases

SYB_USER The username used to connect to and perform
gueries for the Inventory and Data Pool databases

PGM_ID The ECS Program ID for the QAUU user

(SYB_USER)

DB_NUM_RETRIES

The number of times to retry failed DB operations

DB_SLEEP_SEC

The number of seconds between DB operation
retries

EMAIL_SERVER_HOST

Host name where email server runs

EMAIL_SMTP_USER

Email SMTP user name

EMAIL_QAUU_FROM_ADDRESS

Email notification sender address

FILE_NUM_RETRIES

The number of times to retry failed file operations

FILE_SLEEP_SEC

The number of seconds between file operation
retries

QA_REQUEST_DIR

Path of directory containing QA update requests

QA_ERROR_REQUEST DIR

Path of directory containing QA update requests that
have failed.

QA_COMPLETED_REQUEST_DIR

Path of directory containing successfully completed
QA update requests

QA_TEMP_DIR

Path of directory containing temporary files

QA_HISTORY_DIR

Path of directory containing QA update history files

DAAC_EMAIL_ADDRESSES

List of valid DAAC email notification addresses

<SCFSite>_EMAIL_FROM_ADDRESSES

List of valid email notification from addresses for a
<SCFSite>

<SCFSite> EMAIL_REPLY_ADDRESSES

List of valid email naotification reply addresses for a
<SCFSite>

<SCFSite>_NOTIFICATION_ON_SUCCES
S

Flag indicating (if = “Y") that email notification should
be sent upon successfully processing QA update
requests for a <SCFSite> or for requests that fail.

If = ‘N’, email should only be sent for requests that
fail.

VALID_SCIENCE_QA_FLAGS

List of valid science QA flag values

VALID_OPERATIONAL_QA_FLAGS

List of valid operational QA flag values
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Table 12.1-2. Configuration File Parameters for QA Update Utility (2 of 2)

Parameter Name

Description

NUM_XML_THREADS

The number of threads to be used. One thread will
operate upon an UPDATE_BATCH_SIZE of QA
updates.

MAX_NUM_GRANULES

The maximum number of granules that can be
updated per run

UPDATE_BATCH_SIZE

The number of QA updates to be performed at a
time.

XML_ARCHIVE_DIRECTORY

Pathname of XML Archive file system

SOCKS_PROXY_HOST

SOCKS proxy hostname

SOCKS_PROXY_PORT

SOCKS proxy port

BCP_EXEC_PATH

Path to unix bcp executable

SHELL_PATH

Path to unix sh shell needed to perform unix
commands

application.name

Name of this application

log.operations.level

Level of logging desired in operational log:
NONE, INFORMATION, VERBOSE or XVERBOSE

log.debug.level

Level of logging desired in debug log:
NONE, INFORMATION, VERBOSE or XVERBOSE

log.performance.level

Level of logging desired in performance log:
NONE, INFORMATION, VERBOSE or XVERBOSE

log.overwrite

If true, log file will be overwritten for each run

log.threshold

Size of log files before new ones are created.

log.rotation.number

Number of log files that will be rotated through.

12.1.1.1 Configure the QA Update Utility

1 Log into the host for the QA Update Utility (e.g., x4dpl01).

2 Change to the directory for configuration files, and then press the Return/Enter key.
cd /usr/ecs/<MODE>/CUSTOM/cfg
. The working directory is changed to /usr/ecs/<MODE>/CUSTOM/cfg.

3 Type Is and then press the Return/Enter key.
. Configuration files are displayed.

4 Find and highlight the EcDsAmQaUpdateUTtility.properties file.

5 To start the vi editor and specify EcDsAmQaUpdateUTtility.properties as the name of

the file to be updated, type the following:
vi EcDsAmQaUpdateUTtility.properties

. A new file is opened for editing and the cursor is displayed on the first character
at the upper left corner of the file.
. Note: This procedure assumes use of the vi editor. Other editors may be used.
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6 Type i to put the vi editor into the insert mode.
. The vi editor is in the insert mode, but no feedback is provided.

7 Enter/Update data to specify how to connect to the Sybase database and provide
necessary DAAC-specific configuration information (see Table 12.1-2).

8 To leave the insert mode and return to the command mode, press the Esc key.
° The cursor moves one character to the left and the vi editor is in the command
mode.

9 Type ZZ to save the file and exit the vi editor.

12.1.2 Configure QA Email Script

A perl script allows remote sites to submit update request input files via email as attachments.
The script (EcDsQAUUEmailScript.pl) parses the request, gets the attached request file and
moves it to the QAUU request directory. It will reside on the central mail servers while the rest
of the QAUU will reside on other boxes. The directories containing the email script output
(/usr/ecs/<mode>/CUSTOM/data/DSS/QAUUY/ and subdirectories) will be created on the boxes
holding the QAUU and remote mounted on the central mail servers. Email aliases need to be set
up in the /etc/aliases file on the central mail servers to direct email QAUU update request to the
email script. One email alias is required for each mode supporting QAUU.

12.1.2.1 Configure QA Email Aliases

1 Log into the host for the QA Update Utility (e.g., x4dpl01).
2 Change to the directory for utilities, and then press the Return/Enter key.

cd /usr/ecs/<MODE>/CUSTOM/utilities

3 Type Is and then press the Return/Enter key.

4 Set up email aliases on the central mail servers (x4¢€il01) by entering the following:
QAUU_<MODE>: “| /usr/ecs/<MODE>/CUSTOM/utilities/fEcDSQAUUEmailScript.pl”

Examples:

QAUU_<OPS>: “| usr/ecs/I<MODE>/CUSTOM/utilitiessEcDSQAUUEmMailScript.pl”

QAUU_<TS1>: “| Jusr/ecs/I<MODE>/CUSTOM/utilities/fEcDSQAUUEmailScript.pl”
QAUU_<TS2>: “| Jusr/ecs/<MODE>/CUSTOM/utilities/fEcDSQAUUEmailScript.pl”

12.1.3 Input File Name Format
The input file name must adhere to the following:
<MODE>_<Site>_ QAUPDATE<description>.<YYYY><MM><DD><HH><MM><SS>

The following example shows the filename from site LDOPE for OPS mode at 12:20:30 on Feb.
29, 2008:

OPS_LDOPE_QAUPDATE.20080229122030
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Note: All the files in the request directory will be processed alphabetically by file nhame and
stored in the Inventory Database. The timestamp in the filenames guarantee that all the requests
coming from the same site will be processed in the right order.

12.1.4 Request Format

The body of the request starts with the statement "begin QAMetadataUpdate <Science or
Operational> <LGID, GranuleUR or ESDT>" and ends with an "end QAMetadataUpdate"
statement. Each request can be based on 3 possible origins:

e LGID
e GranuleUR
e ESDT with temporal range.

In between the "begin QAMetadataUpdate” and "end QAMetadataUpdate" statements is at least
one parameter/QA value statement with the following components (which must be separated by
tabs):

e Short Name

e VersionID

e LGID, GranuleUR, or Range Beginning Date <tab> Range Ending date, depending on
whether “LGID”, “GranuleUR”, or “ESDT” is specified, respectively, on the “begin”
statement

e Measured Parameter Name or “ALL”
e QA Flag Value
e QA Flag Explanation Value

This information must be properly arranged and placed in the Inventory database (a designated
directory or file). Figures 12.1-1 through Figure 12.1-3 contain examples the different requests.

From LaRC

begin QAMetadataUpdate Operational ESDT

MOD13A1  1Jul 18 2000 Jul 272000 ALL Being Investigated ESDT Update for Perf
MOD13A1 1 Jun92000Jul 112000 ALL Being Investigated ESDT Update for Perf
MOD13A1 1 Oct220000ct 152000 ALL Being Investigated ESDT Update for Perf
end QAMetadataUpdate

Figure 12.1-1. Sample Metadata QA Update Request ESDT with Temporal Range
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From LaRC

begin QAMetadataUpdate Science LGID

AIRHASCI
Passed

AIRHASCI
AIRHASCI
AIRHASCI
AIRHASCI
AIRHASCI
AIRHASCI

AIRHASCI

77 AIRHASCI.A2001181.2359.077.2003129185118.hdf
LGID EDC Syn IV

77 AIRHASCI.A2001181.2359.077.2003133150736.hdf
Passed LGID EDC Syn IV

77 AIRHASCI.A2001181.2359.077.2003134164830.hdf
Passed LGID EDC Syn IV

77 AIRHASCI.A2001181.2359.077.2003141142634.hdf
Passed LGID EDC Syn IV

77 AIRHASCI.A2001181.2359.077.2003147145008.hdf
Passed LGID EDC Syn IV

77 AIRHASCI.A2001181.2359.077.2003148174646.hdf
Passed LGID EDC Syn IV

77 AIRHASCI.A2001181.2359.077.2003149211207.hdf
Passed LGID EDC Syn IV

77 AIRHASCI.A2001181.2359.077.2003150132315.hdf
Passed LGID EDC Syn IV

end QAMetadataUpdate

RadianceCounts

RadianceCounts

RadianceCounts

RadianceCounts

RadianceCounts

RadianceCounts

RadianceCounts

RadianceCounts

Figure 12.1-2. Sample Metadata QA Update Request with LGID

From LaRC

begin QAMetadataUpdate Science GranuleUR
AST_L1BUR:10:DsShESDTUR:UR:15:DsShSciServerUR:13:[PVC:DSSDSRV]:24:SC:AST_L1B.001:2007640312 ALL

Failed SynergylV QA 2 Update
end QAMetadataUpdate

Figure 12.1-3. Sample Metadata QA Update Request with GranuleUR

12-7

611-EMD-220




12.1.4.1 Prepare QA Update Request File

1 Log into the host for the QA Update Request File (e.g., x4dpl01).
2 To change to the directory for QA Update Request File, type the following and then
press the Return/Enter key:

cd /usr/ecs/I<MODE>/CUSTOM/data/DSS/QAUU/QAUURequest
. The working directory is changed to
cd/usr/ecs/<MODE>/CUSTOM/data/DSS/QAUU/QAUURequest

3 To start the vi editor and specify OPS_<SITE> QAUPDATE.<yyyymmddhrminsec>
as the name of the Request file to be used by QA Update Utility, type the command:

vi OPS_<SITE> QAUPDATE.< yyyymmddhrminsec >

. The Request file is opened for editing and the cursor is displayed on the first
character at the upper left corner of the file.
. Note: This procedure assumes use of the vi editor. Other editors may be used.
4 Type i to put the vi editor into the insert mode.
o The vi editor is in the insert mode, but no feedback is provided.
5 Enter request data following the proper format.
6 To leave the insert mode and return to the command mode, press the Esc key.
. The cursor moves one character to the left and the vi editor is in the command
mode.

7 Type ZZ to save the file and exit the vi editor.

12.1.5 Update QA Metadata Flags Using QA Update Utility

Access to the QA Update Utility must be gained through the use of UNIX commands. The
QAUU is started by executing the following:

EcAmQAUUStart modename [ -file <filename>] [ -noprompt] [-noExitonError][-recoverOnly]
[-abortRecovery] [ -skipRecovery ] [ -recoverinvestigated]

All parameters, except for modename, are optional.

e modename: The mode to run in

o -file <filename>: The name of the request file containing the QA updates to be applied.
If omitted, all request files in the configured request directory are processed.

e -noprompt: if specified, the utility will not prompt the user for confirmations

e -noExitonError: if specified, the utility will not exit on the first error. This allows the
operator to determine all errors that may occur during processing.

e -recovery options: These are all mutually exclusive; only one may be specified. Note
that if none of these options are specified, the utility will recover, if necessary, and
process new requests:

= -recoverOnly: . recover and do NOT process new requests (assume we do NOT
recover failures flagged as investigating )

= -abortRecovery: delete all failures in working table and process new requests
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= -skipRecovery: flag (don't process) failures for investigation (InvestigateFlag =
'Y") and process new requests

= -recoverlnvestigated: set InvestigateFlag = null, recover (including formally
investigated failures) and process new requests

The process of updating QA metadata flags using the QA Update Utility start-up script starts
with the following assumptions:

The applicable servers are running.

The DAAC operator has logged in to the system.

A request for metadata update has been received in an acceptable format.

The update request has been saved with the appropriate file name

<MODE>_<Site>_ QAUPDATE<description>.<year><month><day><hour><minut
e><second> (i.e., OPS_<SITE>_QAUPDATE.< yyyymmddhrminsec) and placed in
the /usr/ecs/<MODE>/CUSTOM/data/DSS/QAUU/QAUURequest directory found
on.x4dpl01 machine.

12.1.5.1 Update QA Flags Using the QA Update Utility

Log into the host for the QA Update Utility (e.g., x4dpl01).

Enter:

Run ECAmMQAUUStart <MODE> -file <QAUpdate Request File> -noexitonerr

. The QA Update Utility retrieves the batch of granules to update from the
processing table. The files listed in the batch are updated within the XML

Archive.
. The history file is updated
. The DIMeasuredParameter table within the Data Pool database is updated
. The affected metadata files within the Data Pool file system are replaced by the

newly updated files from the XML Archive.
o The updates are recorded for BMGT to export.

12-9 611-EMD-220



This page intentionally left blank.

12-10 611-EMD-220



13. Ingest

13.1 Ingest Process

The Data Pool (DPL) Ingest Subsystem is a Science Data Processing component that allows the
Ingest Technician to obtain data from external data providers and archive into the system. The
ingest technician can configure and monitor the system via access through the DPL Ingest GUI
(Graphic User Interface).

The DPL Ingest Service is used for Science Investigator-Led Processing Systems (SIPS), S4P,
Secure Copy (SCP) and cross-DAAC ingest. This service supports the ingest protocol known as
‘Polling with Delivery Record’, and inserts the ingested data into the Data Pool Storage Area
Network (SAN) and archive.

The DPL Ingest Service is also used for ingesting EMOS Detailed Activity Schedules and data
type ActSched which is supported by the ingest protocol known as ‘Polling without Delivery
Record’, and inserts the ingested data into the Data Pool SAN and archive. Data Pool Ingest
does not send Product Acceptance Notifications (PANS) or Product Deliver Records (PDRs) to
the EMOS data provider. EMOS data files do not contain checksum values and it is assumed
that processed data files in the EMOS polling directory are periodically cleaned out by a DUE
(DAAC Unique Extension).

Figure 13.1-1 provides an illustration of the Data Pool Ingest Polling with Delivery Record and
archiving processes which are described in the following steps:

1. SIPS providers place their data and PDRs into a polling directory. The directory can be
local, e.g., accessible via a mount point; or remote, i.e., accessible via FTP or SCP.

2. The DPL Ingest Service will poll these directories as configured by the DAAC and
retrieve all new PDR files in those directories.

3. The DPL Ingest Service queues ingest requests for all PDRs that it finds. To decide
which validated PDR will be processed next, it checks available resources and DAAC
configured priorities.

4. The granule files are copied into the Data Pool SAN, using hidden directories for that
purpose unless the DAAC requested that the data be published on insert.

5. Preprocessing events include checksum verification and translation of ODL files to XML
if needed.

6. For non-SIPS ESDTs, Ingest will retrieve the MCF from a configured location in the
Small File Archive.

7. Ingest validates the incoming granule metadata using the XML Validation Utility. The
validated science xml metadata will be copied to a location in the StorNext Archive.
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8. The Data Pool Ingest Utility (DPIU) registers the granule in the DPL database

9. The DPIU then copies the granules to the StorNext Archive. This may involve a copy to
both a primary and backup archive depending on how the ESDT is configured for
archiving.

10. Once all granules within the PDR are completed, the provider is notified of the outcome,
which could be immediately via Product Delivery Discrepancy Report (PDRD) if PDR
validation failed, or later via a short or long Product Acceptance Notification (PAN).

11. If the ESDT is configured for public Data Pool insert, granule made public in the Data
Pool and populates the warehouse tables using the XML version of the metadata.

12. If the ESDT is not configured for public DPL Ingest, the granule will be cleaned up when
it expires

7
(1) Deposit Files & Create PDR

Polling Directo Lilia

Data Directory ﬂ
(4) Transfer

12) Cleanup*
(13) Publish

(9) Archive Data Files and
Validated Metadata Files

Figure 13.1-1. Data Pool Ingest High Level Architecture

The DPL Ingest Service is comprised of three distinct, contiguous components:

1. Polling (Figure 13.1-1, Step 2) will be responsible for the provision of work to the service
via transferring Product Delivery Records (PDRs) into the system and registering them.

2. Processing (Figure 13.1-1, Steps 3-9) will pick up registered PDRs and attempt to ingest
the inventory they describe into the Data Pool, perform any additional processing
required for specific inventory (for example inventory may relate to a pending order
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causing processing to inform the OMS), and archive the inventory. The processing
component will update the status of a particular PDR on completion of various steps
during processing, and queue a notification to be sent when all processing has completed
(either successfully or unsuccessfully).

Notification (Figure 13.1-1, Step 10) will detect the queued notification and notify the
provider associated with that PDR with details of its completion state. Terminal states are
Successful, Partially Failed and Failed. Terminal states are conveyed to the provider by
means of a Product Acceptance Notification (PAN) or Product Delivery Discrepancy
Report (PDRD).

Subsequent sections related to Ingest address the following topics:

13.2

Section 13.2 Contains procedures for logging in to Data Pool Ingest System Hosts.
Section 13.3 Contains procedures for Monitoring Data Pool Ingest System.

Section 13.4 Contains procedures for resolving ingest requests with open interventions
and Data Pool System alerts.

Section 13.5 Contains procedures for modifying DPL Ingest configuration parameters.
Section 13.6 Contains procedures for reviewing and generating reports.
Section 13.7 Contains procedures accessing Help Pages.

Section 13.8 Contains procedures for monitoring Data Pool Collections from the Data
Pool Maintenance GUI.

Logging in to System Hosts

The following procedure presents the steps required to log in to system hosts.

Table 13.2-1 contains the activity checklist for Login to the Systems Hosts.

Table 13.2-1. Login to System Hosts - Activity Checklist

Order

Role Task Section Complete?

Ingest Technician Log in to System Hosts (P)13.2.1
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13.2.1 Login to System Hosts

1 Atthe UNIX command line prompt enter: setenv DISPLAY <client name>:0.0
e Use either the X terminal/workstation IP address or the machine-name for the client
name.

e When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.

2 In the terminal window (at the command line prompt) log-in to the appropriate host by
entering:

ssh <host name>
e Examples of Data Pool Ingest Server host names include e4dpl01, e4eil01, e4lil01,

e4spl01 at the LP DAAC; n4dpl01, n4eil01, n4lil01, n4spl01 at NSIDC; 14dpl01,
14eil01, 141101, 14spl01 at ASDC

e If you receive the message, “Host key not found from the list of known hosts. Are
you sure you want to continue connecting (yes/no)?” Enter yes (“y” alone will not
work).

e If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key '<user@Ilocalhost>' appears; continue with
Step 3.

e If you have not previously set up a secure shell passphrase, go to Step 4.
3 If aprompt to Enter passphrase for RSA key '<user@localhost>" appears, enter:
<passphrase>

e |Ifacommand line prompt is displayed, log-in is complete.

e |f the passphrase is unknown, press Return/Enter, which should cause a
<user@remotehost>’s password: prompt to appear (after the second or third try if
not after the first one), then go to Step 4.

e If the passphrase is entered improperly, a <user@remotehost>’s password: prompt
should appear (after the second or third try if not after the first one); go to Step 4.

4 If a prompt for <user@remotehost>’s password: appears, enter:
<password>

e A command line prompt is displayed.

e Log-in is complete.
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13.3 Monitoring the Ingest System

The central feature for monitoring the Ingest System is accessible to the operator through the
web-based Data Pool (DPL) Ingest Graphic User Interface (GUI). The DPL Ingest GUI allows
operators to access and manipulate the DPL Ingest system from virtually anywhere there is
accessible internal network from a qualified web browser. Using this GUI, an operator can
monitor and fix Ingest requests, view system alerts, and at a glance view the status of the DPL
Ingest system, either in part or whole. The DPL Ingest GUI also allows in-depth configuration of
the entire DPL Ingest system eliminating manual configuration of the DPL Ingest database. It
provides a fast and secure way to easily manage the entire DPL Ingest system, complete with full
operator permission configuration and management so that only authorized persons may perform
actions or change configuration settings.

Data Pool Ingest servers are initiated by the following three scripts:

1. EcDlInProcessingService
2. EcDlInPollingService
3. EcDlInNotificationService.

Since the DPL Ingest GUI is a web-based interface, it can be accessed from virtually anywhere
there is access to the internal network. No custom software installation is required — all that is
needed is a web browser (Firefox is recommended and supported) running on a Windows
2000/XP PC or a compatible Linux OS (e.g., Red Hat) that can run Firefox.

13.3.1 DPL Ingest GUI

The ECS Data Pool Ingest GUI, illustrated in Figure 13.3-3, has six functional areas accessible
through an Explorer-like menu of the Navigation Panel (located in the left pane of its home
page). These functions menu selections provide the following:

1. Home - Displays General System Statistics, DPL Ingest Status, Email Service
Status, Notification Service Status, Polling Service Status and Processing Service
Status.

2. Monitoring - Allows operators to monitor currently active Ingest Requests,
History of Ingest Request, Provider Status, File System Status, Transfer Host
Status, ECS Service Status, and PDR List.

3. Interventions & Alerts - Allows operator to review, resume, cancel and process
ingests requests that have Open Interventions.

4. Configuration - Allows operator to alter configuration parameters for Data
Providers, Data Types, Transfer Hosts, File Systems, ECS Service Hosts, Global
Tuning, Volume Groups and Operators.

5. Reports - Displays information across several data providers or data types.

6. Help - Provides General help topics and Context Help Information.
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The Navigation Panel also contains an operator information panel (Figure 13.3-1) below it’s
menus that displays a synopsis of the current/active operator and provides several menu options
to perform the following actions:

e Log out —allows user to log out of the current session (without closing the browser).
e Change your password — current user can change current password on screen.

e Show all of your permissions — allows the user to view or hide current permissions.

‘ou are logged in as J
IngAdmin

. change password
r 2 Operator Actions, New
password:
[log out ) Confirm:

[ change passyword |

L

[ show my ;'.n:-rﬁ':‘ sions | |
pert issi 31‘§ummary

wiewwy only: no
ingestadmin:  yes
ingestcontrol:  yes
security admin:  no
tuning control: ~ yes

Figure 13.3-1. Operator Information Panel

NOTE: In order to properly navigate the application, do not use the built-in back/forward
browser buttons (Figure 13.3-2 Built-in Back/Forward Browsers Buttons), to avoid errors to
occur in the application. All navigation should be performed using the navigation panel and/or
list navigators (e.g., custom back/forward buttons for lists of requests and graules). The
occurance of errors on pages will display in “red” text.

Figure 13.3-2. Built-in Back/Forward Browser Buttons
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Operator GUI security standards require the following mulitiple levels of permissions to be
assigned to each operator that has access to the DPL Ingest GUI:

e View Only

e Ingest Admin

e Ingest Control

e Security Admin
e Tuning Control.

Full-capability operators have the ability to configure parameters and perform all other actions
that can be accomplished with the DPL Ingest GUI. Limited-capability operators are able to
view a lot of information; however, on the limited-capability GUI some buttons and links have
been disabled so it is not possible to perform certain actions or access certain pages.

The DPL Ingest GUI is certified for use with any browser supporting the Mozilla Firefox 3.0+
standard. Launching the DPL Ingest GUI, it is assumed that the Ingest Technician has logged
into the system. Table 13.3-1 provides an activity checklist for Monitoring DPL Ingest.

Table 13.3-1. Monitoring DPL Ingest

Order Role Task Section
1 Ingest Technician Launching the DPL Ingest GUI (P) 13.3.1.1
2 Ingest Technician Changing Requests Status Filters (P)13.3.2.1
3 Ingest Technician Monitoring Request Status (P) 13.3.2.2
4 Ingest Technician Cancel, Suspend, Resume or Change (P) 13.3.2.3
Requests Priority
5 Ingest Technician Changing Suspended Granules Status (P) 13.3.2.4
6 Ingest Technician Viewing Historical Requests (P)13.3.3.1
7 Ingest Technician Viewing Provider Status (P)13.3.4.1
8 Ingest Technician Suspend or Resume Data Providers (P) 13.3.4.2
9 Ingest Technician Suspend or Resume Individual Polling (P) 13.3.4.3
Locations
10 Ingest Technician Viewing File System Status (P) 13.3.5.1
11 Ingest Technician Suspend or Resume File System (P)13.3.5.2
12 Ingest Technician Viewing Transfer Host Status (P)13.3.6.1
13 Ingest Technician Suspend or Resume Transfer Host (P) 13.3.6.2
14 Ingest Technician Viewing ECS Service Status (P) 13.3.7.1
15 Ingest Technician Suspend or Resume ECS Service(s) (P)13.3.7.2
16 Ingest Technician Re-Ingesting a PDR (P) 13.3.8.1

13-7 611-EMD-220



@ 0P It GO DEVON)  iaria Finhan [P |
Do OB jew o Dol [es feb

£ foma

> he DATA POOL INGEST web ot
You ure logged in as = trtaros o & Aleate =3 - ‘.“ e '
& : = = Confiqu s ﬂ - ! !§ e anh -
<userid> - identifies e
- -
active login name ‘\"‘" @u-a
cahdnile [
h T Vokamsa Of Dt Growond & 000 W
change Total Vakeren CH Dt bt Fromseng 8 000 Y _ ) ;
g A — - show my Tl gest ot Owenind: § Provider Stutus - Active link to
assword lin S 5 & s :
e permissions link iy T“:’:"M“;_:: : Monitoring, Provider Status page
Total Grarmien I Froceusing. 0
Mum Sctpeded Arctee Fue Systers 1
M. Sonpencied Data Pogt Fie Systermy 1

Phem. Suspended EC5 Sevcen &
reload page - Adive link to
refresh data/page

[

System Alers - Adive link fo
Intervention: & Alerts, Alerts page

FE— I—

Garesl Ingamt Statu

Erval Serace Stalui

Vet aton Savete Stalui ’_ l ':
Indicatars are |

e ’ red, if down ‘

Froestay Sere Status i J ‘

Sarvice Seatu

Auto Refresh option: |4_. i Raash

Dorn

Figure 13.3-3. Data Pool Ingest GUI Home Page

The DPL Ingest GUI Home Page (Figure 13.3-3) provides a general overview of the Data Pool
Ingest system status. The home page has three working sections:

1. General System Statistics - provides general information about current requests
and granules in the system, as well as the various services and file systems used in

processing. The Operator selects active links to the Provider Status and Alerts
pages, from this section.

Detail descriptions of the data found in this section are listed in Table 13.3-2.

Table 13.3-2. Home Page Field Descriptions (1 of 2)

Field Name Description

Total Volume of Date Queued Sum of the size of all files of all granules that have not yet been
activated

Total Volume of Data In Processing Sum of the size of all files of all granules that are currently
active, and not suspended or in a terminal state

Total Ingest Requests Queued Total number of requests that have not yet been activated

Total Ingest Requests In Processing Total number of requests that are currently active, and not
suspended or in a terminal state
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Table 13.3-2. Home Page Field Descriptions (2 of 2)

Field Name Description

Total Granules Queued Sum of all granules in active or queued requests that have not
yet been activated

Total Granules In Processing Sum of all granules in active or queued requests that are
currently active, and not suspended or in a terminal state

Num. Suspended Archive File Total archive file systems that have been suspended, either

Systems automatically by the server or manually by operator

Num. Suspended Data Pool File Total data pool file systems that have been suspended, either

Systems automatically by the server or manually by operator

Num. Suspended ECS Services Total ECS service hosts that have been suspended, either
automatically by the server or manually by operator

2. DPL Ingest Status - consists of two status options that enables the user to
suspend or resume various actions throughout the data pool ingest system:

e General Ingest Status — allows the Operator to stop polling from all polling
locations and prevent any new granules from being activated. Any granules that
are already active will complete ingest. These actions can easily be
suspended/resumed by pressing/toggling the Suspend/Resume button (Figure
13.3-4).

General Ingest Status: l'.,i suspended ajﬁume |

Figure 13.3-4. General Ingest Status/Resume Button

e Email Service Status options — allows the Operator to stop any further email
notifications to the external data providers (i.e. completed, cancelled, failed, or
terminated requests). Once the button is depressed/toggled, email notifications
will resume (Figure 13.3-5).
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Ermail Semice Status: | active SufHgend

Figure 13.3-5. General Ingest Status/Resume Buttons

3. Service Status - provides status for several primary services that make up the
Data Pool Ingest system. Ingest services cannot be started and stopped via the
Data Pool Ingest GUL. Instead, they are managed using start and stop scripts
found in the utilities directory of the given mode. For the status of these services
to be accurate, the IngestServiceMonitor script must also be running. This script is
installed in the utilities directory (i.e., /usr/ecs/<MODE>/CUSTOM/utilities) of
each mode and can be started with the command: EcDIlIngestServiceMonitorStart
[MODE]. The status services which cannot be changed by the operator are as
follows:

e Notification Service Status - Indicates whether the notification
service is active (up) or suspended (down). If suspended, no
notifications will be sent, but a queue of notifications will be collected
and distributed once the service is restarted (not done via the DPL
Ingest GUI).

e Polling Service Status - Indicates whether the polling service is active
or suspended. If suspended, PDRs will not arrive from any configured
polling location, but any PDRs that remain in the directories will be
added once the service is restarted (not done via the DPL Ingest GUI).

e Processing Service Status - Indicates whether the processing service
is active or suspended. If suspended, no actions on any requests or
granules will start, continue, or complete. Granules will “hang” in
whatever state they are in (not done via the DPL Ingest GUI).

13.3.1.1 Launching the DPL Ingest GUI

1

Access a terminal window logged in to a host (e.g., the Operations Workstation or Sun
external server) that has access to the Firefox web browser.

e Examples of Linux external server host names include “e4spl01” or “n4spl01”.
Type firefox & then press Return/Enter.
e It may be necessary to respond to dialogue boxes, especially if the browser is already
being used by someone else who has logged in with the same user ID.
e The Mozilla Firefox web browser is displayed.

If a bookmark has been created for the DPL Ingest GUI, select the appropriate bookmark
from those listed on the browser’s Bookmarks pull-down window.

e The Login: prompt is displayed.
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4 If no bookmark has been created for the DPL Ingest GUI, type http://host:port in the
browser’s Location (Go To) field then press Return/Enter.

e For example: http://n4dplO1.nsidc.ecs.nasa .gov:25000/Ingest
e For example: http://p4dpl01.pvc.nasa.gov:25000/Ingest.
e For example: http://f4dpl01.hitc.com:25010/Ingest DEV01

e The Data Pool Ingest web GUI Login Screen (Figure 13.3-6) displays.

ir—r Login:

User: j

Password: |

@ [#

Figure 13.3-6. Ingest GUI Login Screen

5 Type the appropriate User name in the textbox of the security Login prompt.
6 Type the appropriate Password in the textbox of the security Login prompt.
7 Click Login:

e The dialogue box is dismissed.
e The DPL Ingest GUI Home Page (Figure 13.3-3) is displayed.

13.3.2 Monitoring Requests Status

The DPL Ingest Request Status screen is used to check the status of current active Ingest
requests. Table 13.3-3 provides descriptions of the information available for each request. Table
13.3-4 lists actions allowed for different status types.

This page displays the current active Ingest requests. The limited-capability operator can use the
Request Status page to filter and view Ingest request information.
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Table 13.3-3. Request Status Page Column Descriptions

Field Name Description

Request ID Unique ID for an ingest request

Status Status of the request (Table 13.3.4 for list of possible statuses)

Priority The precedence which a request will have for activation and various
processing actions (i.e., XPRESS, VHIGH, HIGH, LOW or NORMAL).

Provider Name Name of the provider from which the request was obtained

Size [MB] Sum of the size of all granules in the request

Granules Total granules included in the request

Granules Completed Total granules that have reached a successful state

Processing

When Queued Time the request was encountered by the polling service

Last Update Time of the last change made by the ingest services to the status of the
request or its granules

Table 13.3-4. Ingest Request Status Allowed Actions

Request Actions

Request Status Change No Actions
Suspend o Resume Cancel
Priority Allowed

New X X

Validated

Active X

Partially_Suspended X

X
X
X
X

Suspending / Suspended

X | X X|X|X

Resuming X

Failed

Partial_Failure

Canceling

Partially_Cancelled

XX |X| X| X

Successful

The operator may change the filters for the Ingest Requests screen to meet a specific need, which
alters the contents of the Ingest Requests screen. Filter settings will remain unchanged until
altered again. Filter settings are associated with an operator’s profile and are always
remembered, including when logged-out of session.
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13.3.2.1 Changing Requests Status Filters

1

Click on the Monitoring link in the navigation frame of the DPL Ingest GUI to expand
its menu.

Click on the Requests Status link to display the Ingest Requests page (Figure 13.3-8).

Click the Show/Hide Filters button at top-left of the Ingest Requests page to show the
current filter settings.

o

Show / Hide Filters
[HELF ]

e The Active Ingest Request List Filter Panel (Figure 13.3-7) displays.

Criteria Based Filtering Filter By Reqguest ID

Data Providers: MODAFPS_TERREA_FFROC -

— SHOW ALL— ~
Request Detail Criteria: Meyw

Reguest States v

afs
snfs1
browfs

Target Archives:

Date Range Criteria:
Last Updated  ~
FROM
month 100 (% day 25 (™ yr 2006 % ke 1 (% min 0 %
TO

month 10 (% day 26 (@ v 2006 % ke 23 (% min 58 %

[ save As Default Settings [HELF]
Apply Filter

Load Defaull Settings

Figure 13.3-7. Active Ingest Request List Filter Panel

Click on the Criteria Based Filtering button to show filter options based upon the
attributes of various requests (Figure 13.3-7).

e Or to filter only a single request ID select Filter By Request ID.

Select the Data Provider from the drop-down list to display those associated with
request.

Select one or multiple (hold CTRL key, then select) Request Detail Criteria:

e Error Type — select the state to filter only requests in intervention with at least one
granule currently in that error state. Only one error type may be selected.

e Request States — select the state to filter requests in the selected states. Multiple
states may be included in the filter (hold CTRL key, then select).

Select the Target Archives criteria to query requests with granules from data types
configured to be sent to the selected archives.

Select the Date Range Criteria:
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e To view entries for a particular Date/Time Criteria, click and hold the option button,
move the mouse cursor to the desired selection (i.e., SHOW ALL, Last Update,
Queued, Queued Within Last Hour), then release the mouse button.

e |[f selected Last Updated or Queued, select the appropriate FROM Date/Time
range (Month, Day, Year, Hour, Minute) and TO Date/Time range (Month, Day,
Year, Hour, Minute),

— Use the 24-hour format to designate the hour (e.g., type 14 to designate 2 p.m.) in
the hour fields.

e Use the Tab key to advance from one field to the next.

9 If the selected filters are to be the desired default filters, click in the checkbox next to
Save As Default Settings.

10 Click the Apply Filter button.

e The Ingest Requests screen displays the new filters criteria data.

13.3.2.2 Monitoring Requests Status

1 Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.

e The Monitoring menu is expanded.
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2 Click on the Requests Status link in the navigation frame of the DPL Ingest GUI.
e The Ingest Requests page (Figure 13.3-8) is displayed.

Ingest Requests |

Dynamie Auvte-Refresh Cleck appears if Auto
Refresh iz on.

Indicates next refresh time.

Tiewr Sep 11 2007 13:39.09

Payinetion Arraws moves pages to

/ first, to previous, to next or to last.

Showing 1- 10616 [[4a <) 5155

pag

Fage size; 10 i)

[ [¥ ReguestiD  [&] Stetus  Priority (%] ProviderMame  Size [MB]  Granules Grm;l;zimmed [ When Queved [ Last Update
[ 2623 Active WHIGH JPL 0,252 2 o 2007-09-10 1254:001  2007-09-10 12:54:03
[0 2615 Active WHIGH JPL 33037 2 1 2007-08-10 1254:01 2007-08-11 13:20:50
O 3:_&‘_3 Active WHIGH JPL 330337 2 o 2007-08-10 12.54:01 2007-09-100 125417
] 2511 Aclive VHIGH JPL 330337 2 1 2007-09-10 1254:01 2007-08-11 12:21:.08
0 250 Actve  WHIGH JPL 330 37 2 0 070510 125401 2007-09-10 125416
1 205!3? Active WHIGH JPL 1543 1 o 2007-09-10 12.54:01 2007-09-100 12554:04
[ 20503 Active WHIGH JPL 1523 1 0 2007-09-10 12:54:01 2007-09-10 12:54:04
Active WHIGH JPL 1.523 1 o 070910125400 2007-09-10 125403
Action Buttons for — E— S e
iy Active VHIGH JPL 1523 1 o 2007-09-10 12.54:00 2007-09-11 13:20:38

eligible Ingest Requests.
\.‘ Ative WHIGH JPL 1.523 1 o 2007-08-10 12:54:00 2007-08-11 13:20:38
M CencelRoquests [P SuspendRequests | B> Resume Requests |/l Chenge Priorty |
HAiita Refresh Aute Refresh Cortral Punel reload: page

infarmation defined by secand:s or minutes.

Each screen has an independent refresh rate.

Figure 13.3-8. Ingest Requests Page
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e The Ingest Requests status page has the following columns:

Request 1D which displays a unique ID for each ingest request.

Status which provides status of a request (i.e., New, Validated, Active,
Partially_Suspemded. Suspended, Canceling, Resuming, Successful, Cancelled,
Partially_Cancelled, Failed, Partial_Failure or Terminated).

Priority is the precedence which a request will have for activation and various
processing actions (i.e., XPRESS, VHIGH, HIGH, LOW or NORMAL).

Provider Name identifies the provider from which the request was originated.
Size [MB] is the sum of the size of all granules in the request.
Granules list the total granules included in the request.

Granules Completed Processing displays total granules that have reached a
terminal state.

When Queued is the time the Request was encountered by the polling service.

Last Update is the time of the last change made by the ingest services to the
status of the request or its granules.

3 Click the desired Request ID, to view the results of ingest request. The data is displayed
on the Ingest Request Detail Page (Figure 13.3-9).
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Ingest Request Detail

‘.Iiaquns.t Info.| o | Hide 1

Request 10: 20515 Status: Active Priority: YHIGH
Palling Location: JPL Local Palling Mission: Slze: 330337 MB
Request Infa detail: spacific Data Provider: JPL
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dates of major changes.

Last Update: 2007-05-11 13:20.50

Wihen Quewed: 2007-02-10 12:54:01

When Activated: 2007.05-10 125407
When Completed:
Expiration Date Time:

Granule Statistics:

Total Granules Granules Preprocessed Granules Insered Granules Transfamed Granules Archived MNo. Files
/ 2 S0 50% E0%. E0% ]
Granule Stafistics details - ) . -
overall statistics of all granules Status Change History
associated with request. Status Changed 10 New' 2007-09-07 14:46:23
q Status Changed 1o Validated 2007-08-10 125401 Scrollable table af complete records of
Status Changed 10 Active 2007-09-101254:07 status changes.
Request Notes )
Added 2006-10-26 17:23:33 by IngAdmin
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| Ater fafing the granide, the matadata was | Failed granule after verfying that the metadata was corupt and could not be server or manually by operatar. All
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| theough 3 later requesy | processed after rtrying the granute. notations are time stamped on entry.
|
J
[ Akt snnotation

Figure 13.3-9. Ingest Request Detail Page
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e The Ingest Request Detail page (Figure 13.3-9) is divided into several parts:

1. Request Info which contains summarized data from the Ingest Request status
page and is located at the top of the page. The following information (Table
13.3-5) highlights the fields that are found this page:

Table 13.3-5. Ingest Request Detail Page —Request Info Field Descriptions

Field Name

Description

Request ID

Unique ID for an ingest request

Polling Location

Unique name assigned to the polling location from where the request was
obtained

Data Provider

Unique name assigned to the provider associated with the polling location
where the request was found

Status The current state of the request (Table 4.6.1-3 for possible request states)

Mission Satellite mission defined in the PDR associated with this request (this is not
defined in most PDRS)

Priority The precedence which a request will have for activation and various
processing actions.

Size Sum of the size of all granules in the request

PDR Path and file
name

Temporary location and file name of the PDR after it was copied from the
polling location. The PDR can be found in this location until the request
completes ingest.

Last Update

The last time the status of the request or an associated granule changed

When Queued

The time the request was added to the request list

When Activated

The time the request was moved into the “Active” state

When Completed

The time all the granules in the request reached a terminal state

Expiration Date/Time

The date and time by which the corresponding ingest request must be
completed

2. The Granule Statistics contains the following information (Table 13.3-6) for all
the granules associated with this request:

Table 13.3-6. Ingest Request Detail Page — Granule Statistics Field Descriptions

Field Name

Description

Total Granules

Total number of granules included in the request

Granules Preprocessed

Percentage of granules that have moved from the preprocessing state to the
archiving state

Granules Inserted

Percentage of granules that have been inserted into the Science Data Server

Granules Transferred

Percentage of granules transferred from the provider to the temp directories

Granules Archived

Percentage of granules that have been archived

No. Files

Total number of files associated with granules in the request

13-18 611-EMD-220




3. Status Change History is displayed for the selected Request ID.

4. Request Notes, annotations that can be useful in tracking changes to a request,
are either added by the operator or automatically added by the server. Automatic
annotations are generated when operator performs an action on the request or
granules in the request.

5. The Granule List (Figure 13.3-12) for the selected Request ID, details (at the
bottom of the Ingest Request Detail Page) contains the following associated
status information (Table 13.3-7):

Table 13.3-7. Ingest Request Detail Page — Granule List Field Descriptions

Field Name

Description

Checkbox column

This column may contain a checkbox next to the granule, if the granule is not
in a terminal state. This allows an action to be processed for the selected
granule(s). The checkbox at the top of the column selects or de-selects all the
granules in the list that have checkboxes.

File Detail

The column holds a link to display the detailed file information for each
granule — this information appears for each granule at the top of the table
when clicked. The associated granule file information details, when
displayed, includes the following:

e Path for the directory indentified in the PDR of the file location.
¢ Name of the file.

e Type of the internal file of the file translated from the file type
to PDR according to a predefined table (i.e., SCIENCE,
METADA, BROWSE)

e Status of the last action performed on file or the most recent,
unresolved, error encountered during file processing.

Seq. Number

The order in which a granule was found in the PDR

Ingest Gran ID

Unique ldentifier assigned to the granule

Data Type

Data Type found in the PDR describing the granule

Version

Version found in the PDR describing the granule. The version will be
extracted from the database if none is in the PDR

Status

Current granule status (Table 4.6.1-7) and detailed error information

Granule Size (MB)

Sum of the size of all files associated with the granule

No. Files

Number of files found associated with the granule in the PDR

Last Status Change

Date and time the granule’s status was last updated
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e Any granule(s) encountering problems during any point in their processing are
initially flagged as “suspended”. The only exception is if a granule fails checksum
verification during each of the configured number of tries. Granules are not failed
until the operator explicitly invokes a “fail suspended granules” action — this is an
exception of failed checksum verification or a PDR validation failure. The following
actions (Table 13.3-8. Granule List - Granule Allowable Actions) can be performed

on granules (in the granule list) depending on the granule state:

Table 13.3-8. Granule List — Granule Allowable Actions

Granule Status Status Type Fail / Retry / Retry Cancel No Actions
From Start Allowed
New Queued v
Transferring / Transferred Active v
Checksumming / Checksummed Active v
Preprocessing / Preprocessed Active v
Archiving / Archived Active v
Inserting Active v
Inserted Active v
Suspending / Suspended Error v v
Resuming Active v
Canceling Active v
Cancelled Terminal v
Successful Terminal v
Failed Terminal 4
Publishing / Published Terminal v

Sometimes it may be necessary to cancel, suspend or resume the processing of one or more
ingest request. The procedure for canceling, suspending or resuming granule processing starts
with the assumption that all applicable servers and the DPL Ingest GUI are currently running.

13.3.2.3 Cancel, Suspend, Resume or Change Requests Priority

1 Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.
e The Monitoring menu is expanded.
2 Click on the Requests Status link in the navigation frame of the DPL Ingest GUI.

The Ingest Requests page is displayed.

To change one or more Request Statuses (cancel, suspend or resume) (Figure 13.3-10),
select the desired request(s) by checking the checkboxes on the left side of the request
list.
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[ 146572 Active HIGH IC
[] 14671 FPattially_Suspended HIGH M(

[AferErm

m Cancel Requests |E Suspend Requests ‘

Figure 13.3-10. Cancel Request/Suspend Requests Buttons

Click on the desired action button at the bottom of the list:

Cancel Requests: This is an irreversible action; there is no way to ‘un-cancel’ a
request.

Suspend Requests: This action may be performed only if the selected request(s)
are not already suspended or cancelled and is used to stop new granules from
being activated. Active granules in suspended requests will continue through
processing.

Resume Requests: This action may be performed only if the selected requests
are suspended.

Change Priority: To change the priority of an ingest request, select the desired
requests and click on the Change Priority button at the bottom of the list. A
dropdown lists appears to select the new priority.

The Change Priority dialog box (Figure 13.3-11) will appear to enter a reason
for the status change.
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Figure 13.3-11. Change Priority Dialog Box

e Enter the reason for the change in the Reason For Change textbox.
e To cancel this action click on the Cancel button.

e Select the Continue to [Cancel or Resume] button.

e Or, Select the OK button.

Any granule(s) encountering problems during any point in their processing are initially flagged
as “suspended”. They are not failed until the operator explicitly takes an action to fail such
granules. The following actions may be performed on granules that have been initially
suspended:

e Retry selected granules: This applies only to granules that are currently suspended and
retries them from the last known good state of processing.

e Retry from START selected granules: This applies only to granules that are currently
suspended and retries them from the beginning of processing.

e Fail selected granules: This applies only to granules that are currently suspended and
transitions the granule into the failed state, with the status indicating the type of error that
originally caused the suspensions

e Cancel selected granules: This applies to granules that are in the New state, Active state,
or Suspended state and can be cancelled by selecting this icon. If the state is Successful,
Failed or any Terminal state, the granule may not be cancelled. This action manually fails
the granules, marking them ‘canceled.’

13.3.2.4 Changing Suspended Granules Status

1 Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.
e The Monitoring menu is expanded.

2 Click on the Requests Status link in the navigation frame of the DPL Ingest GUI.
e The Ingest Requests page is displayed.
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3 Click on the desired Request ID.
e Request Detail Page displayed for the selected Request ID.

e At the bottom of the Request Detail Page — Granule List (Figure 13.3-12), listed,
are the granules for selected request(s).

) ‘ 5o f'T'_"H‘ .

Granules  Retry Selecte:

Granules From Start  Fail Selected Granules  Cancel Selected Granules

Granule Mo Last
Size e Status
(MB) Change
6144 2 2006-10-27

11:37:562

6148 2 2006-10-27

11:42:17

6148 2 2006-10-27
11:42:02

| DFe‘tI:n Seq Mumber Ingest Gran. ID Data Type “ersion [E7) Status |

[shawhide] 4 10000000008367 MOD29P1D 86 Successful

[ Ishawicle] 3 10000000008366 MOD29P1D 868 Cancelling

[shawhide] i 10000000008354 MOD29P1D 86 XferEn

Error executing the following copy command: fusi/ecsfOPS/CUSTOMMin/DPL/EcDICopyExec
/homedcmshared/PDRS/scripts/TEMP/OP S/ Criteria_1420_MOD_r1 1161963070.11622 RGEN. hdf
/datapool/OPS/user/FS1//temp/ingest/1 4679/10000000003334/ 4096 3, Failed by Operator

[ [showhide] 2 10000000008385 MOD29P1D 86 Resuming

6144 2 2006-10-27
11:42:39

Figure 13.3-12. Request Detail Page — Granule List

e Any granule(s) that encountered problems during any point in their processing are
initially flagged as “suspended”.

4 Click on the checkbox next to the granule you want to change the status.
e A checkmark is displayed.
5 Select one of the following appropriate actions:

e Retry Selected Granules: This applies only to granules that are currently suspended
and will retry them from the last known good state of processing.

e Retry Selected Granules From Start: This applies only to granules that are
currently suspended and will retry them from the beginning of processing.
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e Fail Selected Granules.

— This applies only to granules that are currently suspended and transitions the
granule into the failed state, with the status indicating the type of error that
originally caused the suspensions. Error types are determined by the state granule
is in when failed:

= XferErr - transferring.

= ChecksumErr — checksumming.
= PreprocErr — preprocessing.

=  ArchErr - archiving.

= InsertErr — inserting.

=  PubErr - publishing.

NOTE: Post-failure of granules, an annotation is generated identifying time-
stamp with operator ID and action.

e Cancel Selected Granules: This applies only to granules that are not yet in a
terminal state. It manually fails the granules, marking them *canceled.’

e A selected action is executed and status is updated.

13.3.3 Viewing Historical Requests
When an ingest transaction has been completed, several things happen:

e A notice is automatically sent to the data provider indicating the status of the ingested
data.

e The data provider sends an acknowledgment of that notice.
e Receipt of the acknowledgment is logged by Ingest.
e The Request ID of that ingest request is removed from the list of active requests.

e The DPL Ingest History receives statistics on the completed transaction.
The DPL Ingest Historical Requests provides the following information:

e A summary of ingest requests that have been processed.

e Historical Requests Detail gives detailed information about each completed ingest
request.

e Request Timings provides ingest request processing statistics to include time required to
perform Transfer, Checksum, Preprocess DPL Insert and Archive.

e Granule List provides detailed information about each granule.
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Since the Historical Requests are completed requests, no action can be processed from these

pages.

e The operator can configure the length of time Historical Request Related Configuration
information (Figure 13.3-13) is kept on a page. These historical ingest requests column
descriptions can be modified on the Global Tuning Configuration page by the operator.

13.3.3.1 Viewing Historical Requests

1 Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.
e The Monitoring menu is expanded.
2 Click on the Historical Request link in the navigation frame of the DPL Ingest GUI.

e The Historical Ingest Requests (Figure13.3-13) page is displayed with the following
fields.

Request ID: Unique ID for an ingest request, which displays a request detail
page similare to that for an Active Ingest Request.

Status: Terminal state reached by the request.

Priority: The final priority assigned to the request during processing.
Provider Name: Name of the provider from which the request was obtained.
Size [MB]: Sum of the size of all granules in the request.

No. Granules: Total number of successful granules included in the request.

Ingest Method: Whether the request was processed by “CLASSIC” Ingest, or
the new “DPL” (DataPool Ingest) system.

When Queued: Time the request was encountered by the polling service.
When Proc. Started: Time the request was activated by processing.

When Processing Completed: Time the request reached a terminal state.
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Figure 13.3-13. Historical Ingest Requests Page

3 Click on the Show/Hide Filters button.

e The following filters are displayed.

— Provider (i.e., SHOW ALL, EDOS, ASTER, MODAPS, MISR).

— Request States (i.e., SHOW ALL, Resuming, Successful, Cancelled,
Partially_Cancelled, Failed, Partial_Failure, Terminated).

— Date/Time Range Filter (i.e., SHOW ALL, When Completed, When Queued,

Queued Within 24 Hours, Start Date and Stop Date).

— Data Type (e.g., SHOW ALL, AST_L1B, MOD021KM.003, MISLOCA).
Select the desired Provider (e.g., EDOS) by highlighting the desired provider from the
pull-down window.
5 Select the desired Request State (i.e., SHOW ALL, Resuming, Successful, Cancelled,
Partially_Cancelled, Failed, Partial_Failure, Terminated) by highlighting the desired

request state from the window.

6 Select Date/Time Range Filter (i.e., When Completed, When Queued, Queued
Within 24 Hours, Start Date and Stop Date), by highlighting the desired Date/Time

Range Filter from the pull-down window.
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— If you selected When Completed or When Queued select the appropriate From
Date/Time Range (Month, Day, Year, Hour, Minute) and To Date/Time
range (Month, Day, Year, Hour, Minute).

— Use the 24-hour format to designate the hour (e.g., type 14 to designate 2 p.m.) in
the hour fields.

Select a particular Data Type (e.g., AST_L1B) by highlighting the desired data type
from the pull-down window.
Select the Apply Filter button.

e The Historical Ingest Request page is displayed with the new filters.
e This page shows all of the ingest requests that have been processed. The DPL

database keeps a persistent record of all requests that have undergone ingest
processing and can thus be viewed on this page.

To view the Historical Ingest Request Detail for a given Request ID, click on the
desired Request ID.

e The Historical Ingest Request Detail page (Figure 13.3-14) is displayed.

— The layout of the request detail page for historical requests consist of Request
Info (top section), Request Timings and Status Change History (middle
section) and Granule List (bottom section) and are very similar to the data
contained on the Active Ingest Request page.

— The details on this page pertain to historical data only and can not be changed.
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— Table 13.3-9. Historical Ingest Request Page describes the information on the
Historical Ingest Request Detail page sections:

Table 13.3-9. Historical Ingest Request Detail Page —Field and Column

Descriptions

Field Name: Description
Reques Info
Request ID Unique ID for an ingest request
Status The final state of the request (Table 4.6.1-3 for a list of possible request
states)
Priority The precedence which a request will have for activation and various
processing actions.
Provider Unique name assigned to the provider associated with the polling location
where the request was found
Size Sum of the size of all granules in the request

No. Granules

Total number of granules in the PDR

Ingest Method

Whether the request was processed by Classic Ingest, or the new DataPool
Ingest system

No. Files

Number of files found associated with the granule in the PDR

Field Name:
Request Timings

Description

Time to Xfer

Total seconds of time that passed during all granule transfers

Time to Checksum

Total seconds of time that passed during all granule checksum operations

Time to Preprocess

Total seconds of time that passed during all granule preprocessing operations

Time to Insert

Total seconds of time that passed to insert all granules into AIM

Time to Archive

Total seconds of time that passed to copy all granules into the archive

Field Namle: Description
Granule List
Seq Number The order in which a granule was found in the PDR
Ingest Gran ID Unique Identifier assigned to the granule by the DPL Ingest System
ECS Gran ID Unique Identifier assigned to the granule for insert into AIM
DPL Gran ID Unique Identifier assigned to the granule for registration in the Data Pool
Data Type Data Type found in the PDR describing the granule
Version Version found in the PDR describing the granule
Status Terminal state reached by the granule

Granule Size (MB)

Sum of the size of all files associated with the granule

No. Files

Number of files found associated with the granule in the PDR

Proc. Start

Time of granule activation

Proc. End

Time granule reached a terminal state

Total Proc. Time

Total seconds that lapsed in between granule activation and completion

Time to Checksum

Total seconds that passed during granule checksum across all files

Retry Count

Number of times the granule was retried (or retried from start)
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Figure 13.3-14. Historical Ingest Request Detail Page

13.3.4 Provider Status

The Provider Status link provides access to the status and information about each configured data
provider in the ingest system. This page provides the following:

e List of all configured providers along with general statistics for each provider.
e Provides the status of the provider ( i.e., Active, Suspended by Server, or Suspended by

Operator). This is the only changeable field on this page. From this page a provider can
be Resumed or Suspended.

e Provides individual status for polling locations (e.g., total number of active or suspended
polling location).

e Provides access to detailed provider status that shows individual status of each polling
location associated with a provider. From this page, an individual polling location can be
suspended or resumed accordingly.
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13.3.4.1 Viewing Provider Status

1 Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.
e The Monitoring menu is expanded.
2 Click on the Provider Status link in the navigation frame of the DPL Ingest GUI.
e The Provider Status page (Figure 13.3-15) is displayed with the following fields.

Provider: Provider name configured to identify an External Data Provider.

Status: Whether the provider is active, suspended by server, or suspended by
operator.

Polling Locations: Total number of active polling locations on the provider, or
the number of polling locations that are suspended out of the total number
configured.

Request Queued: Total Number and Volume of requests waiting for activation.

Request In Process: Total Number and VVolume of requests that are active and
not suspended.

Granules Queued: Total number of granules waiting for activation in requests
from the provider.

Granules In Process: Total number of granules waiting for activation in requests
from the provider.
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Figure 13.3-15. Provider Status Page

To view the individual status of each polling location associated with a given provider,

Click on the desired Provider (e.g., ASTER.OSF, JPL, etc.)

The Provider Status Detail page (Figure 13.3-16) is displayed.
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Figure 13.3-16. Provider Status Detail Page

Displayed in the General Status section, information for a given Provider:

Provider: Unique name for that identifies the selected external data provider.
General Status: Identifies status of the provider (i.e., Active or Suspend).

Requests Queued: Total Number and Volume of requests waiting for activation
from the Provider.

Request In Process: Total Number and VVolume of requests that are active and
not suspended from the Provider.

Listed in the Configured Notification Types section, related information.

Status of each notification method (i.e. Email: No, or FTP: Yes).

Listed in the Polling Locations section, related information:
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— Status: Whether the polling location is Active, Suspended by Server, or
Suspended by Operator.

— Source Polling Path: Full path of the directory being polled.
— Host Type: Method being used for polling — Local, FTP, or SCP.
— Host Name: Label assigned to the host on which the polling location is found.

— Host Status: Whether the host where the polling location is found is active or
suspended — Polling location can be suspended, which will not affect the host
state.

— Address: IP Address or DNS name where the polling directory can be found.

A Data Provider may be suspended or resumed from the Provider Status page. Suspending a
Data Provider will stop the activation of Ingest Requests from that Provider, but Ingest Requests
that are already active will be completed. Ingest will also stop polling any of the Polling
Locations associated with that Data Provider. This means that no new Requests from that
suspended Data Provider will be queued except if a polling cycle is in progress, in which case the
polling cycle will be completed.

13.3.4.2 Suspend or Resume Data Providers

1

Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.

e The Monitoring menu is expanded.

Click on the Provider Status link in the navigation frame of the DPL Ingest GUI.
e The Provider Status page is displayed.

Select the desired provider(s) (e.g., ASTER.OSF, JPL, etc.) by clicking in the checkbox
next to the name of the provider.

e A checkmark is displayed.
Select either the Suspend or Resume button located at the bottom of the page.
e You will be prompted for confirmation before the action is carried out.

e If you selected Suspend, the activation of Ingest Requests from that Provider will be
stopped, but Ingest Requests that are already active will be completed. Ingest will
also stop polling any of the Polling Locations associated with that Data Provider.

e If you selected Resume, the activation of Ingest Requests from that Provider will be
resumed.

e The Status field will be updated accordingly when the requested action is completed.
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Polling Locations for a Data Provider may be suspended or resumed from the Provider Status
Detail page. Each Data Provider has a list of associated Polling Locations, which are directories
on SCP, FTP or local Hosts. Polling locations can be suspended or resumed in order to halt or
resume data to be sent through these providers, without impacting the status of the Host on
which that polling location resides.

13.3.4.3 Suspend or Resume Individual Polling Locations

1

Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.

e The Monitoring menu is expanded.

Click on the Provider Status link in the navigation frame of the DPL Ingest GUI.
e The Provider Status page is displayed.

Click on the desired Provider (e.g., ASTER.OSF, JPL, etc.).

e The Provider Status Detail page is displayed.

e At the bottom of the Provider Status Detail, the list of Polling Locations for the
selected Provider displays.

Select the desired Polling Locations to be suspended or resumed by clicking in the
checkbox associated with the Source Polling Path.

e A checkmark is displayed in the checkbox.
Select either the Suspend or Resume button located at the bottom of the page.
e You will be prompted for confirmation before the action is carried out.

e If you selected Suspend, the Polling Path(s) will be stopped but Ingest Requests that
are already active will be completed.

e If you selected Resume, the activation of Ingest Requests from that Polling Location
will be resumed.

e The Status field will be updated accordingly when the requested action is completed.

13.3.5 File System Status

The File System Status page displays the following status information for each of the Archive
File Systems and Data Pool File Systems:

e Name(s) and directory paths for Archive and Data Pool File Systems.

e Provides the statuses of the Archive and Data Pool File Systems (i.e., Active,
Suspended by Operator or Suspended by Server). This is the only changeable
field on this page. From this page Archive and Data Pool File Systems can be
Resumed or Suspended.

e Provides File System space threshold metrics.
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13.3.5.1 Viewing File System Status

1

2

Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.
The Monitoring menu is expanded.
Click on the File System Status link in the navigation frame of the DPL Ingest GUI.

The File System Status page (Figure 13.3-17) is displayed with the following fields
for Data Pool and Archive File Systems:
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Figure 13.3-17. File System Status Page

— Name: Unique name assigned to the file system and the directory which the file
system is located.

— Status: Whether the file system is active, suspended by operator, or suspended

by server.

— Free Space: Space (GB) remaining on the file system.

— Used Space: Percentage of used space and the time this information was last

checked.

— Cache Used Alert Threshold: The percentage of used space in the cache at
which point an alert would be raised. For example, if the threshold was set to
80%, an alert would be raised as soon as more than 80% of the cache was used.
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Neither requests nor file systems would be suspended as a result of reaching this
threshold.

— Cache Used Suspend Threshold (Archive File System only): The percentage of
used space in the cache at which point the Archive File System or Data Pool File
System would be suspended. For example, if the threshold was set to 90%, the
Archive File System would be suspended as soon as more than 90% of the cache
was used.

— Queued Granules: Total granules waiting for activation set to ingest on the file
system and the sum of the size (MB) of those granules.

— Granules Processing: Total granules active set to ingest on the file system and
the sum of the size (MB) of those granules.

Each of these archives (Data Pool File System and Archive File System) can also be suspended
or resumed from the File System Status page. Suspending a File System will prevent the
occurrence of any activity on the selected File System. Conversely, resuming a File System will
allow activity on a File System to resume.

13.3.5.2 Suspend or Resume File Systems

1

Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.

e The Monitoring menu is expanded.

Click on the File System Status link in the navigation frame of the DPL Ingest GUI.
e The File System Status page is displayed.

Click on the checkbox next to the desired Data Pool File System (or Archive File
System).
e A checkmark is displayed in the checkbox.

e Multiple selections may be made.
Select either the Suspend or Resume button located at the bottom of the page.

e You will be prompted for confirmation.
e The page will reload with the status of the selected archives changed.

e The application will not allow the same action to be taken twice on an Archive File
System. For example, an already active status can not be resumed. However, an
Archive File system that was suspended by the server may be manually suspended by
the operator.
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13.3.6 Transfer Host Status

The Transfer Host Status page shows the status of each configured FTP and SCP host, including
the status of Local transfers. The hosts and provider read/write statuses can be suspended or
resumed manually, or by the Data Pool Ingest Service

When an operator suspends a host read/write status, the Data Pool Ingest Service will complete
any ongoing transfers, polling cycles, or notifications with that host, but not start any new ones.
When an operator resumes a host read/write status, this will resume all traffic with that host
whose state was not “suspended by operator”. This includes polling for any previously
suspended polling locations, that is, resuming a host read/write status will resume all Polling
Locations on that host that may have been suspended automatically by the Ingest Service.

13.3.6.1 Viewing Transfer Host Status

1 Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.
e The Monitoring menu is expanded.
2 Click on the Transfer Host Status link in the navigation frame of the DPL Ingest GUI.

e The Transfer Host Status page (Figure 13.3-18) is displays fields for all existing
FTP and SCP Hosts, including Local Host Operations.
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Figure 13.3-18. Transfer Host Status Page

— Host Label: Label assigned to the host on which the polling location is found.
— Address: The IP address or the canonical name and port number of the host.

— Read Status: Whether or not read actions (such as polling location listings) are
active, suspended by operator, or suspended by server on the host.

— Write Status: Whether or not write actions (such as transferring notifications)
are active or suspended on the host.

— Status By Provider:

Provider Name - Name of the provider with a polling location configured
on the host (non-changeable from this page).

Read Status - Whether or not read actions are active or suspended for a
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specific provider (non-changeable from this page).

Write Status - Whether or not write actions are active or suspended for a
specific provider.

Each of the FTP hosts, as well as Local Host Operations, can be suspended or resumed. The
status columns show a green (active) or red (suspended) icon and indicate which operation (read,
write, or both) are suspended.

13.3.6.2 Suspend or Resume Transfer Host

1 Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.

The Monitoring menu is expanded.

2 Click on the Transfer Host Status link in the navigation frame of the DPL Ingest GUI.

The Transfer Host Status page is displayed.

3 Click on the checkbox(es) next to the desired FTP (or SCP) Host.

A checkmark is displayed in the checkbox.

4 Click either the Suspend or Resume button located at the bottom of the page.

You will be prompted for a confirmation.
The page will reload and display status changes of the selected host(s).

Both Read and Write status will suspend as a result of suspending the host, if this
option is executed. Polling stops on these hosts’ transfer polling locations. A
notification to the host(s) is halted until the host is later resumed.

If the status is suspended, the GUI indicates whether it was suspended by an operator
or automatically by the server.

If a PDR is sent through processing with a host configured in the PDR that does not
show up on the GUI, a new host will automatically be added to the list of FTP Hosts
with the name UNDEFHOST _[Provider]_[RequestIiD]. No provider status will be
displayed until the operator manually configures a provider to use that host.

13.3.7 Viewing ECS Service Status

The ECS Service Status page shows the status of each of the various ECS Services. There are
two types of ECS Services:

1. Non-host Services — are services that run on the same host as the Ingest processing
service. These services cannot be suspended or resumed by the operator because every
granule requires these services to be active. If the service is suspended it means there is
an alert open against that service.
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2.

Hosts Used For ECS Services — are servives that can run on any number of hosts that
have been configured for that purpose. Examples are checksumming, archiving, and
transfers. The service on each host is independent of the same type of service on the
other hosts, in that its configuration and status is host specific. For example,
checksumming on one host may be suspended but may be operating just fine on the other.
As a result, the GUI shows the status information for that service separately for each host.

The status columns show a green (active) or red (suspended) icon.

Some services exist only once and run on the host on which they were installed. An
example is the XML Validation Service (XVVU).

— The DPL Ingest GUI shows only one configuration and status entry for each of
those services that do not run on ECS Service host. These services are called
Non-Host Services.

13.3.7.1 Viewing ECS Services Status

1

2

DATA

I 8, : -

Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.

e The Monitoring menu is expanded.
Click on the ECS Service Status link (Figure 13.3-19) of the DPL Ingest GUI.
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Figure 13.3-19. ECS Services Status Page

611-EMD-220




e The ECS Service Status page (Figure 13.3-19) displays the status for all Non-Host
Services:

— XVU: The XML Validation Utility (XVU) is used to validate the incoming
granule metadata files.

Status: Active, Suspended by Server or Suspended by Operater.

— 11U: The Inventory Insert Utility (11U) service is used to insert granule metadata
information into the AIM database

Status: Active, Suspended by Server or Suspended by Operater.

— DPIU: The Data Pool Insert Utility (DPIU) is used to register granule metadata
into the DPL database.

Status: Active, Suspended by Server or Suspended by Operater.

e The Host Used For ECS Services displays the following services that are tied to a
specific host, of which each of the services can be suspended or resumed on that
particular host:

— Checksum (Status: Active, Suspended by Server or Suspended by Operater.)

— File Transfer (Status: Active, Suspended by Server or Suspended by Operater.)
— Archive (Status: Active, Suspended by Server or Suspended by Operater.)

— Insert Copy (Status: Active, Suspended by Server or Suspended by Operater.)

— Insert Checksum (Status: Active, Suspended by Server or Suspended by
Operater.)

Non-Host services are not tied to a particular host. These services can be suspended or resumed
by simply clicking on the button next to the indicated service status.

Suspending a service on a host specific location, will let all service operations of that type that
are currently executing on that host complete, but no new requests for that service will be
dispatched to that host. For example, if the Checksum service is suspended for HOST_A,
ongoing checksumming operations will complete, but then no more checksumming operations
will be dispatched on that host (regardless of the type of checksum involved).

13-41 611-EMD-220



13.3.7.2 Suspend or Resume ECS Service(s)

1 Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.
e The Monitoring menu is expanded.

2 Click the ECS Service Status link of the DPL Ingest GUI.
e The ECS Services page is displayed.

3 In the Non-Host Service, click on the button next to the indicated SDSVR Non-Host
Service status, to Suspend or Resume the SDSVR service.

e The service will respond accordingly.

4 In the Hosts Used For ECS Services, click the checkbox next to the desired Service
Host.

e A checkmark is displayed in the checkbox.

e Multiple selections may be made.
5 Select either the Suspend or Resume button located at the bottom of the page.
e The page will reload with the status of the selected Service Host changed.

13.3.8 Monitoring PDR List

The PDR List page displays the PDR information retrieved from the Ingest database. The PDRs
are listed by Polling Location Name and PDR File Name. Selecting a PDR from the PDR List
allows the operator to re-ingest the data from the selected polling location.
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13.3.8.1 Re-Ingesting a PDR

1

2

3

4

Click on the Monitoring link in the navigation frame of the DPL Ingest GUI.

The Monitoring menu is expanded.

Click on the PDR List link of the DPL Ingest GUI.

Click to re-ingest PDR information
[corresponding to checked PDRs).

DATA POOL INGEST web cu

S
PDR List
PDR Filter Settings
Data Providers: |ASTER -
Apply Filter
5_:;}'|.:]Iv'uli|"|g 4 antr |’€‘b PDR information retrieved

from Ingest database

[ ] Polling Location Name PDR File Name

- aster Criteria_0370_V086_1.PDR
] aster Criteria_0370_V086_2.PDR
] aster MOD14_browse.PDR

I ] BMGT EDFAutormnaticExport. 200302511.200802512 2008037 124004.000017.POR

Ingest Selected PDRS Again

Figure 13.3-20. PDR List Page

The PDR List page (Figure 13.3-20) displays a list of Polling Locations and File

Name for filtered PDRs.

A checkmark is placed in the checkbox.

Select Ingest Selected PDRS Again

The data is re-ingested.

Click the checkbox next to the desired PDR/Polling location name.
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13.4 Interventions & Alerts

The Interventions & Alerts link provides the operator access to Active Ingest Requests with
open interventions. The operator may select any eligible request and perform either a cancel
request(s), resume request(s) or restart actions. Additionally, the Interventions & Alerts link
displays Data Pool System Alerts as they are raised in the DPL database. These warn the
operator when the Ingest Service runs into a problem that it believes is associated with a resource
or service it is using. After raising an alert, the Ingest Service will check in regular intervals
whether the problem has been resolved and clear the alert, if that is the case. An alert may also
be cleared manually once the operator determined that the problem has been resolved. An
operator might do that to avoid waiting until the next auto-retry of the resource. Table 13.4-1
provides an activity Checklist for Interventions & Alerts.

Table 13.4-1. Interventions & Alerts

Order Role Task Section

1 Ingest Technician Viewing Open Intervention Ingest (P)13.4.11
Requests

2 Ingest Technician Changing Request EMail Configuration | (P) 13.4.1.2

3 Ingest Technician Changing Open Interventions Ingest (P)13.4.1.3
Requests

4 Ingest Technician Viewing Open Intervention Detail Page | (P) 13.4.1.4

5 Ingest Technician Changing Suspended Granules Status (P) 13.4.15

6 Ingest Technician Viewing System Alerts (P)13.4.2.1

7 Ingest Technician Changing EMail Recipient Configuration | (P) 13.4.2.2

8 Ingest Technician Viewing Detailed System Alert (P) 13.4.2.3
Information

9 Ingest Technician Clearing An Alert (P)13.4.2.4

13.4.1 Open Intervention

The Interventions & Alerts link provides the operator access to Active Ingest Requests with
open interventions. The operator may select any eligible request and perform one of three

actions:

e Cancel (Active Ingest) Request(s) — This is an irreversible action with no way to ‘un-
cancel’ a request. Processing for this ingest request will be terminated and any granules
that did not complete processing, at this point, will be considered failed. A PAN will be
sent to the provider that will report failed or cancelled granules and the failure reasons.

e Resume (Active Ingest) Request(s) — Used only if the selected requests are suspended
or cancelled — cancelled requests can not be resumed. Resuming a request will resume
processing for all granules that are currently suspended, restarting each from the last
known good state. To disposition individual granules differently, the operator needs to
access the intervention detail page.
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e Restart (Active Ingest) Request(s) — an operator invoked action to re-activate/re-start
eligible granules from their beginning state.

13.4.1.1 Viewing Open Intervention Ingest Requests

1 Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUI.
e The Interventions & Alerts menu is expanded.

2 Click on the Interventions link in the navigation frame of the DPL Ingest GUI.

e The Open Interventions page (Figure 13.4-1) is displayed and contains the following
Open Information Management information for all interventions:

Open Interventions

- This panel shows the
ilter Settings current filter seftings.

Data Provider : —SHOW ALL - he

Intervention Type : —SHOWALL- +
Target Archive : —SHOW ALL- +

[ Save as default settings | HELF

P Click to sort in {4 Jhscanding or (%)

Descending on this column by

Open Intervention Management creation date — faor this session anly.

Showing 0 -0 of 0 [[4<] 7 [ 7 [FF] Page size: 20
o] Request ID Provider Intervention Type Worker é When Created When Acknowledged
a 16505 ACRIM PrepracErr 2007-08-17 12:21:.06 2007-08-17 12:25:62
14918 JPL KferErr

|ﬁ Cancel Requests Resume Requests Restart Requests ||"— Click ta apply adian to "active” requests

Intervention Related Configuration

Parameter Name Parameter Description ; Parameter Value
NOTIF_INTERV_EMAIL_ADDRESS rinteventions and alers | |cmshared@#eil01 hitc.(

m

SEND_INTERVENTION_EMAILS IR MRS 1 AETIO SR T 0 b S I :
f Apply Changes ‘x Cancel Changes i
¥

E Cancel Requests Fesume Requests I

.Plea.sg Enter A Reason For The _Stalus Change: [Cancel]  Tpic poy appear: to capture reason
Auto Refresh EE;;Z; em:z‘j‘i;ﬁ\::w for status change (i.e., “Cancel
OFF i ;
P S e ers Iatai.l Requests” for Request ID 14918).

20=][30= [ 1m]5Sm][ 10m][15m][30m]

L | Continup to Cancel Requests | |
Ly

Figure 13.4-1. Open Interventions Page
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— Request ID.

Unique Data Pool Ingest identifier assigned to the request in intervention.
— Provider.

Name of the provider from which the request was obtained.
— Intervention Type.

Type of error encountered during processing of at least one of the request
granules: (i.e., XferErr, Checksumgrr, PreProcErr, ArchErr, InsertErr,
PubErr, InitErr, Multiple).

— Worker.
Name of a worker assigned to address the intervention.
— When Created.

Time the intervention was generated (which may have been after several
retries after the error was first encountered).

— When Acknowledged.

Time the intervention was first viewed by an operator.
The Intervention Related Configuation fields are as follows and can be changed:
— Parameter Name.

SEND_INTERVENTION _EMAIL. Indicates whether to send an Email
for Intervention.

NOTIFY_INTERV EMAIL_ADDRESS. Email address for sending
operator interventions and alerts.

— Parameter Description.

Indicates whether to send an Email for Intervention.

Email address for sending operator interventions and alerts.
— Parameter Value.

SEND_INTERVENTION _EMAIL. Contains a checkbox to apply or
change this parameter.

NOTIFY_INTERV _EMAIL_ADDRESS. Contains a textbox to enter
an Email address for sending operator interventions and alerts.
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The Interventions & Alerts link provides the operator access to Ingest Requests with open
interventions. The operator may set and/or change the email recipient configuration from within
the Intervention Related Configuration section of the Open Interventions page (Figure 13.4-2).

Intervention Related Configuration

Parameter Name FParameter Description Farameter alue
NOTIF_INTERY EMAIL ADDRESS i

or sending operator interventions and alers crmops_edfi@yahoo.cor

SEND_INTERWENTION_EMAILS

f Apply Changes ‘x Cancel Changes |

Figure 13.4-2. Interventions Related Configuration Section

13.4.1.2 Changing E-Mail Recipient Configuration

1 Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUI.

e The Interventions & Alerts menu is expanded.
2 Click on the Interventions link of the DPL Ingest GUI.
e Displays the Open Interventions page.

3 To set or change the intervention email address parameter: In the Intervention Related
Configuration section, enter an email address in the NOTIFY_INTERV
_EMAIL_ADDRESS Parameter Value textbox (Figure 13.4-2).

4 To set the email address and permit mail notification of Interventions for available
addressee(s): Click on the checkbox next to the SEND_INTERVENTION _EMAIL
Parameter Value column (Figure 13.4-2).

e A checkmark is displayed in the checkbox.

5 Click on Apply Changes button displayed at the bottom of the Intervention Related
Configuration section.

e A confirmation window is displayed. To confirm, click OK.
e The page will reload with the new e-mail address.

e The configured email address(es) will receive notifications for all interventions as
they are opened.

When a request completes its processing, a review is made to determine the status of each
granule. If at least one granule from a request is suspended because it ran into some error, the
entire request is suspended and goes into Operator Intervention Status as Suspended.

From the Open Intervention Ingest Requests an operator can resume suspended requests
regardless of the reason for a failure.
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13.4.1.3 Changing Open Intervention Ingest Requests

1 Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUL.
e The Interventions & Alerts menu is expanded.

2 Click on the Interventions link in the navigation frame of the DPL Ingest GUI.
e Displays the Open Interventions page.

3 In the Open Intervention Management section of the Open Intervention page, click the

checkbox next to the desired Request ID.
e A checkmark is displayed in the checkbox.

e Multiple selections may be made.

4 Select either the Cancel Requests or Resume Requests button located at the bottom of
the page as appropriate.

e Selecting Cancel Requests is an irreversible action. There is no way to ‘un-cancel’ a
request. Processing for this ingest request will be terminated and any granules that
did not complete processing will be considered failed. A PAN will be sent to the
provider that will report the failed granules and the failure reasons.

e Selecting Resume Requests will resume a request if the selected requests are
suspended or not cancelled. Resuming a request will resume processing for all
granules that are currently suspended, restarting each from the last known good state.
To disposition individual granules differently, the operator needs to access the
intervention detail page.

e The page will reload with the status of the selected Request ID changed.

The Open Interventions Detail page allows the operator (who has Ingest Control permissions)
to invoke actions on specific granules that have been intervened. Information related to the
Ingest Request, contained in the Open Intervention page, is displayed at the page top, in the
Intervention Info section of the Open Intervention Detail page. Related granule(s) listing(s) with
detailed information is displayed at the bottom of the page. An Operator Intervention for an
Ingest Request remains open as long as there are suspended granules in the Request. The
operator can take one of several actions to ‘close’ the intervention (i.e., take the request out of
suspension and allow the Ingest Request to be processed normally). Furthermore, any granule(s)
encountering problems during any point in processing are initially flagged as “suspended”. The
following actions can be performed depending on the granule state:

e Fail Selected Granules.

Applicable to granule(s) currently in the suspended state, then will
transition granule(s) into a failed state. This is a permanent action and
cannot be reversed. The type of suspension error the granule originally
encountered will be statused. Errors types are determined by the granules’
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failed state: XferErr (transferring), Checksumerr (checksumming),
PreproErr (preprocessing), ArchErr (archiving), InsertErr (inserting),

e Retry Selected Granules.

Applicable to granule(s) that are currently suspended and retries from the
last known good state of processing (e.g., checksum), at which point an
annotation is added identifying the time, operator and action taken. This is
effective for most cases and requires the least amount of time to reprocess.

e Retry From START Selected Granules.

The granule is retried from the start of processing, no matter where in the
processing chain it failed. An annotation is added identifying the time,
operator and action taken.

e Cancel Selected Granules.

Applicable only to those granules not yet in a terminal state. The granule
is manually cancelled and the operator is expected to re-ingest the granule.

Once all granules issues have been resolved, the Operator Intervention status will automatically
be removed. No explicit action on the part of the operator is required to do this.

If an Operator Intervention is not resolved after being viewed, it will remain in the intervention
list and can be worked on at any time after navigating to a different page or even logging out of
the session.

13.4.1.4 Viewing Open Intervention Detail Page

1 Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUL.
e The Interventions & Alerts menu is expanded.

2 Click on the Interventions link in the navigation frame of the DPL Ingest GUI.

e The Open Interventions page is displayed.
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Click on the specific Request ID.
e The Open Intervention Detail page (Figure 13.4-3) is displayed.

Open Intervention Detail |

Intervention Info J Show e |
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I the Int tion Inf Open Intarvarson; viee desails
C°df'psesf fhe z e*r".le" L When Queued: 2006-10-30 11:53 42
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Figure 13.4-3. Open Interventions Detail Page
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e The following detailed information is displayed in the Open Interventions Detail —
Intervention Info section (Table 13.4-2):

Table 13.4-2. Open Interventions Detail — Intervention Info

Field Name Description
Request ID Unique Data Pool Ingest identifier assigned to the request in
intervention.
Provider Name of the provider from which the request was originated.
Intervention Type Type of error encountered during processing of at least one of the

request granules (if there are multiple error types encountered in a
single request, the type will be “MULTIPLE"). Other types of
errors: XferErr, ChecksumErr, PreProcErr, ArchErr, InsertErr,
PubErr, InitErr.

Worked By Name of a worker assigned to address the intervention.

Status Provides status of a request (i.e. New, Validated, Active,
Partially_Suspemded. Suspended, Cancelling, Resuming,
Successful, Cancelled, Partially_Cancelled, Failed, Partial_Failure
or Terminated).

Size Sum of the size of all granules in tbe request.

Priority The precedence which a request will have for activation and
various processing actions (i.e., XPRESS, VHIGH, HIGH, LOW or
NORMAL).

No. Granules Total Granules included in the request.

Intervention Creation Time the intervention was generated (which may have been after

Date/Time several retries after the error was first encountered).

Intervention Time the intervention was first viewed by an operator.

Acknowledgement

Date/Time

When Queued Time request was queued.

When Processing Time when request processing started.

Started

Operator Notes Displays all notes along with the name of the operator who added
the annotation.

Request Notes Displays Request related annotations by the operator included a
time stamp with OperatorID.

Granule List The section contains the following information for all the granules

associated with this request.
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e The following detailed information is displayed in the Open Interventions Detail —
Granule List section (Table 13.4-3) which provides detailed file information about
each granule:

Table 13.4-3. Open Interventions Detail — Granule List
Field Name Description

File Detail (show/hide) A link that displays/toggles the following details for a Granule:

e Path: Directory identified in the PDR where the file
can be found

¢ Name. Name of file.

e Type: Type of file, as identified by the file
extension (e.g., SCIENCE or METADATA).
e Status: Last action performed on the file or the

most recent, unresolved, error encountered while
processing the file.

Seqg. Number The order in which a granule was found in the PDR.

Ingest Gran. ID Unique Identifier assigned to the granule.

Data Type Data Type found in the PDR describing the granule.

Version Version found in the PDR describing the granule.

Status Current granule status (whether the granule is queued, its stage in
processing, an error status, or its terminal state) and detailed error
information.

Granule Size (MB) Sum of the size of all files associated with the granule.

No. Files Number of files found associated with the granule in the PDR.

Processing Start Time the granule’s processing started.

Processing End Time the granule’s processing ended.

The Open Interventions Detail page is the operator’s link to taking action on specific granules
that have been intervened. The Request information contained in the Open Intervention page is
listed at the top of the page. A list of granule(s) along with detailed information is displayed at
the bottom of the page.

An Operator Intervention remains open as long as there are suspended granules. The operator
can take one of several actions to ‘close’ the intervention (i.e., take the request out of suspension
and allow the Ingest Request to be processed normally):

e The suspended granules can be failed. This is a permanent action and cannot be reversed.
The granule transitions into one of the ingest granule error states that indicates the type of
error the granule encountered.

e The suspended granules can be retried in one of two ways:
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— Retry Selected Granules.

The granule is retried from the last point of processing (For example:
Checksum), at which point it was suspended. This is effective for most
cases and requires the least amount of time to reprocess.

— Retry From Start.

The granule is retried from the start of processing, no matter where in the
processing chain it failed.
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13.4.1.5 Changing Suspended Granules Status

1 Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUL.
e The Interventions & Alerts menu is expanded.

2 Click on the Interventions link in the navigation frame of the DPL Ingest GUI.

e The Open Interventions page is displayed.
3 Click on the specific Request ID.
e The Open Interventions Detail page is displayed.

4 In Granule List section of the Open Intervention Detail page, click on the checkbox next
to the desired Granule ID.

e A checkmark is displayed in the checkbox.

e Multiple selections may be made.

5 Any granule(s) encountering problems during any point in their processing are initially
flagged as “suspended”. To modify, click one of the appropriate buttons:

e Fail Selected Granules.

— Suspended granules can be failed. This is a permanent action and cannot be
reversed. The granule transitions into one of the ingest granule error states that
indicates the type of error the granule encountered.

e Retry Selected Granules.

— This applies only to granules that are currently suspended. The granule is retried
from the last point of. This is effective for most cases and requires the least
amount of time to reprocess.

e Retry Selected Granules From Start.

— This applies only to granules that are currently suspended. The granule is retried
from the start of processing, no matter where in the processing chain it failed.

e Cancel Selected Granules.
— The granule is cancelled.

e Once the suspended granule retry is successful, the system will automatically close
the Operator Intervention.

13.4.2 Viewing System Alerts

The Ingest operator is able to monitor Data Pool System Alerts as they are raised in the Ingest
database. These alerts warn the operator when the Ingest Service runs into a problem that is
believed to be associated with a resource or service being used. Ingest Service checks in regular
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intervals whether the problem has been resolved and clear the alert if that is the case. An alert
may also be cleared manually once the operator determines that the problem has been resolved.

13.4.2.1 Viewing System Alerts

1 If the DPL Ingest GUI Home page is displayed, and an alert has been generated, the
General System Statistics section will contain a link to System Alerts. Clicking on this
link will take you to the Alerts page.

e The Alerts page is displayed.

2 Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUI.

e The Interventions & Alerts menu is expanded.
3 Click on the Alerts link in the navigation frame of the DPL Ingest GUI.

e The Alerts page ( Figure 13.4-4) containing the following Alert Management
information for the Data Pool is displayed:
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-
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Figure 13.4-4. Alerts Page
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— Alert Details.

The Show/Hide link will display expanded detailed alert information to
include Symptom and Solutions of the alert.

— Alert Description.
Basic description of the error that generated the alert.
— Alert Type.
Unique name for the type of error that was encountered.
— Resource.
The name of the resource affected by the alert.
— Resource Type.

The type of resource affected by the alert, such as SCP/FTP Host, Polling
Location or Archive.

— Server Name.
.The name of the server affected by the alert.
— Creation Time.

The time by the alert was generated (which may have recorded after
several retries after the error was first encountered).

e The Alert Related Configuration fields displayed as follows:

— Parameter Name.
ALERT EMAIL_ADDRESS.
SEND_ALERT EMAIL

— Parameter Description.
Email address to which alert emails will be sent.
Indicates whether sending alert emails is active.

— Parameter Value.
Contains a place to enter an email address for sending alerts notification.
Contains a checkbox to select this parameter.

Contains a place to enter an email address for sending operator
interventions and alerts.

In addition to being displayed on this page, alerts can also be sent as email to a specified address.
Use the following procedure to set the email address and permit email notification.
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13.4.4.2 Changing EMail Recipient Configuration

1

Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUL.

e The Interventions & Alerts menu is expanded.
Click on the Alerts link in the navigation frame of the DPL Ingest GUI.
e Displays the Alerts page.

In the Alert Related Configuration section, enter an address in the Parameter Value
field for the ALERT _EMAIL_ADDRESS parameter.
Click on the checkbox in the SEND _ALERTS _EMAIL Parameter Value checkbox.

e A checkmark is displayed in the checkbox.

Click on Apply Changes button displayed at the bottom of the Alert Related
Configuration section.

e The page will reload with the new email address.

The Ingest operator is able to monitor Data Pool System Alerts as they are raised in the DPL
database. Additional details can be viewed by using the Show/Hide button and will include
Symptoms of the alert. If the Resource Type is an archive or file system the Alert Details will
contain Symptoms, Data Provider, Request Status information. These alerts warn the operator
when the Ingest Service runs into a problem that is believed to be associated with a resource or
service it is using. The Ingest Services test in regular intervals whether the problem has been
resolved and if so, automatically clears the alert. An alert may also be cleared manually once the

operator determined that the problem has been resolved.
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13.4.2.3 Viewing Detailed System Alert Information

1 Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUL.

e The Interventions & Alerts menu is expanded.
2 Click on the Alerts link in the navigation frame of the DPL Ingest GUI.
e The Alerts page is displayed.

3 In the Alert Management section of the screen, click on the Show/Hide button to
display the following Detailed Alert information:

e Symptom
— Information about the specific action or item that caused the alert.

e If the Resource Type is an Archive or File System, the following alert details are
displayed:

— Data Providers affected:
List of providers that will be suspended as a result of the alert.
— Number of PDRs.
Total number of PDRs “stuck” in a particular state as a result of the alert.
— Number of granules.
Total number of granules “stuck” as a result of the alert.
— Total amount of data queued.

Sum of the size of the files in the granules that require the file system and
will not be activated while it is suspended.

— Total amount of data processing.

Sum of the size of the files in the granules that require the file system, but
will get “stuck” in an active state as a result of the alert.

An alert may be cleared manually once the operator determines that the problem has been
resolved. In response, the Ingest Service will resume using that resource and all the associated
resources. The Ingest Service may find that it is still unable to use the resource (e.g., still cannot
connect), in which case the alert will be raised again. However, it may be appropriate to
manually clear an alert, e.g., if the operator took steps to manual resolve the reported problem
(restarting an ECS Host) and then expects the Ingest Service to immediately try using that
resource.
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13.4.2.4 Clearing an Alert

1 Click on the Interventions & Alerts link in the navigation frame of the DPL Ingest
GUL.

e The Interventions & Alerts menu is expanded.
2 Click on the Alerts link in the navigation frame of the DPL Ingest GUI.
e The Alerts page is displayed.

3 In Alert Management section of the Alerts page, click on the checkbox next to the
Alert(s) to be cleared.

e A checkmark is displayed in the checkbox.

e Multiple selections may be made.
4 After selecting all alerts to be cleared, click on the Close Alerts button.
e A confirmation prompt is displayed. Select OK or Cancel.

e If you selected OK, the page will be reloaded with the selected alerts no longer
appearing on the list.

13.5 DPL Ingest Configuration
This section contains descriptions of how to modify DPL Ingest configuration values.

The DPL Ingest Configuration pages provide the full-capability operator with a means of
modifying (if necessary) the values assigned to the following types of DPL Ingest configuration
parameters:

e Providers.

e Data Types.

e Transfer Hosts.
e File Systems

e ECS Services

e Global Tuning

e Volume Groups.

e Operators
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Table 13.5-1 provides an activity Checklist for Modifying DPL Ingest Configuration.

Table 13.5-1. Modifying DPL Ingest Configuration

Order Role Task Section
1 Ingest Technician Edit a Data Provider (P)135.1.1
2 Ingest Technician Edit a Polling Location (P) 13.5.1.2
3 Ingest Technician Remove a Data Provider (P) 13.5.1.3
4 Ingest Technician Remove a Polling Location (P)13.5.1.4
5 Ingest Technician Add a Data Provider (P)13.5.1.5
6 Ingest Technician Changing Default Retention Times for (P) 13.5.2.1
Data Types
7 Ingest Technician Changing Data Types Attributes (P)13.5.2.2
8 Ingest Technician Remove FTP or SCPTransfer Host (P)13.5.3.1
9 Ingest Technician Add FTP or SCP Transfer Host (P)13.5.3.2
10 Ingest Technician Edit FTP or SCP Transfer Host (P) 13.5.3.3
11 Ingest Technician Edit Local and Default Host (P) 13.5.3.4
Configuration
12 Ingest Technician Change File System Threshold (P)13.54.1
13 Ingest Technician Remove Checksum Type (P)13.55.1
14 Ingest Technician Add Checksum Type (P) 13.5.5.2
15 Ingest Technician Add an ECS Service Host Type (P) 13.5.5.3
16 Ingest Technician Edit an ECS Service Host Type (P) 13.5.5.4
17 Ingest Technician Change Global Tuning Parameters (P)13.5.6.1
18 Ingest Technician Add a Volume Group For a New (P)13.5.7.1
Versioned Data Type
19 Ingest Technician Add a Volume Group For an Existing (P) 13.5.7.2
Versioned Data Type
20 Ingest Technician Modify Volume Groups (P)13.5.7.3
21 Ingest Technician Modify Operator Permission Settings (P)13.5.8.1
22 Ingest Technician Add Operator Permissions (P) 13.5.8.2
23 Ingest Technician Remove Operator Permission Settings (P) 13.5.8.3

13.5.1 Data Provider Configuration

The Provider Configuration page (Figure 13.5-1) lists all of the Data Providers for the DPL

Ingest System along with the following selected attributes for each Provider:

e Checksum Mandatory.

e 99 Files To Checksun.

e Default Priority.
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e Notification Method.

Thu Feb 1 2007 13:52:43
Provider Configuration
[HELF]
O Provider Checksum Mandatary % Files To Checksum Default Priority Notification Method
[0 AMSR E SIPS ] 100% NORMAL FTP
[ ASTER GDE ] 100% WHIGH EMAIL
[] ASTER OSF i} 100% NORMAL FTP
[] DDIST 100% MORMAL EMAIL
[0 ECSBulkExport = 0% WHIGH EMAIL
[] EDOS ] 100% WHIGH EMAIL
[0 ICESAT ] 100% NORMAL FTP
O JePL E 100% MORMAL FTP
[0 WMODAPS AQUA FPROC [ 100% NORMAL EMAILFTP
[] MODAPS COMBIME FPROC ] 100% MORMAL FTP
[ MODAPS TERRA FPROC ] 100% NORMAL EMAIL
[0 MSIDC DAAC 100% NORMAL EMAIL
[0 S4P00 i 100% NORMAL EMAIL
E Remowve Selected Praviders ‘-l_;y Addl A Provider. ‘
—

Figure 13.5-1. Provider Configuration Page

By clicking on the underscored Provider name, the operator can view/change configuration
parameters for a data provider. Table 13.5-2 contains a list of changeable Data Provider
parameters and their descriptions.

Table 13.5-2. Edit a Data Provider Configuration Parameter Descriptions (1 of 2)

Field Name Entry Description

Name Required Name for an external data provider

ProviderType Required Indicates the type of the provider (such as Polling with DR,
Polling without DR, EDOS)

Checksum Mandatory | Optional Indicates that the Data Provider must provide checksum
information in the PDR.

% Files to Checksum Required Percent of requests to checksum for this provider

Default Priority Required Default priority for ingest requests for this provider
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Table 13.5-2. Edit a Data Provider Configuration Parameter Descriptions (2 of 2)

Field Name Entry Description

Preprocessing Type Required Type of ingest processing to occur (such as SIPS or
DDIST)

Max Active Data Required Maximum total active data volume that will be allocated to

Volume a provider if requests for other providers are pending

Max Active Granules Required Maximum total active granules that will be allocated to a
provider (if requests for other providers are pending)

Transfer Type Required Method used for obtaining files from the external data
provider (local, FTP, or SCP with various cipher types)

Notification Method Required Method for providing notifications to the provider (email,

SCP, FTP, or combination of SCP/FTP and email)
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13.5.1.1 Edit a Data Provider

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.
2 Click on the Providers link in the navigation frame of the DPL Ingest GUI.
e The Provider Configuation page is displayed. (Figure 13.5-1.)

3 Click on the underscored Provider link (under the name column) to be modified.
e The Provider Configuation Detail - Edit a Provider page ( Figure 13.5.2) is
displayed.

e NOTE: Trailing and leading white space will be removed from values entered into

text fields on this page and all related sub-pages.

Provider Type ¥:
Polling with DR
EDOS
Polling without DR

Default Prioriy ¥:
HIGH(220)
| XPRESS(255)

Preprocessing Type ¥:

NONE
DDIST

Transker Type ¥:

-

FTP ifiode w:

| Active
Notification iMethad ¥:

Email Onl
Email And Ft

Edit a Provider

Name; MODAPS _AQUA_FPROC

Provider Type:  Polling with DR ™,
Checksum Mandatory: []

100

% Files to Checksum: = e

Default Priority; VHIGH(235) ~
Preprocessing Type: SIPS
Max Active Data Volume: 3750.000
Max Active Granules: 30 [ hatp ]
Transfer Type: Fip v

help

Read Info

Read Login I jins
Edit Password: []

FTP Mode: Passive

Notification Method:  Email And Ftp |+

E-Mail Info

E-Mail address: cmdevdB@yahoo. com

Write Info

Write Login User I, ins
Edit Password: []

Fath jusi/ecs/OPSICUSTOM dataidplingestiamen®,

Chooge Host: NSIDC

W

Mame [NSIDC

Address: Heild1

Max FTP Operations. 7
Timeout [yes (30s}

Yyrite Info
‘f Apply Changes x Reseat
[Existing Polling Locations
O Mame Addiess Sowce Poltng Path
[ OLA Test LOCAL Tusrfecs/OPSICUSTOM fdataMNS/poll AMSRS
[J pellAMSR Eaild1 Juschecs/OPS/CUSTOM data'dplingestiamsuipolAMSH_E_SIPS

E Remcve Selected Polling Locations | ofs Add A Polling Locaton

Auto Retry: yes (153)

Pollng Fraq
120
120

Figure 13.5-2. Edit a Provider Page
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4 Select the fields to be modified.

e Certain fields are required and must be populated.
5 To apply changes, click the Apply Changes button.

e A Confirmation prompt is displayed. Click OK

e Changes are accepted.

Table 13.5-3 describes the changeable Polling Location fields. The following procedure contains
the steps required to Edit a polling location.

Table 13.5-3. Polling Location Page Field Descriptions

Field Name Entry Description
Parent Provider Not Editable Name of the provider with which this polling location is
associated
Polling Location Name | Required Name used to uniquely identify the polling location
Source Polling Path Required Source Directory where the PDRs are located.
Polling Frequency Required Number of seconds the ingest service will wait between

scanning the polling path for new PDRs (must be greater
than 120 seconds)

DPL Ingest Enabled Optional Indicates whether this polling location is enabled for
ingest via DPL
Polling Method Required Transfer method used for obtaining PDRs from the
polling location (Local Disk. Or Ftp Host)
Host Name Required if using a | Host where the polling directory is found
remote transfer
method
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13.5.1.2 Edit a Polling Location

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the Providers link in the navigation frame of the DPL Ingest GUI.
e The Provider Configuation page is displayed.

3 Click on the Provider to be modidied.
e The Edit a Provider page is displayed (Figure 13.5-2).

Locate the Existing Polling Locations section (at page bottom).
Click the underscored Polling Location name link in the name column.

e The Edit a Polling Location Details page (Figure 13.5-3) is displayed.

o~

Earicti Heast-P, i
Extsting-nostHarameters

Edit a Polling Location I O 2
Parent Provider: AMSR_E_SIPS Mame:|NSIDC
Polling Location Name: OLA_Test e Address:|f42il01
Source Polling Path: Jusriecs/OPS/CUSTOMI/dataNS/pe ; -« Max FTP Operations:|7
Palling Frequency: 120 Timeout:|yes (30s)
DPL Ingest Enabled; [7] Auto Retry-|yes (153)
Polling Method v
Ing FTp HGSI T ‘{ a2 x 2
Host Name. [Define NewHost. | v

New Host Parameters
Label

Address
Max. Operations: 5

Timegut: [v]
Expected Throughput: 3.000
Pad Time: 30

Auto Retry: [7]
Retry Intenal: 120

{ Apply Changes x Reset

Figure 13.5-3. Edit a Polling Location Details Page

6 Update the desired information.
7 Click the Apply Changes button.

e A Confirmation prompt is displayed. Click OK to accept updates.

e Changes are accepted.
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13.5.1.3 Remove a Data Provider

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the Providers link in the navigation frame of the DPL Ingest GUI.
e The Provider Configuation page is displayed.

3 Click on the checkbox next to the Provider to be removed.
e A checkmark is placed in the checkbox.

e Multiple selections are accepted.

At the bottom of the screen, click the Remove Selected Providers button.
A Confirmation screen is displayed. Click OK

e Changes are accepted.

[S2IF N

13.5.1.4 Remove a Polling Location

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the Providers link in the navigation frame of the DPL Ingest GUI.
e The Provider Configuation page is displayed.

3 Click on the Provider name.
e The Edit a Provider Configuation page is displayed.
4 Locate the Existing Polling Locations section (at page bottom).
5 Click on the checkbox next to the polling location name to be removed.

e A checkmark is placed in the checkbox.

e Multiple selections are accepted.

At the bottom of the screen, click the Remove Selected Polling Locations button.
7 A Confirmation screen is displayed. Select OK

e Changes are accepted

(ep]

13.5.1.5 Add a Data Provider

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the Providers link in the navigation frame of the DPL Ingest GUI.
e The Provider Configuation page is displayed.

3 On the Provider Configuration page, click on the Add A Provider button at the bottom
of the existing provider list.
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e The Add a Provider (Figure 13.5-4) page is displayed.

Provider Configuration page, at bottom —
options to Remove or Add a Previder

RFemove Selected Providers |-!-J Add A Provider... ||

: i
Provider Type ¥: Add a Provider MNotification Method:l
Polling with DR s P—
EDOS wastop oo [
Polling without DR T ' Veeloph P
Dafeult Prisrity ¥: . : i i Confirn Wiite Login Password
HIGH(220) Pravider Type:  Pollingwith DR~ |+ S ;::,WH,,. _
.XPRESS%%] Checksum Mandatory: [] —— D
few Host Pararmel e i
% Files to Checksum: D | ro-100] et
Addreas

Default Priarity:  YHIGH(235) b N et
Preprocessing Type ¥:
Freprocessing Type: SIFS v Timean (2] . .
e— . Expected Theoughput 3 000
gggﬁ_ hax Active Data Yalume: 0.000 ME [ help] o— Lokl

i - | i Retry Intorval m
TrantEes Tyne s Max Active Granules: 0 | [help]
Transfer Type:  Local ¥ [heip]
Fip

Scp using F-Secure and no cipher Read Info
Scp using OpenSSH and cipher aes128
Scp using OpenSSH and cipher des

FTP ifode ¥: Read Login Password: :_ | [help]

Read Login ID; | [help]

z Confirm Read Login Passwoard:
Active :

Notitication Method ¥: FTP Mode: Passive

Ftp Only Matification Method:  Email Only w
Email And Ftp
Scp Only

Email And Sc|

E-hail Info
E-Mail address: |

b Add This Provider | 3 Reset

Figure 13.5-4. Add a Provider Page

4 In the Name field enter a unique name for this provider.

e Already existing names will be rejected by the database.
5 Select the Provider Type from the pull-down window.
e Ifyou select...

— EDQOS, Preprocessing Type will become NONE;
— Transfer Type will become FTP;
— Notification method will become FTP Only.

e |[fyou select...

— Polling without DR, a VersionedDataType drop-down list will appear on
the page for operator to select the ESDT this provider will ingest from a
predefined list of polling without DR ESDTs;
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10

11

12

— the Checksum Mandatory checkbox will be unchecked and disabled, the %
Files to Checksum will be set to 0 and disabled;

— the Preprocessing Type will become NONE and
— Notification Method will become NONE.

e These Provider Type options cannot be changed.

If applicable, click the checkbox for Checksum Mandatory;

e If this checkbox is checked, the DPL Ingest System will perform 100% checksum
regardless of the “% of Checksum Files” entered.

e If you would like to checksum at less than 100%o, disable checksum mandatory
and enter the desired percent.

Select one of the following default priorities from the Default Prioity pull-down
window:

e LOW (60), NORMAL (150), HIGH (220), VHIGH (235), XPRESS (255).
Select Preprocessing Type from the pull-down window.
e NONE, SIPS, DDIST

Enter the maximum active data volume in the Max Active Data VVolume field that can be
processed at the same time on this provider.

e The Ingest Service uses the maximum data volume and number of granules to limit
the amount of the work which it will activate for a provider.

e Ingest will activate a new granule for an active ingest request when the amount of
work for the provider that is currently in progress reaches one of the configured
limits.

e New granules will be activated as granules complete and slots are opened up.

Enter the maximum number of granules in the Max Active Granules field that can be
processed at the same time.

e New granules will be activated as granules complete and slots are opened up.

e Note: There are overall limits on the total amount of work in progress, across all
providers, which may further limit how much work is activated.

Select the Transfer Type from the pull-down window.

a. If data transfer will be FTP, the operator must enter Read Info in the area just

below the Transfer Type listbox..

e If this information is not filled out, when a polling location is added, the operator will
not be able to select ftp as the transfer method.

Select FTP Mode (FTP Host only) from the listbox.
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e Active or Passive.

13 Select the Notification Method from the listbox. Depending on your selection, the
appropriate parameter related box(es) will appear (Figure 13.5-4) below the drop-down
list:

e Email Only: enter a valid Email address in the E-Mail Info field.
e FTP only or SCP only: enter the Write Info login information (Write Login User 1D,

Write Login Password, Write Login Password Confirmation, the directory Path and
then Choose Host information.

— Pick an existing, pre-configured FTP host as defined in the FTP Host
Configuration page from the pull-down window: When you select the desired
host, an information box is displayed, showing the host’s login information,
IP address, and other details:

e Local: Enter the local disk directory.

e Email and FTP, or Email and SCP: enter the E-Mail imformation and write login
information (Write Login User ID, Write Login Password and Write Login
Password Confirmation), the directory Path and the Choose Host information.

14 Click the Add This Provider button, at bottom of the Add a Provider page.
Note: Polling locations can not be added until the provider has been added.

e A confirmation screen is displayed. Select OK

e The Provider Configuration page is displayed.
15 Select the new provider just entered.
e Edit a Provider detail page is displayed.

16 At the bottom of the page, click Add a Polling Location button.
Note: The provider will not become active until at least one polling location is added.

e Add a Polling Location page is displayed.
17 Enter a unique name for the Polling Location Name.
e Names that already exist for this polling location will be rejected by the database.
18 Enter the Source Polling Path.
e This is the pathname from which to transfer the PDR files.
19 Enter the Polling Frequency in seconds.
e The minimum value is 120 seconds.
20 Select whether or not this Polling Location is DPL Ingest Enabled.
e A checkmark is placed in the checkbox.
21 Choose the Polling Method from the pull-down list of pre-configured hosts.

13-69 611-EMD-220



e Selecting FTP Host will cause an information box to be displayed, showing the
host’s login information, IP address, and other details.

e Selecting Local Disk will not require additional (the directory path is already
provided at the top of the page).

22 Click the Add Polling Location button at the bottom of the screen.

13.5.2 Data Type Configuration

Any ECS collection is eligible for DPL ingest. ECS collections are added via the DataPool
Maintenance GUI. Using this GUI, the DAAC users is allowed to configure whether to publish
the granules for the collection and/or whether to ignore XML metadata validation warnings
during ingest.

The Data Type Configuration page, Data Types With DPL Ingest Configurations options allows
the DAAC users to change the default attributes. Table 13.5-4 decribes the availble fields on the
Data Type Configuration page.

Table 13.5-4. Data Type Configuration Page Field Descriptions

Field Name Entry Description

Short Name.Version ID Not Editable Data Type identifier. Version number of the data type
(the identifier and version id is separated by a period)

Public In Data Pool Optional Indicates whether or not to “publish data” for this data
type in the public Data Pool following successful Ingest.

Ignore Validation Optional If a granule of a given data type has metadata validation

Warnings warnings, indicates whether or not to send email
notifications and save metadata fie to a holding directory..
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13.5.2.1 Changing Data Types

1 Click the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.
2 Click the Data Types link to display the Data Type Configuation page (Figure 13.5-5).

el Do 20088 15000

Diata Type Configuration

Daka Typos Witk DPL Anges Configurations | oc.e igwCarbaueg Bisron sl Dala Tieas

Shan Mama Varos Pubkc In Data Paot g Valsation Wanenzs
fl LIAE DySna00l -~

L1AE_DyEna 86
CIaE_L2e001
CIag Lon s
[ClaE_Lend oo
[C1AE_Land 002
DPL Ingest { CIAE Land 056

Data Types [CIaE Lanm oo

[ AE_Laned 085
[C1AE_pnCen 01
I AE_taoCen 6
ClaE_ Moz nes

Data Type
configuration

[1AE_Ceean 0l options
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Figure 13.5-5. Data Type Configuration Page

e Displayed, is the last defined Data Type Configurations in the Data Types With
DPL Ingest Configurations section, whose configurations have been altered to
support non-default options. To configure data types in the list:

> Click the checkbox of the desired data type(s).

> Enter new parameters
3 Click on the Apply Changes button to Modify Selected Data Types.
e A Confirmation prompt is displayed. Select OK.
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13.5.2.2 Changing Data Types Attributes

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.
2 Click the Data Types link to display the Data Type Configuation page (Figure 13.5-5).

e The Data Types With DPL Ingest Configurations whose configurations have been
altered to support non-default options displays.

e |f the Data Type you want to change is not listed, select the View/Configure
Additional Data Types link. This will display the list of Data Types without DPL
Ingest Configurations.

Select each Data Type by clicking on the checkbox next to the Short Name Version ID.
4 Scroll to the bottom of the screen until the Modify Selected Data Types or the Configure
selected Data Types section appears.

w

5 Make the desired changes for the following parameters.

— Publish in Public DPL. Indicates whether or not to “publish data” for this data
type in the public Data Pool following successful Ingest. Place a checkmark to
select this option by clicking on the checkbox.

— Ignore Validation warnings. Selection of this parameter will allow ingest to
ignore warnings received from the XML Validation Utility for the selected ESDT.
Place a checkmark to select this option by clicking on the checkbox.

6 Click on the Apply Changes button.
e A Confirmation prompt is displayed. Select OK.

e Parameters for the selected Data Types are change to the new settings.

13.5.3 Transfer Host Configuration

The Transfer Host link allows the operator to manage SCP and FTP hosts for general use in the
Data Pool Ingest system. These hosts can be referenced when defining polling locations or
notification hosts. Table 13.5-5 provides a list of the SCP and FTP related filed descriptors.

In addition, if the host ip-addresses are referenced within PDRs as the source locations for
granule files, DPL Ingest will automatically refer to their definition to obtain time out and retry
parameters.

In cases where a host has not been explicitly defined, the ingest operator will be able to define
default time-out and retry parameters for SCP or FTP hosts. If a request is sent through
processing with a host configured in the PDR that does not show up on the GUI (as a configured
host), a new host will automatically be added to the list of SCP/FTP Hosts with the name
UNDEFHOST _[Provider]_[RequestID]. Default host configuration parameters will be applied
to the new host until the operator chooses to modify them.
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The Transfer Host, Host Configuration page has five working sections that allow the DAAC to
add SCP or FTP hosts names and suitable configurations; ability to edit and/or remove hosts;
change the default parameters for all SCP or FTP hosts including the LOCAL hosts. These

sections are:

e EXxisting FTP Hosts.

e EXxisting SCP Hosts.

e Default FTP Host Configurations.

e Default SCP Host Configurations.

e | ocal Host Configurations.

The SCP or FTP Host related field descriptions are described in the Table 13.5-5:

Table 13.5-5. SCP or FTP Host Page Related Field Descriptions

Field Name Entry Description

Label Required A unique identifier for the host

Address Required An IP address or the canonical name and port (if needed)
of an FTP host

FTP Mode Required For FTP Whether the FTP host will be considered Active or

only Passive. This item does not appear on the form to Add a

SCP Host.

SSH Type/Cipher Required For SCP | The sryptographic cipher this host will use when

only

connecting. This item does not appear on the form to
add a FTP host.

Max Operations Required Total number of operations that can occur,
simultaneously, on the host. If this field is left empty a
default value will be supplied.

Timeout Optional Whether or not to allow a host to timeout if operations of

a particular size take too much time to complete

Expected Throughput

Required if timeout
is flagged

Expected amount of MBs of a granule to be processed
during the configured pad time. If this field is left empty a
default value will be supplied.

Pad Time Required if timeout | Time (in seconds) a configured chunk of data should be
is flagged processed before raising a timeout alert. If this field is left
empty a default value will be supplied.
Auto Retry Optional Whether or not to retry an action that failed or generated

an error on the host

Retry Interval

Required if Auto
Retry is flagged

Time in between retries on the host. If this field is left
empty a default value will be supplied.
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13.5.3.1 Remove FTP or SCP Transfer Hosts

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.

e The Configuration menu is expanded.
2 Click on the Transfer Hosts link in the navigation frame of the DPL Ingest GUI.
e The Host Configuration page (Figure 13.5-6) is displayed.

Host Configuration
.l':xmlng FTP Hosts
[0 Labsl Addreas b FTP Operations Timeon (Expected Throughpat + Pad Time) Furlo Retry Interval
] Hsoc Heill 7 3 000MB/s + 30% 153
|j Hdpidt Hdpidf hitc com 10 3 000MB/s + 305 120s
[ Ml Heil1 hite com 5 3.000MEVs + 30s 1208
[ Remove Setected Hosts | offs Add AFTP Host_ |
Existing SCP Hosts
[ Label Address Max. SCP Operations Timeout [Expected Throughput + Pad Teme) Auto Fatry Intendal
[ Edpind Hdpidt 10 J.000MB/s + 305 155
[ Heiln il 25 3 000MB/s + 308 Mg
[ B0 F4RI01 5 J000ME/s + 35 15s

[ Remove Selected Hosts | s Add ASCP Host

Default FTP Host Configurations

Max: FTP Operations: 5
Timacut (Expected Throughpet + Pad Time): 3.000MB/s + J0s
Aaitn Retry Intenal 120s

Edit

| Default SCP Host Configurations.

Mao:. SCP Operations: 5
Timaout (Expectod Throughput + Pad Teme): 3.000ME's + J0s
Auto Retry Interal 120

| Edit

Local Host Configurations

Max Local Qperaticns: 5
Timeout ([Expected Throughput + Pad Teme): 3 000MB/s + 30s

Aulo Retry Inferal 120s

m
[

Figure 13.5-6. Host Configuration Page

e Displays five related Host Configurations sections.
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3 Click the checkbox next to the host name of the existing FTP or SCP Host(s) to be
removed (multiple selections are accepted).

e A checkmark is plsced in the checkbox.
4 Click on the Remove Selected Hosts button.
e A Confirmation prompt is displayed. Select OK

e The selected hosts are removed.

13.5.3.2 Add an FTP or SCP Transfer Host

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the Transfer Hosts link in the navigation frame of the DPL Ingest GUI.
e The Host Configuration page (Figure 13.5-6) is displayed.

e Displays five related Host Configurations sections.

3 In the Existing FTP Hosts or Existing SCP Hosts sections click on the Add a FTP
Host or Add a SCP Host button.

e The FTP Host Configuration-add a new host (or SCP Host Configuration-add a
new host) screen is (Figure 13.5-7) displayed.

SCP Host Configuration - add a new host I

FTP Host Configuration - add a new host|

Host Parameters

Label
Address
Max. Operations: 5

Timeout: [#]
Expected Throughput: 3.000
Pad Time: 30

Auto Retry: [v] ot
Retry Interval: 120

{ Add This Host x Cancel

Figure 13.5-7. FTP (or SCP) Host Configuration Add a New Host Page

4 Enter a unique name in the Label field.

e Existing names will be rejected by the database.
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Enter the IP Address (e.g., 192.168.2.1) or the DNS (canonical name (e.g., my.ftp.host).
including the Port number (on the same line, separated by a colon) in the Address field.
Enter the Max. Operations parameter.

e This value represents the maximum number of concurrent FTP or SCP operations that
this host may initiate.
Click on the Timeout checkbox (optional field).

e If this checkbox checked, text boxes will be displayed for the Expected Throughput
(in mb/s) and Fixed Overhead (seconds) values: Enter these values.

Click on the Auto Retry flag (optional field).

e If this checkbox checked, a textbox will be displayed to set the Retry Interval value
(the number of minutes to wait between retries of this host if it becomes suspended by
the server. Enter this value.

Select the Add This Host button at the bottom of the screen.
e The new entry will be displayed on the FTP Host Configuration page.

13.5.3.3 Edit an SCP or FTP Transfer Host

Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.
Click on the Transfer Hosts link in the navigation frame of the DPL Ingest GUI.

e The Host Configuration page displays its five related Host Configurations
sections.
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3 In the Existing FTP Hosts or Existing SCP Hosts section, click on the underscored

Label (name) of the desired host.

e The Host Configuartion for [LabelName] page (Figure 13.5-8) is displayed.

& Home
B Monitoring
= Imerventions & Alars
' Configuration
Providers:

DataTypes |
Transier I-{r_:sl;""'.'-
L

.--""."."

g FTP Hosts

Host Configuration

Global Tuning
Valume Groups

] Labal Address

] 10 2

2 a0l

Max. FTP Operations

Timaoul t (Expocted Throoghget + Pad Tima)

3 O00MBIS + 308

Auto Rotry interal

Operators
= Reports

# Hedp

Host Parameters

e

Host Configuration for NSIDC

J Apply Changes x Resat Form

Label: NSIDC

Address. el

Max Operations: 7

Timeout: [#] :
Expecied Thr

oughput: 3.000
Pad Time: 30
Auto Ratry. [¥] .
Redry Interval: 15

Figure 13.5-8. Host Configuration for [LabelName] Page

4 Edit the desired fields, then click the Apply Changes button at the bottom of the page.

e Changes will be implemented.

Local Host configuration parameters are used during any local transfer operations. The
maximum Local operations limit how many local copies will occur concurrently. The timeout
values apply to each individual local copy operation.

Default SCP and FTP Host configuration values are used to fill in default values whenever a new
SCP or FTP host is added, or if a field is left empty when updating an existing SCP or FTP host.
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13.5.3.4 Edit Local and Default [FTP or SCP] Host Configuration

1

4

Click on the Configuration link in the navigation frame of the DPL Ingest GUI.

The Configuration menu is expanded.

Click on the Transfer Hosts link in the navigation frame of the DPL Ingest GUI.

The Host Configuration page is displayed.

Displays five related Host Configurations sections.

In the Default FTP Host Configurations section, the Default SCP Host
Configurations section or Local Host Configurations section, click the Edit button to
display their detail pages.

The Host Configuration Details Page is displayed (Figure 13.5-9).

Host Configuration for SCPDEFAULT'

Host Configuration for FTPDEFAULT I

Host Parameters

Label: FTRDEFAULT

Address: FTPDEFAULT

Max. Operations: 5

Timeout: gt o Trnad
Expected Throughput: 3.000
Pad Time: 30

AU RETY: [F1) <rasie suioratie iy shen Host s suspandes |
Retry Interval: {120 saconds

f Apply Changes ‘x ResetForm

LOCAL Host Configurations

Comparisans:
The §EPDefault ond
FTPDefelt host

Max. Operations: 5

parameters information s
Timeout: [¥]; enabie host timeout
Expected Throughput: 3.000
Pad Time: 30

displays the same
fields. The LOGAL host
configurations has no
Label ar [P Address
data requirements
Auta Retry” [V]; cnsaie sutomatic retry when Host is suspendes |

Retry Interval: 120 seconds

Figure 13.5-9. Host Configuartion Details Page

FTP and SCP Hosts details display is similar.
The LOCAL Host Configuration page is displayed with varing information.

Edit the desired fields, then click the Apply Changes button at the bottom of the screen.

Changes will be implemented.
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13.5.4 File System Configuration

The File System Configuration page allows the operator to configure warning and suspension
thresholds for any configured Archive or Data Pool File Systems. This page displays related
information for both file systems, as illustrated in Figure 13.5-10:

File System Configuration

| HELP

XMLArchive /stomextamailtiles

Cache ing Th

The e of cache used which will trigger an aperstor alert

Cache Full Threshold

The parcentage of cache used which will trigger #n operator alen snd Jusgend the Archive File Syitenn

Cache Waming Low Watermark

The percentage of cache Lned thatwill chear the Archive Cache Waining Alen

Cache Full Low W The ge of cache Lsed that will cleas the Archive Cache Full Alert D {peccent]
Amis1 jstomestiamst/
i - S i

Cache Full Thraghold

The percantage of cache used which will rigger an opesator alen snd suspend the Archive File Systemn

Cache Waming Low Watermark ~ The percantage of sicha Lied that will ches the Archive Cacha Waining Alen G [paccant
Cache Full Low W: h The of cacha Usad that will chen the Archive Cache Full Alert ﬁ fperoent]
Browfs stomextbrovds/

i B - o e | —

Cache Full Threshold

The percmntage of cachs Lsed which will irigger an operstor slert Bnd suspend the Archive File System

Cache Waming Low Watermark

The petcantsge of cecha Used that will chaar the Archive Cacha Wasning Alen

Cache Full Low Wat ke The of cacha Used et will chear the Archive Cachae Full Alen gs:l (percant}
[ r——
Cache Warmning Threshald The tage of cacha Lnad which will sriggar an operator slart m {petcant]

Cache Full Threshold

The percantage of cache uaed which will irigger an operator alart and suslpend the Archive File Sysierm

Cache Waming Low Watermark

The parcentage of cache used that will dear the Archive Cache Waming Alerd

The of cache used that will cear the Archive Cache Full Alert

Cache Full Low W: +

1 Update x Raaml

[HELP]

DataPool File System

Warning Threshold

The parcentsge of cache wsed which will rigger an cparator alert E fpercent]

Warning Low Watermark

The percentags of cache used thai will dear ihe File Sysiem Waming Alert E1 Ipercent]

1 Update g Reset

Figure 13.5-10. File System Configuration
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The File System Configuration page display information is defined in the Table 13.5-6 for all
fields shown on its page for the Archive and Data Pool File Systems:

Table 13.5-6. File Systems Configuration Page — Field Descriptions

Field Name — Archive Entry Description
File System

Cache Warning Required The percentage of cache used which will trigger an

Threshold operator alert. This must be below the Cache Full
Threshold and above the Cache Warning Low
Watermark.

Cache Full Threshold Required The percentage of cache used which will trigger an
operator alert and suspend the Archive File System. This
must be above the other threshold and watermarks.

Cache Warning Low Required The percentage of cache used that will clear the Archive

Watermark Cache Warning Alert. This must be below the Cache
Warning Threshold and the Cache Full Low Watermark.

Cache Full Low Required The percentage of cache used that will clear the Archive

Watermark Cache Full Alert. This must be below the other watermark
and thresholds.

Warning Threshold Required Warning Threshold the percentageof cache used which
will trigger an operator alert.

Warning Low Required The percentage of cache used that will clear the File

Watermark

System Warning Alert.

13.5.4.1 Change File System Threshold

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the File Systems link in the navigation frame of the DPL Ingest GUI.
e The File System Configuration page (Figure 13.5-10) is displayed.

3 Enter the desired changes in the configurable fields.

e The change appears in the field.

4 Click the Update button at the bottom of the page.
e The change is accepted.
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13.5.5 ECS Service Configuration

The operator can perform several activities from the ECS Services Configuration page (Figure
13.5-11):

e can configure parameters of ECS services (Tables 13.5-7 and 13.5-8), on a specific-
host basis;

e can be set a default checksum type and algorithm for use by the checksumming
service hosts;

NOTE: The initial ECS Services Configuration page (Figure 13.5-11) is a listing (view) only
page. Modifications cannot be made from this page. The list shows which services are enabled
for each host.

ECS Services Configuration

Checksum Types And Algorithms [ Hee

O Type Algorithm Default Default
[0 CKsuM fusribin/ckaum ® ———PF checksumming
O Mos JustecsiOPSICUSTOMBINCOMismdSsum o FERALE

E Remove o _ﬂsﬂ_ { Update x Resel

| New Checksum Type Information;

Add Chacksum — i @
-
Type

Hosts Used For ECS Services

Max Inzen Max Insan
1 Name  Address Comments Checksum F"ﬁ_‘"_’"ﬂe' SCP ,'e“_'_mw_ Checksum Oparatians Copy Operations:
v L 1 hry i
[] Heilll  Heil0t  Extornal interface = B i B @
[ M4m0t Hm01 External Interface = = 5] [ = [ i}
+«—
[] #heidl  theidt . = i | 5| = 12
[ Homill Homl0i B o = i
[ Hspidl  Hspidl "
fgpilt 7] = = & -— = IH
[ Remove Salacted Hosts | offs Add ECS Senvica Host &
T Avgilable number
ey e p— - of ECS sarvice slots
The page at hitp:AfAdpI0T _hite com: 25010 says: %
D WARRNING: THIS SHOULD QKLY BE DORE IF THE SERVER [5 DOUR! Are you suns youwant Eo ‘
5 pemove the selacted ECS Serice hosts? |
(=) (oot |

Figure 13.5-11. ECS Services Configuration Page
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The ECS Services Configuration page contains the following two sections:

1. Checksum Types and Algorithm. The operator can add, edit, and delete checksum
types and their specific algorithms, and specify if the checksum type will be used as the

default type.

2. Host Used For ECS Services. The operator can view and configure the attributes of the
ECS Service host and can configure each of the services that run on that host.

Table 13.5-7 provides a detailed description of the Host Used for ECS Services:

Table 13.5-7. ECS Services Configuration Field Description

Field Name Entry Description

Name n/a The unique name given for this ECS Service Host

Address n/a The IP address or DNS name and port of the host

Comments n/a Any descriptive comment text given for this host.

Checksum n/a Each of these ECS Services is indicated as enabled

File Transfer n/a (green checkmark) or disabled (red x) for each host. The

SCP n/a number associated with each indicator represents the

Archive nla number of available service slots.

Max. Insert Checksum Operations | n/a The maximum number of Insert Checksum Operations
that will be performed by this host (checksum performed
before archiving)

Max. Insert Copy Operations n/a The maximum Insert Copy operations that will be

performed by this host.

NOTE: Unlabeded Number (below services indicator) Is the available number of ECS Service slots

allocated to each host.
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The ECS Services Configuration page allows the Full-Capability Operator the ability to
configure other attributes of the ECS Service Hosts from the ECS Service Configuration: Add
Service Host details page (Figure 13.5-12). Table 13.5-8 provides a detailed description of the
Add Service Host details page.

ECS Service Configuration: Add Service Host

Glohal Parameters

Lahel:
Address:
Port: number

Auto Retry: []
Comments|

Checksum

Enable this serice [

Max. Concurrent Checksum Operations: 1 number
Expected throughput: MBS [ halp |
Checksum Timeout Pad Time: | seconds [help ]

File Transfer

Enable this serice []
Enable SCP
Max. Concurrent File Transfers: 1 number [help]

Archiving

Enahle this service []

MWax. Cancurrent Archive Operations: |1 number [help ]
Expected Throughput: MEFS [help]
Archive Timeout Pad Time: seconds [help |
Insert Checksum
Mazx. Concurrent Insert Checksum Operations: 1 number [help ]
Insert Copy
Max. Caoncurrent Insert Copy Cperations: |1 number [help]
Expected Throughput: | MBYS [ help ]
Insert Copy Timeout Pad Time: seconds [ help ]

f Add This Service Host | x Cancel |

Figure 13.5-12. ECS Services Configuration: Add Service Host Page
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Table 13.5-8. ECS Services Configuration: Add Service Host - Field Descriptions

(1 of 2)
Field Name ‘ Entry Description

Global Parameters

Label Required A unique name for the ECS Service host,
preferably based on the actual host name.

Address Required The IP address (e.g., 127.5.2.88) or canonical
name (e.g., f4eil01.hitc.com) of the host.

Port Required The port number associated with this service.
Hint: the port can be determined by looking at the
Quickserver’s configuration file.

Auto Retry Optional Whether or not to automatically retry processing
of actions for all services enabled on this host.

Comment Optional The description of the host and its services.

Checksum

Enable this service Optional Whether or not to use this service.

Max. Concurrent Checksum Required if The maximum number of concurrent checksum

Operations enabled operations that may be performed on this host at
any one time.

Expected Throughput Required if The expected data throughput for checksum

enabled operations. This is to identify stuck operations,

Checksum Timeout Pad Time Required if The additional delay for a checksum operation

enabled before it is considered timed-out.

File Transfer

Enable this service Optional Whether or not to use this service.

Enable SCP Optional Whether or not to use SCP as the file transfer
method. This service takes effect only if “Enable
this service” is checked.

Max. Concurrent File Transfers Required if The maximum number of concurrent file transfers

enabled that may be executed on this host.

Archiving

Enable this service Optional Whether or not to use this service.

Max. Concurrent Archive Operations | Required if The maximum number of concurrent archive

enabled operations that may be executed on this host.

Expected Throughput Required if The expected data throughput for archive

enabled operations. This is to identify stuck operations.

Archive Timeout Pad Time Required if The additional delay for an archive operation

enabled before it is considered timed-out.

Insert Checksum

Max. Concurrent Insert Checksum Optional The maximum number of concurrent Insert

Operations: Checksum operations that may be executed on
this host.
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Table 13.5-8. ECS Services Configuration: Add Service Host - Field Descriptions

(2 of 2)
Field Name ‘ Entry | Description
Insert Copy
Max. Concurrent Insert Copy Required The maximum number of concurrent Insert Copy
Operations operations that may be executed on this host.
Expected Throughput Required The expected data throughput for Insert Copy
operations. This is to identify stuck operations.
Insert Timeout Pad Time Required The additional delay for an Insert Copy operation
before it is considered timed-out.

13.5.5.1 Remove Checksum Type

1

Click on the Configuration link of the DPL Ingest GUI.

e The Configuration menu is expanded.

Click on the ECS Services link.

e The ECS Services Configuration page is displayed (Figure 13.5-11).

e The ECS Services Configuration page is a view only page. Individual settings
cannot be entered using this initial page view.

In the Checksum Types And Algorithms section, click the checkbox next to the
checksum type to be removed (multiple selections are accepted).

e A checkmark appears in the checkbox.
Click on the Remove button.

e A Confirmation prompt is displayed. Click OK.

e The selected checksum(s) is removed.

13.5.5.2 Add Checksum Type

1
2

Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
Click on the ECS Services link of the Configuration menu.

e The ECS Services Configuration page is displayed.
In the Checksum Types And Algorithms section, click on the Add button.

e The New Checksum Type Information screen (and its two input boxes) is displayed
in the white space portion of the Checksum Types And Algorithms section.

In the New Checksum Type Information section, click in the in the input box next to
Type. Enter the Checksum Type information.
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e The checksum type entered will be displayed in the Type field.

In the New Checksum Type Information section, click in the input box next to
Algorithm. Enter the Algorithm information.

e The Algorithm entered will be displayed in the Algorithm field.

Click on the ok button.

e The new checksum type and algorithm will be added to the ECS Services
Configuration page.

In the Checksum Types And Algorithms section of ECS Services Configuration page,
review the default setting for the checksum. If the setting is not what you want, click on
the desired Checksum Default button.

e The desired default Checksum Types and Algorithms will be selected.

13.5.5.3 Add an ECS Service Host Type

1

Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

Click on the ECS Services link in the navigation frame of the DPL Ingest GUI.
e The ECS Services Configuration page is displayed.

In the Hosts Used For ECS Services, Click on the Add ECS Service Host button.
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4

e The ECS Services Configuration: Add Service Host page (Figure 13.5-13 is

displayed).
ECS Service Configuration: Add Service Host

Glohal Parameters

Label
Address
Port: numbet
Auto Retry: []

Comments|

Checksum

Enable this semvice []
Max. Concurrent Checksum Operations: 1
Expected throughput:

Checksum Timeout Pad Time:

File Transfer

Enable this service []
Enable SCP
Max. Concurrent File Transfers: 1 number [help]

Archiving

Enable this service []

hax. Concurrent Archive Operations: 1 number [ help]
Expected Throughput. MBS [ help]
Archive Timeout Pad Time: | [ ety
Insert Checksum
Mas. Concurrent Insert Checksum Operations: 1 number [help]
Insert Copy
Max. Concurrent Insert Copy Operations: |1 number [ help |
Expected Throughput: MBS [help ]
Ingert Copy Timeout Pad Time: seconds [ help ]

f Add This Service Host | x Cancel ‘

Figure 13.5-13. ECS Services Configuartion: Add Service Host Page

In the Global Parameters section, perform the following to enter the server parameters:
e Click in the Label textbox. Enter a unique name for the ECS Service host.

e EXxisting names will be rejected by the database.
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e Click in the Address textbox. Enter the IP Address (or the name) of the ECS
Service host.

e Click in the Port textbox. Enter the port number associated with the service ECS
Service host.

e The port can be determind by looking at the quickserver’s configuration file.

e Click the Auto Retry (optional) checkbox. A checkmark displays

e All services enabled will automatically retry processing in the event of failure.

e Click in the Comments (optional) textbox. Enter a description of the host and its
services.

In the Checksum section, perform the following configurations:

e Click the checkbox next to the Enable this service (optional) label. A checkmark
displays.

e If Checksum is enabled, complete the next steps, otherwise, go to step 6.

e Click in the Max. Concurrent Checksum Operations textbox. Enter the maximum
number of checksum operations that may be performed on this host at any one time.

e Click in the Expected Throughput textbox. Enter the expected data throughput (MBs)
for checksum operations. This will help to identify stuck operations.

e Click in the Checksum Timeout Pad Time field. Enter additional delay time for a
checksum operation before it is considered timed-out.

In the File Transfer section, perform the following configurations:

e Click in the checkbox next to the Enable this service (optional) label. A checkmark
displays.

e If File Transfer is enabled, complete the next steps, otherwise, go to step 7.

e Click in the checkbox next to the Enable SCP label. A checkmark displays.

e Click in the Max. Concurrent File Transfers field. Enter the maximum number of
concurrent file transfers that may be executed on this host at any one time.

In the Archiving section, perform the following configurations:

e Click in the checkbox next to the Enable this service (optional) label. A checkmark
displays.

e If Archiving is enabled, complete the next steps, otherwise, go to step 23.

e Click in the Max. Concurrent Archive Operations field. Enter the maximum number
of archive operations that may be performed on this host at any one time.

e Click in the Expected Throughput field. Enter the expected data throughput (MBSs)
for archive operations. This will help to identify stuck operations.
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e Click in the Archive Timeout Pad Time field. Enter additional delay time for an
archive operation before it is considered timed-out.
8 In the Insert Checksum section, perform the following configurations:

e Click in the Max. Concurrent Insert Checksum Operations field and enter the
maximum number of concurrent checksum operations that may be executed on
this host at any one time.

9 In the Insert Copy section, perform the following configurations:

e Click in the Max. Concurrent Insert Copy Operations field. Enter the maximum
number of concurrent Insert Copy Operations that may be performed on this host at
any one time.

e Click in the Expected Throughput field. Enter the expected data throughput (MBs)
for Insert Copy operations. This will help to identify stuck operations.

e Click in the Insert Copy Timeout Pad Time field. Enter additional delay time for an
Insert Copy operation before it is considered timed-out.

10 Select the Add This Service Host button at the bottom of the page.
e A Confirmation prompt is displayed. Select OK.

e The new entry will be displayed on the ECS Service Configuration page.

13.5.5.4 Edit an ECS Service Host Type

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the ECS Services link in the navigation frame of the DPL Ingest GUI.
e The ECS Services Configuration page is displayed.

3 In the Hosts Used For ECS Services, click on the name of the ECS Service Host to be
edited.

e The ECS Services Configuration: Service Host Detail [Name] page is displayed.

e Any or all parameters listed on the ECS Services Configuration: Service Host
Detail [Name] page can be edited from this page..

In the Global Parameters section, enter the desired changes.
In the Checksum section, enter the desired changes.

In the File Transfer section, enter the desired changes.
In the Archiving section, enter the desired changes.

In the Insert Checksum section, enter the desired changes.

© 00 N o O b

In the Insert Copy section enter the desired changes.
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10 Select the Apply Changes button at the bottom of the page.
e A Confirmation prompt is displayed. Select OK to implement changes.

13.5.6 Global Tuning Configuration

The Global Tuning link allows the operator to configure the Parameter Name and Value of the
global tuning parameters in the Data Pool Ingest database. The parameters are listed along with
their descriptions in Table 13.5-9.

There are three sections of the Global Tuning page. The first section titled Global Admin
Tuning Parameters, consists of tuning parameters that can be edited by an operator with Ingest
Admin Tuning privileges. The second section titled Global Tuning Parameter Configuration
requires Tuning privileges. The third section titled Database Connection Configuration requires
Tuning privileges. If the logged in operator does not have permission to edit a section, the fields
and buttons for that section will be disabled.

Dynamic parameters are those that are applied to the Ingest Service without having to restart the
Ingest Service. The Ingest Service will automatically apply these parameters within 1 minute of
having been set in the database. Static parameters are those that require the Ingest Service to be
restarted.
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Table 13.5-9. Global Tuning Parameter Descriptions (1 of 4)

Parameter Name Dynamic/ Description
Static

Global Admin Tuning Parameters:

ARCHIVE_CACHE_CHECK_INTERVAL Dynamic Number of seconds between
checks on archive cache.

DAYS TO_KEEP_COMPLETED_NOTIFICATIONS | Dynamic Number of days to keep
completed natifications in
InNotification table

DEFAULT _ALERT _RETRY_SECS Dynamic Default number of seconds to
wait in between retrying a
situation that caused a
suspensio n

ENABLE_NOTIFICATION_PERFORMANCE_LOG Dynamic Indicates whether notification
performance log has been
enabled

ENABLE_POLLING_PERFORMANCE_LOG Dynamic Indicates whether polling
performance log has been
enabled

ENABLE_PROCESSING_PERFORMANCE_LOG Dynamic Indicates whether processing
performance log has been
enabled

FAIL_MULTIPLE_LINKAGE_PH_GRANULE Dynamic Indicate whether to fail PH
granules with linkage error due
to multiple science granules
referenced by a single local

granule id.

GET_DPL_SPACE_MINS Dynamic Number of minutes to wait in
between refreshing DPL free
space info

MAX_NUM_FILES IN_VOLUME_GROUP Dynamic Maximum number of files in a
volume group

MAX_ RETRY_CHECKSUM_VERIFY Dynamic Maximum number of allowable

retries for a checksum
verification error

MINS_TO_KEEP_COMPLETED_REQS Dynamic Number of minutes before a
completed request qualifies for
archival

MONTHS _TO_KEEP_HIST_STATS ALERTS Dynamic The retention time in months for

keeping historic information for
requests, alerts and throughput
statistics

NUM_RETRIES_UR_ERROR Dynamic Number of times to retry UR
Translation due to an error
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Table 13.5-9. Global Tuning Parameter Descriptions (2 of 4)

Parameter Name

Dynamic/
Static

Description

RETRY_SECS_UR_ERROR

Dynamic

Number of seconds to wait in
between retrying UR Translation
on error

VOLUME_GROUP_MONITOR_INTERVAL

Dynamic

Time interval in hous for
processing server to monitor
volume group changes

Global Tuning Parameter Configuration:

CUSTOM_DATA_LOG_FULL_THRESHOLD

Dynamic

The percentage of space used
which will trigger an operator
warning alert on CUSTOM data
log directory

DEFAULT_NUM_RETRIES

Dynamic

Default number of retries for an
error condition where no error-
specific number exists

DEFAULT_RETRY_INTERVAL

Dynamic

Default retry interval (seconds)
where no error-specific interval
exists

EDOS_SUCCESSFUL_PAN_DIR

Dynamic

EDOS directory in which
successful PANs are to be
stored

FAILED_CHECKSUM_HOLDING_DIR

Dynamic

Location of files that failed
checksum verification. This
directory needs to be monitored
and when necessary, cleaned

up.

IGNORE_ARCHIVE_ALERT

Dynamic

Still activate requests
independent of archive status.

IGNORE_DPL_FS_DOWN

Dynamic

Indicates whether or not we
activate requests that use a
suspended file system

IU_TIMEOUT_VALUE

Dynamic

The amount of time the server
will wait for a request to IIU
before assuming the request is
lost

MAX_CONCURRENT_PREPROCESS

Dynamic

Maximum number of concurrent
preprocessing operations

MAX_CONCUR_DPL_INSERT

Static

Maximum number of allowed
concurrent DPL Insert processes
for Ingest

MAX_CONCUR_IIlU_PROCESSES

Dynamic

Maximum number of allowed
concurrent IIU processes for
Ingest

MAX_CONCUR_PDR_VALIDATIONS

Dynamic

Maximum number of allowed
concurrent PDR validations for
Ingest
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Table 13.5-9. Global Tuning Parameter Descriptions (3 of 4)

Parameter Name

Dynamic/
Static

Description

MAX_CONCUR_SCP_OPS

Dynamic

Max number of concurrent SCP
ops

MAX_CONCUR_XVU_PROCESSES

Dynamic

Maximum number of allowed
concurrent XVU processes for
Ingest

MAX_CONSEC_FS_ERRORS

Dynamic

Maximum number of permissible
file system access errors for
different granules prior to raising
an alert

MAX_CONSEC_XFER_ERRORS

Dynamic

Maximum number of permissible
transfer errors for different files
(including PAN/PDRD) prior to
raising an alert

MAX_CONSEC_XFER_ERRORS_PDR

Dynamic

Maximum number of permissible
PDR transfer errors for different
files prior to raising an alert

MAX_GRANS_WITH_SERV_ERR

Dynamic

Maximum of allowable number
of the same type of error for an
ECS service for different
granules prior to raising an alert
for that ECS Service

PROCESSING_MAX_GRANS

Dynamic

Maximum number of granules
that can be in processing at
once

PROCESSING_MAX_VOLUME

Dynamic

Maximum amount of data in MB
that can be in processing at
once

SMTP_HOST

Dynamic

Host on which the SMTP server
resides

THROUGHPUT_STATS_INTERVAL

Dynamic

Number of minutes at which
throughput statistics will be
recorded

VALIDATION_WARNINGS_DIR

Dynamic

Directory where we will store
metadata files for granules which
had validation warnings returned
by the XVU. This directory
needs to be monitored and when
necessary, cleaned up. Note:the
directory is not automatically
cleaned up it must be
maintained manually.

VALIDATION_WARNINGS_EMAIL

Dynamic

Comma separated list of email
addresses to send granule
validation warnings to.
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Table 13.5-9. Global Tuning Parameter Descriptions (4 of 4)

Parameter Name Dynamic/ Description
Static

XVU_TIMEOUT_VALUE Dynamic The amount of time the server
will wait for a request to XVU
before assuming the request is
lost

Database Connection Configuration

MAX_AIM_DB_CONN Dynamic Maximum database connection
pool size for AIM DB

MAX_DPL_DB_CONN Dynamic Maximum database connection
pool size for DPL DB

MAX_INGEST_DB_CONN Dynamic Maximum database connection
pool size for Ingest DB

MAX_SSS DB_CONN Dynamic Maximum database connection
pool size for SSS DB

MIN_AIM_DB_CONN Dynamic Minimum database connection
pool size for AIM DB

MIN_DPL_DB_CONN Dynamic Minimum database connection
pool size for DPL DB

MIN_INGEST_DB_CONN Dynamic Minimum database connection
pool size for Ingest DB

MIN_SSS_DB_CONN Dynamic Minimum database connection
pool size for SSS DB
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13.5.6.1 Change Global Tuning Parameters
1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.

e The Configuration menu is expanded.
2 Click on the Global Tuning link in the navigation frame of the DPL Ingest GUI.

e The Global Tuning page is displayed (Figure 3.5-14).
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Figure 13.5-14. Global Tuning Page

Note: Operator must have Ingest Admin or Tuning privileges to make changes on this page.
e The Global Tuning is page divided into the following three sections:

1. Global Admin Tuning Parameter Configuration.
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2. Global Tuning Parameter Configuration.
3. Database Connection Configuration.
3 Click in the Value field and enter the desired change for the selected parameter.

e The change is diaplayed as entered.
4 Click on the Apply Changes button found in each section.
e A Confirmation prompt is displayed. Select OK to apply changes.

NOTE: The directories for Failed_Checksum_Holding_DIR and Validation_Warning_DIR
need to be routinely monitored. These directories require a manual cleanup.

13.5.7 Configure Volume Groups

The Volume Group configuration in the DPL Ingest GUI was developed to duplicate the
functionality in the decommissioned STMGT GUI tab with minor refinements and
enhancements. The Volume Groups Configuration page (Figure 13.5-15) displays the list of
currently configured volume groups. This alphabetical listing is displayed on one scrollable-page
by Data Type Shortname. You can search for a desired data type by using the browser’s built-in
search function.
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Figure 13.5-15. Volume Groups Configuration (listing page)

The Volume Groups Configuration page is divided into three distinct columns that provide
important information about a particular Volume Group:

1. Volume Group Name.
2. Path.
3. Selection Date.

The bottom of the Volume Groups Configuration page has buttons to add a new volume group
or to modify existing volume groups.

Table 13.5-10 contains a description of the fields contained on the Volume Groups
Configuration page (Figure 13.5-15).
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Table 13.5-10. Volume Groups Configuration Page Field Descriptions

Field Name Entry Description

Volume Group Name System The name of the Volume Group based on a Data Type
Generated shortname with version identifier.

Path System The fully qualified UNIX path to where data is stored for the
Generated specified data type.

Selection Date System Non-NULL selection date defined for the ESDT version of
Generated which there are two volume group history sets defined for

forward processing and reprocessing data respectively.
New Volume Group Path | Operator A hidden field that is displayed when the operator clicks

“Modify Selected Volume Groups” button.

An authorized Ingest Admin is authorized to add a Volume Group for a new Data Type version
or add a Volume Group to an existing Data Type version. When adding a Volume Group for a

new Data Type, the following rules apply:

— The Primary path information must be entered.

— Backup Volume Group, Offsite Volume Group, or Alternative Volume
Group History Set are optional and may be entered at a later time.

Table 13.5-11 provides a description of the fields contained on the Volume Groups
Configuration: Add Volume Group (Figure 13.5-16) and Add a VVolume Group (Figure 13.5-

17) pages.
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Figure 13.5-16. Volume Group Configuration: Add Volume Group Page
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Figure 13.5-17. Volume Group Configuration: Add a Volume Group Page

Table 13.5-11. Add Volume Group Page Field Description (1 of 3)

Field Name Data Size Entry Description
Type
Data Type and Character | 16 Required | A Data Type short name and version
Version ID identifier.
Alternative VG Checkbox | N/A | Not Allows operator to enter options for
Options Required | alternative Volume Groups. This can only

be checked if an Alternative Volume Group
was specified, otherwise, the checkbox is
disabled.
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Table 13.5-11. Add Volume Group Page Field Description (2 of 3)

Field Name Data Type Size Entry Description
Selection Date for Character 8 Required if When the Alternative VG
Alternative Volume adding checkbox is selected, the
Groups Alternative Selection Date section is

Volume enabled and is required to be

Group History | filled out by the user.

Set Selection Date is a separate
date to guide Archive Server
to select a appreciate Volume
Group History set for storing /
retrieving data. When
acquisition date is not null and
less than the Selection Date,
Reprocessing Volume Group
history set will be used,
otherwise, forward processing
Volume Group history set will
be used.

Reprocessing, Option N/A Required if Alternative volume groups can
Forward Processing | Buttons adding be configured either for

Alternative Reprocessing or even for

Volume Forward Processing. Default

Group History | is for Reprocessing. Although

Set the flexibility to add a new
alternative for forward
processing is supported, it
should be used with a great
caution.

Primary Volume Character Unlimited | Required The fully-qualified UNIX path

Group to where data is currently

Path: being stored for the specified
data type to the Primary
Archive.

Backup Volume Character Unlimited | Required if The fully-qualified UNIX path

Group Backup to where data is currently

Path: enabled being stored for the specified
data type to the Backup
Archive.

Offsite Volume Character Unlimited | Required if The fully-qualified UNIX path

Group Offsite to where data is currently

Path: enabled being stored for the specified
data type to the Offsite
Archive.

Primary Alternative Character Unlimited | Required if The fully-qualified UNIX path

Volume Group Primary to where reprocessing data is

Path: Alternative currently being stored for the

enabled specified data type to the

Primary Alternative Archive.
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Table 13.5-11. Add Volume Group Page Field Description (3 of 3)

Field Name Data Type Size Entry Description
Backup Alternative Character Unlimited | Required if The fully-qualified UNIX path
Volume Group Backup to where data is currently
Path: Alternative being stored for the specified

enabled data type to the Backup
Alternative Archive.
Offsite Alternative Character Unlimited | Required if The fully-qualified UNIX path
Volume Group Offsite to where data is currently
Path: Alternative being stored for the specified
enabled data type to the Offsite

Alternative Archive.

When a Volume Group is added, the name will be created based on the type of Volume Group
that was added. There are six types, as explained in Table 13.5-12. Note that “R” indicates an

alternative VVolume Group for reprocessing. There is no explicit suffix for forward processing.

Table 13.5-12. Volume Group Naming

Volume Group Type Extension Example
Primary none AST_L1B.003
Primary Alternative R AST L1B.003R
Backup B AST_L1B.003B
Backup Alternative BR AST _L1B.003BR
Offsite o] AST_L1B.0030
Offsite Alternative OR AST_L1B.0030OR

13.5.7.1 Add a Volume Group for a New Versioned Data Type

Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.
Click on the Volume Groups link in the navigation frame of the DPL Ingest GUI.

e The Volume Groups Configuration page is displayed (Figure 13.5-16).
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10

11

12

13

Scroll to the bottom of the page and select the Add Volume Groups button.

e The Volume Groups Configuration: Add Volume Group page is displayed
(Figure 13.5.17).

Click on the Add Volume Groups For a New Versioned Data Type.
e The Data Type and version ID field is displayed.

Click in the Data Type and version ID field and enter the new Data Type and Version
ID. Select ok.

e The Volume Group Configuration: Add a Volume Group page is displayed
(Figure 13.5-17).

(Optional) Click the Alternate VG Options checkbox.

e A checkmark is displayed in the checkbox.

(Optional) Click the Reprocessing (or Forward Processing) option button.
e A mark is displayed in the selected option button.

(Optional) If the Alternate VG Options: box is selected; you must enter the date in the
provided Selection Date for alternate VVolume Groups area.

e A date is displayed in the selected area provided.

Click in the Primary Volume Group Path edit window and enter the fully-qualified
UNIX path to where data is currently being stored for the specified new data type to the
Primary Archive.

e Data is displayed in the edit window.

Click in the Primary Alternative Volume Group Path edit window and enter the fully-
qualified UNIX path to where data is currently being stored for the specified new data
type to the Primary Alternate Archive,

e Datais displayed in the edit window.

Click in the Backup Volume Group Path edit window and enter the fully-qualified
UNIX path to where data is currently being stored for the specified new data type to the
Backup Archive.

e Data is displayed in the edit window.

Click in the Backup Alternative Volume Group Path edit window and enter the fully-
qualified UNIX path to where data is currently being stored for the specified new data
type to the Backup Alternate Archive.

e Datais displayed in the edit window.

Click in the Offsite Volume Group Path edit window and enter the fully-qualified
UNIX path to where data is currently being stored for the specified new data type to the
Offsite Archive.
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15

e Datais displayed in the edit window.

Click in the Offsite Alternative Volume Group Path edit window and enter the fully-
qualified UNIX path to where data is currently being stored for the specified new data
type to the Offsite Alternate Archive.

e Data is displayed in the edit window.
Click in the Apply button.
e A Confirmation prompt is displayed. Select OK

e The changes are applied.

The following rules apply when adding Volume Groups to an existing Data Type version (e.g.,
Backup, Offsite, etc.):

The Volume Group name will be selected from the Primary VVolume Groups page.
When the Add Volume Group page is loaded, the Volume Group name will appear at
the top.

Any previously added Volume Group will be displayed, but not editable. For example, if
a Backup Volume Group has already been added, the Volume Group path will be
shown, but the operator will not be able to edit this path.

Similarly, if any Alternative Volume Groups have been specified, the Alternative VG
options and Volume Groups will be displayed, but not editable.

If the operator is adding the Alternative Volume Group History Set for the first time,
the Alternative Options must be selected and the operator may choose the processing
type (Forward Processing or Reprocessing) for the Alternative Volume Group History
Set, as well as a selection date to be applied to the Reprocessing Volume Groups.
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13.5.7.2 Add a Volume Group for an Existing Versioned Data Type

1

10

11

Click on the Configuration link in the navigation frame of the DPL Ingest GUI.

e The Configuration menu is expanded.

Click on the Volume Groups link in the navigation frame of the DPL Ingest GUI.
e The Volume Groups Configuration page is displayed.

Scroll to the bottom of the page and select the Add Volume Groups button.

e The Volume Group Configuration: Add Volume Group page is displayed (Figure
13.5-16).

Click on the desired existing Volume Group Name.

e The Volume Groups Configuration: Add a Volume Group page (Figure 13.5-17)
is displayed for the Data Type selected.

(Optional) Click on the Alternate VG Options: checkbox.

e A checkmark is displayed in the checkbox.

(Optional) Click on the Reprocessing (or Forward Processing) option button.
e A mark is displayed in the selected option button.

(Optional) If the Alternate VG Options: checkbox is selected; you must enter the date
in the provided Selection Date for alternate Volume Groups area.

e A date is displayed in the selected area provided.

Click in the Primary Volume Group Path edit window and enter the fully-qualified
UNIX path to where data is currently being stored for the specified new data type to the
Primary Archive.

e Data is displayed in the edit window.

Click in the Primary Alternative Volume Group Path edit window and enter the fully-
qualified UNIX path to where data is currently being stored for the specified new data
type to the Primary Alternate Archive,

e Data is displayed in the edit window.

Click in the Backup Volume Group Path edit window and enter the fully-qualified
UNIX path to where data is currently being stored for the specified new data type to the
Backup Archive.

e Data is displayed in the edit window.

Click in the Backup Alternative Volume Group Path edit window and enter the fully-
qualified UNIX path to where data is currently being stored for the specified new data
type to the Backup Alternate Archive.
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13

14

e Datais displayed in the edit window.

Click in the Offsite Volume Group Path edit window and enter the fully-qualified
UNIX path to where data is currently being stored for the specified new data type to the
Offsite Archive.

e Data is displayed in the edit window.

Click in the Offsite Alternative Volume Group Path edit window and enter the fully-
qualified UNIX path to where data is currently being stored for the specified new data
type to the Offsite Alternate Archive.

e Data is displayed in the edit window.
Click in the Apply button.
e A Confirmation prompt is displayed. Select OK

e The changes are applied.

13.5.7.3 Modify Volume Groups

1

Click on the Configuration link in the navigation frame of the DPL Ingest GUI.

e The Configuration menu is expanded.

Click on the Volume Groups link in the navigation frame of the DPL Ingest GUI.

e The Volume Groups Configuration page (Figure 13.5-15) is displayed.

e All columns on the Volume Groups Configuration page can be sorted in ascending

or descending order. To sort on a column, click on the up or down arrow at the top of
the column.

Click in the checkbox next to the Volume Group Name of the desired volume group(s)
to be change.

e A checkmark is placed in the checkbox and the selection is highlighted yellow.

e Multiple selections may be made using the <Ctrl> key.

Scroll to the bottom of the page and select the Modify Selected VVolume Groups button.
e A path input field appears at the bottom of the page.

Enter the New Volume Group Path in the edit field and click the ok button.

e A Confirmation prompt is displayed. Select OK

e The changes to the Volume Group Path will be applied.
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13.5.8 Operator Configuration

The Operator Configuration page (Figure 13.5-18) consists of a list of operator names and their
current permission settings. The security operator configures authorized users for the Data Pool
Ingest GUI. and add, edit, or remove users.
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Figure 13.5-18. Operator Configuration Page

There are five permission levels. An operator assigned the view only permission level, cannot be
authorized additional permissions. The other four levels can be added together as they represent
the ability to manage an exclusive set of properties associated with data pool ingest. An operator
may be assigned multiple permissions, other than view only. The following list reviews the five
permission levels for the Data Pool Ingest GUI.

. @L]IView Only — The operator cannot alter or modify anything on the GUI, nor can
he/she take actions. All textboxes, checkboxes, drop-down lists, etc. are disabled.

. ﬂllngest Control. The operator can manage Ingest requests and interventions, i.e.,
he/she has the ability to suspend or resume requests, place on hold and close
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interventions, fail or resume granules, etc. This also implies that the operator may
suspend and resume services, hosts, file systems, archives, etc.

E=1|Ingest Admin. The operator can alter general configuration parameters such has

SCP/FTP Host configuration, providers, data types, etc. This level of operator cannot
modify tuning parameters.

=52 |Ingest Tuning. The operator can alter global and host-specific tuning
configuration parameters.

"_’J'ISecurity Admin. The operator can maintain security-related information like
passwords and operators.

13.5.8.1 Modify Operator Permission Settings

1

NOTE: Changes to an existing operator’s permissions will not take effect until the next login by

Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

Click on the Operators link in the navigation frame of the DPL Ingest GUI.

e The Operator Configuration page is displayed.

e All Operators and their current Permission settings are displayed.

e Changes to this page can only be made if you have Security Admin permissions.

Click in the checkbox next to the Operator Name of the desired operator to change
permissions.

e Multiple selections may be made.

e A checkmark must be visible before further changes can be made.
Click in the checkbox next to the desired permission.
e A checkmark is displays in the checkbox.

e Scroll to the bottom of the Operator Management section and click on the Update
Operators button.

e A Confirmation prompt is displayed. Select OK.

that particular operator.
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13.5.8.2 Add Operator Permissions

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the Operators link in the navigation frame of the DPL Ingest GUI.
e The Operator Configuration page is displayed.

e All Operators and their current Permission settings are displayed.

e Changes to this page can only be made if the operator has Security Admin
permissions.

3 Scroll to the bottom of the Operator Configuration page until the Add Operator
section of this page is visible.

4 Click in the Operator Name field and enter the name of the operator.
5 Click in the Password field and enter the password.
e The Password field will be populated with stars.
6 Click in the Verify Password field and re-enter the password.
e The Verify Password field will be populated with stars.
7 Click the checkbox next to the desired Permissions.

e At least one permission level must be selected.
8 Select the Add Operator button.
e A Confirmation prompt is displayed. Select OK.

e The new operator name will be added to the list of operators in the Operator
Management section of the Operator Configuration page.

13.5.8.3 Remove Operator Permission Settings

1 Click on the Configuration link in the navigation frame of the DPL Ingest GUI.
e The Configuration menu is expanded.

2 Click on the Operators link in the navigation frame of the DPL Ingest GUI.
e The Operator Configuration page is displayed.

e All Operators and their current Permission settings are displayed.

e Changes to this page can only be made if the operator has Security Admin
permissions.

3 Click in the checkbox next to the Operator Name to be removed.

e Multiple selections may be made.
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e A checkmark must be visible before further changes can be made.

4 Scroll to the bottom of the Operator Management page and click on the Remove
Operators button.

e A Confirmation prompt is displayed. Select OK

NOTE: Changes to an existing operator’s permissions will not take effect until the next login by
that particular operator.

13.6 Reports

13.6.1 Reports

The reporting capability of the Ingest GUI offers the ability to view detailed reports on data
providers and data types, as well as request summary and granule summary reports. The report
pages are located under the Reports menu in the navigation pane.

The report pages (Detailed, Request Summary and Granule Summary) display the
information across data providers or data types. As with all types of reports, the operator must
select a date range (presets are provided for the last 24 and 48 hours), as well as criteria for the
search. These include one or more Data Providers, one or more Data Types, and one or more
Final Request Statuses. Additionally, Ingest Method (DPL or NON-DPL) can also be
selected. All Data Criteria fields are optional, but at least one selection of one field must be
made to generate the report. Due to the large volume of data that may be in the database, reports
can sometimes take a while to process and generate a display.

Table 13.6-1 provides an activity Checklist for Reports.

Table 13.6-1. Reports

Order Role Task Section
1 Ingest Technician Generating a Report (P)13.6.1.1
2 Ingest Technician Viewing Volume Group(s) History (P) 13.6.2.1
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13.6.1.1 Generating a Detailed Report

1

Click on the Reports link in the navigation frame of the DPL Ingest GUI.
e The Reports menu is expanded.

Click on the Detailed, Request Summary or Granule Summary in the navigation
frame of the DPL Ingest GUI.

e The Detailed Report, Request Summary Report or Granule Summary Report
criteria page is diaplayed.

In the Date/Time Criteria section of the page, select the desired Start Date/Time and
End Date/Time.

e The date and time information is displayed as selected.

In the Data Criteria section of the page, select one or more Data Provider, one or more
Data Type, one or more Final Request Status and the Ingest Method (DPL or NON-
DPL) by clicking on the the desired selections.

e The desired selections are highlighted.
Click on the Generate Report button.
e The Processing Your Request transitional screen is displayed.

e Time to process your request will depend on factors such as time span, number of
Data Providers, Data Types and Request Statuses selected.

e Eventually, one of the following report outputs will be displayed.

e Detailed Report Page (Figure 13.6-1)
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Figure 13.6-1. Detailed Report Page
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Request Summary Report Page (Figure 13.6-2)
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Figure 13.6-2. Request Summary Report Page



e Granule Summary Report Page(Figure 13.6-3)
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Figure 13.6-3. Granule Summary Report Page
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13.6.2 Viewing the Volume Groups History Page

The Volume Groups History page displays the history of the configuration changes that have
occurred to volume groups. Table 13.6-2. displays the information contained on the Volume

Groups History page.

Table 13.6-2. Volume Groups History Page Field Description

Field Name Data Size Entry Description
Type
VersionedData Type (Data | Character | 16 Required The name of a Volume Group.
Type. Version ID)
Path Character | Unlimited | System In reverse chronological order, the
Generated | fully qualified UNIX paths to where
data has been stored for the
specified data type. The current path
is listed first.
Start Date Date 16 System The date on which this configuration
Generated | became active for the listed data
type.
End Date Date 16 System The date on which this configuration
Generated | was superseded by new

configuration information. If blank,
this row reflects the current
configuration for the volume group. If
any row has a blank end date, the
volume group is closed, and no
further data is accepted for that
volume group.
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13.6.2.1 Viewing Volume Group(s) History

1 Click on the Reports link in the navigation frame of the DPL Ingest GUI.
e The Reports menu is expanded.

2 Click on the Volume Groups History link in the navigation frame of the DPL Ingest
GUI.

e The Volume Groups History page is displayed (Figure 13.6-4).

b Thu Feb 26 2009 13:00:09

S==

Volume Group History

VersionedDataType: QA 001 '
A |

Selected Volume Group

-------- - . h \ |
iQA.001 Volume Group History MODo5QY _ /

Path 1001201 0 | Start Date / End Date
Istormext/snfs 1/0PS/Qa ! ) 2006-10-16 14:33:01.23

List compiles on entry
of WericnedDataType.

Figure 13.6-4. Volume Group History Page

3 In the Selected VVolume Group section, click in the field next to the VersionedData
Type and enter (or select from the drop-down list )the name of the Volume Group to be
retrieved.

e The Volume Group name is displayed as entered.

4 Click the retrieve button.

e The Path, Start Date and End Date, are displayed in [Name] Volume Group
History section.
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13.7 Help Pages and Context Help

The Help section contains information the operator can have readily available while operating
the Data Pool Ingest GUI. Included in this section are three pages: General Topics, Context Help
and About.

The General Topics page includes an index of topics that should be useful to the operator in
understanding how the GUI and Data Pool Ingest system work (Figure13.7-1). The operator can
press on the name of a section from the index in order to jump to the section text.

|@ DPL Ingest GUI (DEVO9) - Mozilla Firefox E]
File  Edit Wiew History Bookmarks Tools  Help

~
&Home DATA PODL |NGEST web o1

.g—m? ‘h.mﬂigmﬂmé'

% [Monitoring ﬂ

» Interventions & Alerts

% |Configuration

> Reponts

wr|Help
General Topics: Index
Context Help
About

L

Thu Feb 1 2007 15:43:35

1

Fd

Chick on 2 topic title below to jurmp to that topic. You can also search for desired information by using your browser's buiit-in search function (Gtrl-f)

* Reguest State Transition

“rou are lagged in 2z INgAdmin + Granule State Transition

) Operater Actions:
[log out]
[ chan Request State Transition
[ show my permissions ]
Requests go through various states as they are procressed by the DPL Processing Service. Below are the paths that a request can take during its processing lifecycle. Some
. things to note:
A [ reload page |
# If 3 requests is "stuck” and does not move to the next state after a reasonable amount of time, then the Processing Service may be down. This is normally, but not always,
indicated on the GUI's home (Ingest Status) page under the Processing Service Status,
+ If requests are being submitted and not being picked up, it is possible the Polling Service or Quick Server may down or suspended

Paossible Request Paths
Marrmal Transition Cold Restant Walidation Failed
1. Mew
coessful a 1. Mew
2. validated - validation successful )
2. Failed - validation tailzd
3. Terminated - cold restart

1. New

2. validated - validati
3. Active - dispstehed
4. Successful - all granules successful, PAN notif. created

Possible Request Paths (cont.):
Failed Granules Suspended Granules Operator Cancellation

New

validated - validation successful

Active - dispatched

One of.

MNew
validated - validation suscesstul
Active - dispatched

1. New
2. validated - validation successtul
3. Active - dispatched

£ =
(L SRERE

Cancelling - s =t
4. one of: ¢ Partially_Suspended - at lzast onz granule suspended, one active e 8 - operator cances requs
< Partial_Failure- not ail granules © Suspended - at least ane suspended, none active
- 8 @ Partially_Cancellad- ot ail granules
failad 8. Operator resumes granule from checkpoint, at which point the states e
cancelle
© Failed - z1l granules failed would go to:

< Cancelled - ail granules cancelled
© Resuming - at least one granule suspended, one active

Granule State Transition

Granules also go through various states as they are procressed by the DPL Processing Service. Below are the paths that a granules can take during its processing lifecycle.
Possible Granules Paths:

Mormal Transition Possible Errar States
1. Processing (START)
2. Transferring lud

Dane

Figure 13.7-1. Help — General Topics

The Context page explains another tool provided by the operator to assist him in effectively
using the Data Pool Ingest GUI. Throughout most pages on the DPL GUI, you can get relevant,
context-sensitive help by hovering your mouse (no need to click) over the [ help ] text. In many
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cases this is to explain the significance of a parameter or to provide instructions on what to do on
the page. A blue pop-over window will appear and disappears as soon as the mouse is moved.
13.8 Data Pool Maintenance GUI

The Data Pool Maintenance GUI is responsible for monitoring and maintaining the Data Pool.
Data Pool Ingest requires the use of the Data Pool Maintenance (DPM) GUI to perform the
following tasks:

e Managing Data Pool Collection Groups
e Managing Data Pool Collections within Collection Groups

Table 13.8-1 provides an activity Checklist for Data Pool Maintenance.

Table 13.8-1. Data Pool Maintenance

Order Role Task Section
1 Ingest Technician Launching the DPM GUI (P)13.8.1.1
4 Ingest Technician View Collection Groups (P)13.8.2.1
5 Ingest Technician Modify Collection Groups (P) 13.8.2.2
6 Ingest Technician Add a Collection Group (P)13.8.2.3
7 Ingest Technician Add an ECS Collection to a Collection (P) 13.8.2.4
Group
8 Ingest Technician Modify an ECS Collection (P) 13.8.2.5

13.8.1 Data Pool Maintenance GUI

The DPM GUI is used for Data Pool maintenance tasks. Of course, the first thing to do is
launch the GUI. The procedure for launching the GUI is provided separately here and is
referenced in other procedures. It applies to both full-capability and limited-capability operators.

13.8.1.1 Launch the DPM GUI

1 At the UNIX command line prompt enter: setenv DISPLAY <client name>:0.0
setenv DISPLAY <client name>:0.0

e Use either the X terminal/workstation IP address or the machine-name for the client
name.

e When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.
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In the terminal window (at the command line prompt) start the log-in to the appropriate
host by entering:

ftools/bin/ssh <host name>

e The -l option can be used with the ssh command to allow logging in to the remote
host (or the local host for that matter) with a different user ID. For example, to log in
to x0acs03 as user cmops enter:

/tools/bin/ssh -1 cmops x4oml01

e Depending on the set-up it may or may not be necessary to include the path (i.e.,
ftools/bin/) with the ssh command. Using ssh alone is often adequate. For example:

ssh x4oml01
-or-
ssh -1 cmops x4oml01
e Examples of Data Pool Maintenance GUI host names include x4helO1.

e If you receive the message, “Host key not found from the list of known hosts. Are
you sure you want to continue connecting (yes/no)?” enter yes (“y” alone will not
work).

e If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key '<user@localhost>' appears; continue with
Step 3.

e If you have not previously set up a secure shell passphrase, go to Step 4.

If a prompt to Enter passphrase for RSA key ‘<user@Ilocalhost>" appears, enter:
<passphrase>.

e Ifacommand line prompt is displayed, log-in is complete.

e If the passphrase is unknown, press Return/Enter, which should cause a
<user@remotehost>’s password: prompt to appear (after the second or third try if
not after the first one), then go to Step 4.

e |f the passphrase is entered improperly, a <user@remotehost>"s password: prompt
should appear (after the second or third try if not after the first one); go to Step 4.

If a prompt for <user@remotehost>’s password: appears, enter:
<password>

13-119 611-EMD-220



e A command line prompt is displayed.

e Log-in is complete.

Type firefox & then press Return/Enter.

e It may be necessary to respond to dialogue boxes, especially if the browser is already
being used by someone else who has logged in with the same user ID.

e The Mozilla Firefox web browser is displayed.

If a bookmark has been created for the DPM GUI, select the appropriate bookmark from
those listed on the browser’s Bookmarks pull-down window.

e The Login: prompt is displayed.

If no bookmark has been created for the DPM GUI, type http://host:port in the
browser’s Location (Go To) field then press Return/Enter.

e For example: http:// f4hel01.hitc.com:22181/.

Type the appropriate user name in the User textbox of the security Login prompt.
Type the appropriate password in the Password textbox of the security Login prompt.
Click on the Login button:

e The dialogue box is dismissed.
e The DPM GUI [“Home” Page] is displayed (Figure 13.8-1).

% Data Pool Maintenance GUI -- DEVOB MODE - Netscape _F- |r"-" |ri
. Elle Edt Yew Go Gockmarks Jook Window elp
Q, Q 0 @ | % hig:jffahain hite com: 22181 foqrbinEcDDpMHamar 08 5l =] 3mn| c:;fo @

o 1, E@Mal SAM g Home G Rado M5 Netscape O Search | E)Rockmarks

Biefresh Home Page

Seveen Refresh Rare B0 (in Secs) [ Apply | Last Sereen Refresh on Mon Aug 20 13:53:34 EDT 2007
Astive Insert Processes 4 raws @]
Active Tnsert Stams Filter [ Peading [2] Validared [2] Copied [ Checksummed (2 Exraceed [CApply

Swmmay of Data Pool File Systemis)
File System Label Free Space Flag Availability Min Freed Space in MB
Stare . Y State . Y
DEFAULT 10
Last changed: Oct 19 2006 4:14FM  Last changed: Oct 19 2006 4:14FM
Fi1 State : ¥ State : ¥ 200

Last changed. Mov 7 2006 2,10PM  Last changed: Mow 7 2006 2 10FM

Summary of Active Processes

Dlaximun allowed processes 10000
Dl allowed processes from archive cache 20
Daximun allowed processes from srchive rape 40

Total mumber of active invert processes nmuing 0
Total number of validated active insert processes runing 0

Seaerne =

Figure 13.8-1. DPM GUI Home Page
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13.8.2 Managing Data Pool Collection Groups

The conceptual structure of the data pool is set up for each DAAC based on the collections and
granules archived at the DAAC. Related collections are grouped in Collection Groups (e.g.,
ASTER collections and granules from the Terra mission, MODIS Oceans collections and
granules from the Terra Mission, MISR collections and granules from the Terra mission, MODIS
Snow and Ice collections and granules from the Terra mission). Each collection group initially
consists of a number of collections that have been specified as valid for Data Pool insertion (i.e.,
granules of the data types in the collection may be inserted into the Data Pool).

The Collection Group page of the DPM GUI allows both full-capability operators and limited-
capability operators to view collection groups. It also provides access to pages for viewing
collections within a collection group. In addition, the page has links that allow a full-capability
operator to modify or add a collection group or collection in the Data Pool database.

Both full-capability operators and limited-capability operators can use the procedure that follows
to display the list of collection groups that have collections specified as valid for Data Pool
insertion and to view information about those collections.

13.8.2.1 View Collection Groups

1 Launch the DPM GUIL.

e For detailed instructions refer to the Launch the DPM GUI procedure (previous
procedure of this lesson).

e The Home Page is the default display, offering links for access to Data Pool
maintenance function pages (i.e., Data Pool File Systems, Cloud Cover, List Insert
Queue, Batch Summary, Collection Groups, Themes, Configuration Parameters,
Aging Parameters, Help and End Session).

2 Click on the Collection Groups link.
e The Collection Group page is displayed (Figure 13.8-2).
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Figure 13.8-2. Collection Group Page

Observe data displayed on the Collection Group page.

The table on the Collection Group page has columns containing the following types
of collection group information:

The following links are available on the Collection Groups page:

Data Source.

Group ID (Click for managing collections).

Display Name.

Description.

Group ID (Click for managing collections) - Links to a List of Collections
contained in that group.

Add Collection Group.

Modify Collection Group.

To obtain more information about the collections in one of the groups, click on its link in
the Group ID (Click for managing collections) column.

The List of Collection page is displayed (Figure 13.8-3).

13-122

611-EMD-220



% Data Pool Maintenance GUI -- OPS MODE - Netscape CEx
. Elle Edt View Go fGookmarks Jook Window Help

0,000

o | EIMal BAM g Homa G Rado B tetscaps O Search  SJiockmarks

Drata Sowee: HOMN-ECS Group ID:OTTTETITE. Dhsplay Name: OUTPUTE Descrplion: Thos collechon
froup uges for the outpus cellectons

H File System ALL v [Apply Filies

List Of Collections
Collecnon Seience —
©hickfor || . || Gramades | 2% ppg | Expert | Quabty | Spatial o0 poetighe | 24 Hom | Cloud
Dretail Version and o Fool Processing Utls to || Summary || Fearch Covera, Covera, Covera, Covera,
e LA Lusertion T peHO | UM Tope e e e
scence || vabd for Mot
HEGOUT 001 and Diaza Enatled We - Ha Ha Ha We
metadata || Pool mgppened
science vakd for Mot
BERCUT 001 and Trazat Enabled Mo . N " Tes Ha Ha Mo
metadata ool S
Add New Caolloction  Retum ta previans page
11
S2a80 =

Figure 13.8-3. List of Collection

5 Observe data displayed on the List of Collections page.

¢ Near the top of the List of Collections page contains the following basic collection
group information:

— Data Source.
— Group ID.

— Display Name.
— Description.

e There is a file system filter (and associated Apply Filter button) for displaying data

on the Collection Detail Information page for all file systems or by individual file
system.

e The List of Collection page has columns containing the following types of collection
group information:

— Collection (Click for Detail Information) link.
— Version.

— Science Granules and/or Metadata.

— Data Pool Insertion.

— HEG Processing.
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— Export Urls to ECHO.
— Quality Summary Url.
— Spatial Search Type.
— Global Coverage.
— Day/Night Coverage.
— 24 Hour Coverage.
— Cloud Coverage.
e The following links are available on the List of Collection page:
— Each collection listed in the Collection column links to a Collection Detail
page.
— Add New Collection.

— Return to previous page.

To filter data displayed on the List of Collections page, click on the File System filter
option button.

e Options are displayed.

Select a file system filter option click on the appropriate choice from the option list.
To implement the filtering of data displayed on the Collection Detail link, click on the
Apply Filter button.

e The Collection (Click for Detail Information) column is displayed with the filtered
collection group information.

To obtain more information about one of the collections in the collection group, click on
its link in the Collection (Click for Detail Information ) column.

e The Detail Information page for the selected collection is displayed (Figure 13.8-4).
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Figure 13.8-4. Detail Information

Observe data displayed on the Detail Information page.
Near the top of the Detail Information page is the following basic collection group

information:

— Data Source.

— Group ID.

— Display Name.

— Description.

The Detail Information page has rows containing the following types of collection

information:

— Collection.

— Version.

— Description.

— File System.

— Science Granules and/or Metadata.

— Data Pool Insertion.

— HEG Processing.
— Export Urls to ECHO.
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— Quality Summary Url.
— Spatial Search Type.
— Global Coverage.
— Day/Night Coverage.
— 24 Hour Coverage.
— Cloud Cover Type.
— Cloud Cover Source.
— Cloud Cover Description.
e The following links are available on the Collection Information Detail page:
— Modify Collection.

— Return to previous page.

11 To view a description for another collection in the same group first click on the Return
to previous page link.

e The List of Collections page is displayed again.

12 To view a description for another collection in the same group return to Step 9.
13 To view a description for another collection in another group return to Step 2.

It may be desirable to modify the description of one or more of the collection groups listed on the
Collection Groups page. If there is a need to modify a collection group description, there is a
link at the bottom of the list on that page providing access to a page that permits the descriptions
to be modified. Full-capability operators (only) can use the following procedure to modify
collection groups:

13.8.2.2 Modify Collection Groups

1 Launch the DPM GUI.

e For detailed instructions refer to the Launch the DPM GUI procedure (previous
section of this lesson).

e The Home Page is the default display, offering links for access to Data Pool
maintenance function pages (i.e., Data Pool File Systems, Cloud Cover, List Insert
Queue, Batch Summary, Collection Groups, Themes, Configuration Parameters,
Aging Parameters, and End Session).

2 Click on the Collection Groups link.

e The Collection Groups page is displayed, providing a table listing collection group
information; i.e., Data Source, Group ID (Click to Manage Collections), Display
Name, and Description.
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Click on the Modify Collection Group link at the bottom of the page.

e The Modify Collection Group page is displayed (Figure 13.8-5), providing a table of
collection group information showing five columns: Data Source, Group ID (Click
to Manage Collections), Display Name, Description, and Checkbox to Modify
(containing a checkbox to mark the collection group for change).
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Figure 13.8-5. Modify Collection Group

e There is an Apply Change button at the bottom of the page for implementing
changes.

To change the display name for the collection group, type the desired name in the
Display Name field for the group ID.

e The Display Name may have no more than 12 characters.

— Valid characters include A-Z, 0-9, underscore and space.

To change the description of the collection group, type the desired description in the
Description field for the group ID.

e The Description may have no more than 255 characters.

Click in the checkbox at the end of the row containing collection group information to be
modified.

e The selected collection group information is marked for modification.

Repeat Steps 4 through 6 for any additional collection groups to be modified.
Click on the Apply Change button.

e The revised collection group information is entered in the Data Pool database.
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e The Collection Group page is displayed with the modified collection group
information.

From time to time, it may be necessary to add a collection group (e.g., if a DAAC begins
archiving data from a new instrument). If a collection group is to be added to the list of
collection groups, it is necessary to use the Add Collection Group link at the bottom of the
Manage Collection Groups page. Full-capability operators (only) can use the procedure that
follows to modify collection groups:

NOTE: Although the following procedure is applicable, most of the time new collection
groups will be added only during releases of new software versions and you will
not use this procedure often.

Caution
The Add Collection Group function is to be exercised

judiciously because the DPM GUI does not provide any
means of deleting collection groups.

13.8.2.3 Add a Collection Group

1 Launch the DPM GUIL.

e For detailed instructions refer to the Launch the DPM GUI procedure (previous
procedure of this lesson).

e The Home Page is the default display, offering links for access to Data Pool
maintenance function pages (i.e., Data Pool File Systems, Cloud Cover, List Insert
Queue, Batch Summary, Collection Groups, Themes, Configuration Parameters,
Aging Parameters, and End Session).

2 Click on the Collection Groups link.

e The Collection Groups page is displayed, providing a table listing collection group
information; i.e., Data Source, Group ID (Click to Manage Collections), Display
Name, and Description.

3 Click on the Add Collection Group link at the bottom of the page.

e The Add Collection Group page is displayed (Figure 13.8-6) providing a page with
three columns of text-entry fields, Data Source, Group ID, Display Name, and
Description.
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Figure 13.8-6. Add Collection Group

Select the Data Source from the pull-down window.
e ECS or NONECS is displayed in the field.
Type a unique identifier for the new collection group in the Group ID field.
e The Group ID may have no more than 12 characters.
— Valid characters include A-Z, 0-9, and underscore.
e The Group ID will be compared with the existing Group IDs to ensure that it is not

a duplicate of another ID.

To provide a display name that is different from the Group ID type a name in the
Display Name field.

e The Display Name is the name for the collection as displayed on the Data Pool Web
Access GUI.

e If no Display Name is entered, the Group ID will be used as the Display Name.

e The Display Name may have no more than 12 characters.

— Valid characters include A-Z, 0-9, underscore and space.
Type the description for the new collection group in the Description field.
e The Description may have no more than 255 characters.
Click on the Apply Change button.
e The new collection group information is entered in the Data Pool database.

e The Collection Group page is displayed with the new collection group information.
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Although an initial Data Pool structure is provided, not all collections are necessarily specified as
eligible for Data Pool insertion. Based on experience, or on changes in demand, a DAAC may
wish to add one or more collections to a data group. Full-capability operators (only) can use the

following procedure to add an ECS collection to an existing collection group:

13.8.2.4 Add an ECS Collection to a Collection Group

1 Launch the DPM GUI.
For detailed instructions refer to the Launch the DPM GUI procedure (previous

section of this lesson).

The Home Page is the default display, offering links for access to Data Pool

maintenance function pages (i.e., Data Pool File Systems, Cloud Cover, List Insert
Queue, Batch Summary, Collection Groups, Themes, Configuration Parameters,
Aging Parameters, and End Session).

2 Click on the Collection Groups link.

The Collection Group page is displayed, providing a table listing collection group
information; i.e., Data Source, Group ID (Click to Manage Collections), Display
Name, and Description.

3 Click on the Group ID link for the ECS collection group to which the collection is to be
added.

The List of Collections page is displayed (Figure 13.8-7).
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Figure 13.8-7. List of Collections

4 Click on the Add New Collection link at the bottom of the List of Collections page.

The Collections Not in Data Pool page is displayed (Figure 13.8-8).
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Figure 13.8-8. Collections Not In Data Pool Page

5 Click on the link in the Collection (Click on collection to add) column of the collection
to be added to the collection group.

e The Add New Collection page is displayed (Figure 13.8-9).
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Figure 13.8-9. Add New Collection Page

NOTE: On the ECS collection version of the Add New Collection page the Collection,
Version, Description, and Spatial Search Type fields are already filled in using
information from the Data Pool database.
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To select a file system option (if applicable), click on the appropriate choice from the File
System option list.

To select a Science Granules and/or Metadata option, click on the appropriate choice
from the Science Granules and/or Metadata option list.

e Science and Metadata is the default option.

To select a data pool insertion option, click on the appropriate choice from the Data Pool
Insertion option list.

e Invalid for data pool is the default option.
e Valid for data pool must be selected if the collection is to be eligible for insertion
into the Data Pool.

To select an ECHO export option, click on the appropriate choice from the Export Urls
to ECHO option list.

e No is the default option.

e Yes must be selected if collection URLSs are to be eligible for export to ECHO.

If the collection is to be linked to a quality summary web site, enter the URL in the
Quality Summary Url text entry field.

e Ensure that http:// is included in the Quality Summary Url text entry field.

To select a global coverage option, click on the appropriate choice from the Global
Coverage option list.

e Yes indicates no spatial searches for the collection.

e No indicates that spatial searches are allowed for the collection.

To select a day/night coverage option, click on the appropriate choice from the
Day/Night Coverage option list.

e Yes indicates that day/night searches are allowed for the collection.

¢ No indicates that the collection is excluded from day/night searches.

To select a 24-hour coverage option, click on the appropriate choice from the 24 Hour
Coverage option list.

e Yes indicates that the collection is excluded from time of day searches.

e No indicates that time of day searches are allowed for the collection.

To select a cloud cover type and source option, click on the appropriate choice from the
Cloud Cover Type & Source option list.

e All cloud cover information in the Data Pool database is listed.
e |f the desired cloud cover type/source is not listed, it can be entered using the

procedure Add New Cloud Cover Information Using the DPM GUI (previous
section of this lesson).

To view details of cloud cover type and source, click on the View Details link adjacent to
the Cloud Cover Type & Source option list.
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16 Click on the Apply Change button.
e The new collection information is entered in the Data Pool database.

e The List of Collection page is displayed with the new collection information.

As part of managing the Data Pool storage and retention of data, making adjustments based on
experience and/or changes in demand, it may be desirable to modify a collection. The
modification may mean specifying that metadata only may continue to be inserted and science
granules may no longer be inserted, or declaring the collection no longer valid for data pool
insertion at all.

13.8.2.5 Modify an ECS Collection

1 Launch the DPM GUI.

e For detailed instructions refer to the Launch the DPM GUI procedure (previous
section of this lesson).

e The Home Page is the default display, offering links for access to Data Pool
maintenance function pages (i.e., Data Pool File Systems, Cloud Cover, List Insert
Queue, Batch Summary, Collection Groups, Themes, Configuration Parameters,
Aging Parameters, and End Session).

2 Click on the Collection Groups link.

e The Collection Group page is displayed, providing a table listing collection group
information; i.e., Data Source, Group ID (Click to Manage Collections), Display
Name, and Description.

3 Click on the Group ID link for the ECS collection group to which the collection is to be
added.
e The List of Collections page is displayed.

4 Click on the desired link found in the Collection (Click on collection to add) column.

e The Detail Information page is displayed.
5 Click on the Modify Collection link.
e The Modify Collection page is displayed (Figure 13.8-10).
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Figure 13.8-10. Modify Collection Page

NOTE: On the ECS collection version of the Modify Collection page, the Collection,

10

Version, Description, Spatial Search Type, and HEG Processing fields cannot
be edited.

To select a file system option (if applicable), click on the appropriate choice from the File
System option list.

To select a Science Granules and/or Metadata option, click on the appropriate choice
from the Science Granules and/or Metadata option list.

e Science and Metadata is the default option.

To select a data pool insertion option, click on the appropriate choice from the Data Pool
Insertion option list.

e Invalid for data pool is the default option.
e Valid for data pool must be selected if the collection is to be eligible for insertion
into the Data Pool.

To select an ECHO export option, click on the appropriate choice from the Export Urls
to ECHO option list.

e No is the default option.

e Yes must be selected if collection URLs are to be eligible for export to ECHO.

If the collection is to be linked to a quality summary web site, enter the URL in the
Quality Summary Url text entry field.

e Ensure that http:// is included in the Quality Summary Url text entry field.
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To select a global coverage option, click on the appropriate choice from the Global
Coverage option list.

e Yes indicates no spatial searches for the collection.

e No indicates that spatial searches are allowed for the collection.

To select a day/night coverage option, click on the appropriate choice from the
Day/Night Coverage option list.

e Yes indicates that day/night searches are allowed for the collection.

e No indicates that the collection is excluded from day/night searches.

To select a 24-hour coverage option, click on the appropriate choice from the 24 Hour
Coverage option list.

e Yes indicates that the collection is excluded from time of day searches.

e No indicates that time of day searches are allowed for the collection.

To select a cloud cover type and source option, click on the appropriate choice from the
Cloud Cover Type & Source option list.

e All cloud cover information in the Data Pool database is listed.
e If the desired cloud cover type/source is not listed, it can be entered using the

procedure Add New Cloud Cover Information Using the DPM GUI (previous
section of this lesson).

To view details of cloud cover type and source, click on the View Details link adjacent to
the Cloud Cover Type & Source option list.
Click on the Apply Change button.

e The new collection information is entered in the Data Pool database.

e The List of Collection page is displayed with the new collection information.
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