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Preface

This document is an interim update to the Mission Operations Procedures Manual for the ECS
Project, document number 611-CD-600-001. This document has not been submitted to NASA
for approval, and should be considered unofficial.

This update has been prepared to improve the logical organization and format of the Archive
Procedures and to incorporate additional revisions appropriate for Release 6A and Synergy. It
constitutes a complete rewriting of the Archive Procedures section.

Any questions should be addressed to:

Data Management Office

The ECS Project Office
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Upper Marlboro, Maryland 20774-5301
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17. Archive Procedures

Archive processing procedures support and maintain the process by which the Datal Server

Subsystem (DSS) manages persistent storage of earth science and related data, an

through

which the DSS provides search and retrieval access to the data. Through archive processing, data
products that have been ingested into the system or produced by data processing on previously
stored data are archived to tape for permanent storage and distributed to users via hafd media

(tape or disk) or electronic means. The DAAC Archive Manager’s job entails working wi
Science Data Specialist, the Science Coordinator, and the Resource Manager, as
providing direction for the Data Ingest Technician. The physical archive is one or
StorageTek (STK) Powderhorn Model 9310 Automated Cartridge System tape storage
providing a mass storage system of jukeboxes for removable media (tape cartridges).
Storage Management System (FSMS) software, hosted on a Silicon Graphics Inc.
Challenge XL or on an SGI Origin 2000, is the Archival Management and Storage S
(AMASS), a product of Advanced Digital Information Corporation (ADIC). AMASS is a UN
file system that manages files, volumes (media), drives and jukeboxeAMASS Systen
Administrator’'s User Guidean be viewed using Adobe Acrobat and is available electroni
ondrg servers (e.g., g0drg01, e0Odrgll, I0drg01, n0Odrg01) in direktsriamass/books

Archive processing activities include operating functions associated with the AMASS sof
managing and operating the physical archive, and using ECS custom software for mor
archive functions and maintaining the stored data. The Archive Manager may also work v
Automated Cartridge Storage Library System (ACSLS) software and the AMASS Gra
User Interface (GUI). Finally, the Archive Manager conducts archive troubleshootin
problem resolution procedures.

Subsequent sections related to Archive Processing address procedures for the fg
functions:

* Section 17.1 Starting and Stopping AMASS.

» Section 17.2 Loading, removing, and managing archive media.

* Section 17.3 Monitoring and managing the archive with ECS custom GUIs.
» Section 17.4 Deleting granules from the archive.

» Section 17.5 Backing up and restoring AMASS.

* Section 17.6 Backing up and restoring archived data.

» Section 17.7 Archive troubleshooting.

* Section 17.8 ACSLS procedures.

* Section 17.9 Using the AMASS GUIL.
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For each set of functions, @ctivity Checklist table provides an overview of the tasks to
completed. The outline of the Activity Checklist is as follows:

Column one -Order shows the order in which tasks could be accomplished.
Column two -Rolelists the Role/Manager/Operator responsible for performing the task.
Column three Taskprovides a brief explanation of the task.

Column four -Section provides the Procedure (P) section number or Instruction (I) se
number where details for performing the task can be found.

Column five -Complete?is used as a checklist to keep track of which task steps have
completed.

17.1 Starting and Stopping AMASS

be

ction

been

To start AMASS, the Archive Manager or System Administrator first ensures that the physical
storage system is powered up and then enters commands at the FSMS server host (e.g.,[|e0drgl1,
g0drg01, 10drg01, n0drg01) to start AMASS. Stopping AMASS is accomplished by kiIIinE the
required daemons. Rebooting AMASS involves killing the daemons and then restarting the
application.
Table 17.1-1 provides an Activity Checklist for Starting and Stopping AMASS.
Table 17.1-1. Starting and Stopping AMASS - Activity Checklist

Order Role Task Section Complete?
1 System Starting the AMASS Application (P)17.12

Administrator or

Archive Manager
2 System Shutting Down AMASS Tape Archive | (P) 17.1.2

Administrator or | System

Archive Manager
3 System Rebooting AMASS (P)17.1.3

Administrator or

Archive Manager
17.1.1 Starting the AMASS Application
Starting the AMASS FSMS requires actions to ensure that the STK Powderhorn storage|system
is powered up as well as actions at the SGI FSMS host. Powering up the STK requires agtions at
its control panels, including the Library Management Unit (LMU) and Library Control Unit
(LCU) [the Library Storage Module (LSM) is powered through the LCN@te Preconditions
include that 1) the FDDI network is up and running and 2) power to all units is functional and
available.
Table 17.1-2 presents the steps required to start the AMASS application. If you are @lready

familiar with the procedure, you may prefer to use this quick-step table. If you are new|to the

Interim Update 17-2 611-CD-598-00
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system, or have not performed this task recently, you should use the following dé¢tailed

procedure:

1 Make sure power switches for the StorageTek LCU and LMWD&ie

* NOTE The LCU should be the last unit powered up, but otherwise there are no
dependencies within the group.

2 If it is not already running, boot the FSMS SGI host (workstatirg##) normally.

* NOTE: Thex in the workstation name will be a letter designating your gite:

g=GSFCm = SMC,| = LaRC,e= EDC,n = NSIDC,0 = ORNL,a = ASF,j = JPL;
the## will be an identifying two-digit number (e.q10drg01 indicates an FSMS SqG|

host at NSIDC).

» There are no dependencies on other hosts, COTS or custom software.

* AMASS normally starts automatically on bootup. If it does, g8tep 5 If it does
not, or if you are restarting AMASS after a shutdown, gBtap 3

3 At the FSMS SGil host, log in asot.

4 Type/usr/amass/tools/amass_stand then press theeturn/Enter key.

* The AMASS application starts.

5 To verify that AMASS has started correctly, tyjpsr/amass/bin/amassstat -and then

press thdReturn/Enter key.

 The messageILESYSTEM IS ACTIVE is displayed.

Table 17.1-2. Starting AMASS

Step What to Do Action to Take
1 Power switches ON. Observe/set switches

2 Boot FSMS SGI host Normal workstation boot
3 Log in as root press Return/Enter

4 amass_start press Return/Enter

5 amassstat -c press Return/Enter

Interim Update
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17.1.2 Shutting Down AMASS Tape Archive System

Table 17.1-3 presents the steps required to shut down AMASS. If you are already famili@r with

the procedure, you may prefer to use this quick-step table. If you are new to the system,
not performed this task recently, you should use the following detailed procedure:

1 Log in asroot (system administrator) at the FSMS SGI host (workstadoing##).

* NOTE: Thex in the workstation name will be a letter designating your gi

g=GSFC,m = SMC,| = LaRC,e= EDC,n = NSIDC,0 = ORNL,a = ASF,j = JPL;
the## will be an identifying two-digit number (e.q10drg01 indicates an FSMS SG
host at NSIDC).

2 Type/usr/amass/tools/killdaemonsand then press theturn/Enter key.

* A message is displayed indicating that all daemons have been terminated.

Table 17.1-3. Shutting Down AMASS

Step What to Do Action to Take
1 Log in as root Press Return/Enter
2 killdaemons Press Return/Enter

17.1.3 Rebooting AMASS
The AMASS file system may need to be rebooted during certain anomalous conditiong

or have

(e.g.,

system "hang," interruption of communication between AMASS and ACSLS, a required dEemon

is down). AMASS needs to have the following daemons running at all times: amas
daemons/Im_ip -a fslock, klogd, amass_iocomp, gset, libsched, libio_tape,. To verify th
running, simply search for the AMASS processes (refer to Procedure 17Chécking
Daemons and UsinghealthchecR. To check the health of AMASS while it is still runnin
execute thénealthcheckcommand (refer to Procedure 17.7.1.1).

In order to reboot AMASS you must have root privileges. The following procedure demons
the steps to reboot AMASS. Table 17.1-4 presents the steps required to follow the
process. If you are already familiar with the procedure, you may prefer to use this quic
table. If you are new to the system, or have not performed this task recently, you should
following detailed procedure:

1 Log in asroot (system administrator) at the FSMS SGI host (workstaioing##).

* NOTE: Thex in the workstation name will be a letter designating your 9
g=GSFC,m = SMC, | =LaRC,e=EDC, n=NSIDC,0 = ORNL, a = ASF,
] = JPL,; the## will be an identifying two-digit number (e.q10drgO1 indicates an

main,
y are

0,

trates
reboot
k-step
use the

ite:

FSMS SGl server at NSIDC).
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2 To kill the daemons, typlelldaemons and then press thliReturn/Enter key.

» A message is displayed indicating that all daemons have been terminated.

3 If you want to test AMASS before restarting, go to step 4; otherwise atyyaess_start
and then press theeturn/Enter key.

* The AMASS application starts.

4 To test the AMASS filesystem prior to starting AMASS typestall_tests and press the
Return/Enter key.

» Tests the operation jukebox operation and cache partitions, then restarts AMASE.

Table 17.1-4. Rebooting AMASS

Step What to Do Action to Take
1 Log in as root press Return/Enter
2 killdaemons press Return/Enter
3 amass_start press Return/Enter
4 install_tests press Return/Enter

17.2 Loading, Removing, and Managing Archive Media

For the STK storage facility, each Powderhorn is equipped with a 21-tape Cartridge Accgss Port
(CAP). In automatic mode, tapes may be placed in the CAP for automatic loading. Tapes are
also ejected through the CAP when identified for ejection using a command at the host|for the
STK Automated Cartridge System Library Software (ACSLS). It is also possible to bypass the
CAP and manually load media directly into the library bins, typically only done at the initial load

of the system or if it is otherwise necessary to load large numbers of volumes. Newly Joaded
volumes may need to be placed online and formatted. It is also necessary to ensure the ready
availability of drive cleaning cartridges in the specially designated volume group fof that
purpose.

Table 17.2-1 provides an Activity Checklist for Loading, Removing, and Managing Arghive
Media.

Table 17.2-1. Loading, Removing, and Managing Archive Media -

Activity Checklist
Order Role Task Section Complete?
1 Archive Manager Automatically Loading Archive Media (P)17.21
2 Archive Manager Manually Loading Archive Media (P) 17.2.2
3 Archive Manager Formatting a Volume (P) 17.2.3
4 Archive Manager Removing Archive Media (P)17.2.4

Interim Update 17-5 611-CD-598-001



17.2.1 Automatically Loading Archive Media

Automatic loading of media is appropriate when there are relatively small numbers of m
be loaded. Up to 21 volumes at a time may be loaded through the Cartridge Access Port
With automated loading, AMASS assigns each cartridge a unique volume number, ent
volumes in its database, and marks the volumes Online in the database.

Table 17.1-2 presents the steps required for automated media loading. If you are already
with the procedure, you may prefer to use this quick-step table. If you are new to the sys
have not performed this task recently, you should use the following detailed procedure:

1 Log in asamassorroot at the FSMS SGI host (workstatin@drg##).

2 At the FSMS host, typgusr/amass/bin/bulkinlet SPand then press theeturn/Enter
key.

NOTE: Thex in the workstation name will be a letter designating your gi

g=GSFC,m = SMC, | =LaRC,e=EDC, n=NSIDC,0 = ORNL, a = ASF,
] = JPL; the## will be an identifying two-digit number (e.q10drgO1 indicates an
FSMS SGI server at NSIDC).

The Cartridge Access Port (CAP) door unlocks (audible unlatching sound).

Note If you have removed an existing volume and are re-inserting it, do not us
SP option, which puts the volume in the general space pool. Instead
/usr/amass/bin/bulkinlet <volgrp>, where<volgrp>is the volume group from whic
the volume was removed. This will put the volume back where it was b
removal.

bdia to
(CAP).
ers the

familiar
tem, or

be the
type
5

pfore

3 Write down or note the bar code number(s) on the label(s) of the cartridge(s), open the

recessed latch on the CAP door and insert the tape(s), solid black side up, with
code label facing you, and close the door.

The robot scans all the volumes.

Data for the newly inserted media are displayed, including bar codes, assdg
volume numbers, and, in tiflag column, the letter®JO, indicating that the volume
are inactivel(), unformatted ), and offline Q).

the bar

ciated

S

D
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For any newly inserted media, it is necessary to issue a formatting command. |
new 9940 tapes, typisr/amass/bin/volformat -b 256k### where###is the volume
number, and then press tReturn/Enter key. You can enter more than one, separat
each number from the preceding one with a space.

* A message requests confirmation that you wish to continue.
Typey and then press thiReturn/Enter key.

* A message is displayed requesting further confirmation, stating keatollowing
volumes will be formatted: and listing volume numbers, followed Py-N).

Typey and then press thiReturn/Enter key.
» After a few minutes, a messagGempleted formatting all volumesis displayed.

To verify that the volume(s) are inserted, typsr/amass/bin/vollistand then press th
Return/Enter key.

» Data for the media are displayed; tii@g column shows that the newly formattg¢

volumes are inactivd )

To activate the media for use, typesr/amass/bin/volstat and then press th
Return/Enter key.

» Data for the media are displayed; fiteg column shows that the volumes are n
active Q).

Table 17.2- 2. Automatically Loading Archive Media

Step What to Do Action to Take

1 Log in as amass or root enter text; press Return/Enter
2 bulkinlet SP  (unless re-inserting removed volume) press Return/Enter

3 Place cartridge(s) in CAP close door

4 volformat -b 256k < volumenumber > press Return/Enter

5 y (to continue) press Return/Enter

6 y (to confirm/continue) press Return/Enter

7 vollist press Return/Enter

8 volstat press Return/Enter

17.2.2 Manually Loading Archive Media

Media may be introduced into volume groups in the storage facility without AMASS i
monitoring and assignment. This may be done using the CAP, as illustrated in the fol
procedure, or it may be done during an initial loading of the system. For such an initial lo

For the

ng

D
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d
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itial
owing

ading,
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large numbers of cartridges may be placed directly in storage slots without using the CAP (i.e.,
with the Powderhorn library door open before the system is powered up). Manual loadirjg uses
an AMASS command different from that used for automatic loading; the command used here
enables AMASS to determine what media have been placed in the library and con
information to its database.

Table 17.2-3 presents the steps required for manual media loading. If you are already
with the procedure, you may prefer to use this quick-step table. If you are new to the sys
have not performed this task recently, you should use the following detailed procedure:

1

To manually insert a tape into the Powderhorn, login to the control software (AQ
using theacssaaccount at an ACSLS workstation (e.g., e0drs03, g0drs03, I0d
n0drs03).

Typeenter 0,0,0and then press theeturn/Enter key.

* The Cartridge Access Port (CAP) door unlocks (audible unlatching sound).

ey the

familiar
tem, or

SLS)
's02,

Write down or note the bar code number(s) on the label(s) of the cartridge(s), open the

recessed latch on the Cartridge Access Port (CAP) door and insert the tape(s), sol
side up, with the bar code label facing you, and close the door.

* The robot scans all the volumes.

At the AMASS host, typeusr/amass/bin/bulkload -s SPand then press th
Return/Enter key.

 The AMASS database is populated with data for the volumes in the library, incl
bar codes, associated volume numbers, and status -- inagtiveformatted (), and
offline (O). The data may be reviewed using Yodist command.

* Note If you are loading a very large number of volumes, such as at initial loac
choose to bypass the CAP and place the volumes directly in the library slots
about the volumes will not be immediately available to ACSLS for communicati
AMASS. You will first have to use the ACSLehidit command to initiate an audit g
the library, a process that may take several hours.

Caution
Inactivate AMASS before using the following command.

To view a list of media in the library, typasr/amass/utils/medialist -3 and then pres;s
theReturn/Enter key.

* The-3 option indicates the STK Powderhorn.

» The utility reads the library element status stored in the library, and information

d black

D

iding

, and
, data
DN to

"4y

hbout

the library contents, including the statt®JLL or EMPTY) of the elements.
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Table 17.2-3. Manually Loading Archive Media

Step What to Do Action to Take

1 Log in as acssa enter text; press Return/Enter
2 enter 0,0,0 press Return/Enter

3 Place cartridge(s) in CAP close door

4 bulkload -s SP press Return/Enter

5 medialist -3 press Return/Enter

17.2.3 Formatting a Volume

To format a volume, it must be online. A volume is placed online usingollee command. For|
a tape cartridge, you must first set the tape length usin@pleéength command. Formatting &

volume destroys any files on that volume. Before formatting a volume, check to make pure it
does not have any files that should be saved. Table 17.2-4 presents the steps required {o follow
the formatting process. If you are already familiar with the procedure, you may prefer to yse this
quick-step table. If you are new to the system, or have not performed this task recently, you

should use the following detailed procedure:

1

To put the volume online, at the FSMS host, tiyse/amass/bin/volloc -n### and then
press th&keturn/Enter key.

o ###is the number of the volume.

To verify there are no files on volume, tyfussr/amass/bin/volfilelist «/ol. No> , and
then press thReturn/Enter key.

* No files are displayed.

» If alist of files is returned, indicating that the volume is not empty, before proce¢ding

verify that you have the correct volume and that it is to be formatted.

To format the volume, typkisr/amass/bin/volformat -b 256k###, and then press th
Return/Enter key.

D

o #i#t#is the number of the volume.

To verify status of the volume, tygesr/amass/bin/volprint -a#### and then press the
Return/Enter key.

o #i#t#is the number of the volume.
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17.2.4 Removing Media

Table 17.2-5 presents the steps required to remove media from the STK Powderhorn. If
already familiar with the procedure, you may prefer to use this quick-step table. If you a
to the system, or have not performed this task recently, you should use the following g
procedure:

1

Table 17.2-4. Formatting a Tape Volume

Step What to Do Action to Take
1 volloc -n volnumber press Return/Enter
2 volfilelist volnumber press Return/Enter
3 volformat -b 256k volnumber press Return/Enter
4 volprint -a volnumber press Return/Enter

Log in asamassorroot at the FSMS SGI host (workstatin@drg##).

« NOTE: Thex in the workstation name will be a letter designating your 9
g=GSFC,m = SMC, | =LaRC,e=EDC, n=NSIDC,0 = ORNL, a = ASF,
] = JPL,; the## will be an identifying two-digit number (e.q10drg01 indicates an
FSMS SGl server at NSIDC).

Determine which volumes you want to remove by utilizing the volume numbel.

necessary to review volume numbers and other information, at the FSMS hos
/usr/amass/bin/vollistand then press tliReturn/Enter key.

* Alist of volumes is displayed.

If there are only a few volumes to remove, for each volume to be removed
/lusr/amass/bin/voloutlet###, where### is the volume number, and then press
Return/Enter key.

« AMASS marks the volume off-line and the volume is transferred to the CAP.

Open the recessed latch on the Cartridge Access Port (CAP) door and remove the

Table 17.2-5. Removing Media from the Storage Library

Step What to Do Action to Take

Log in as amass or root enter text; press Return/Enter

vollist press Return/Enter

voloutlet volumenumber press Return/Enter

AlIWIN]|F

Remove tape(s) from CAP open CAP latch

you are

(€ new

etailed

ite:

L, type

type

[ape(s).
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17.3 Monitoring and Managing the Archive with ECS Custom GUIs

Custom Graphical User Interfaces (GUIs) in the ECS software can provide helpful information
concerning the relationship between physical storage archives (Library Storage Modules, or
LSMs) and the Archive Server software applications at the site. For example, a data repository

identified as DRP1 is served by the software application EcDsStArchiveServerDRP1.

Subdivisions within LSMs (e.g., for storage of different data types) are reflected in the Sforage
Management database, where each Volume Group (a logical group of volumes in the archive)
has its own path. Each path maps to an AMASS volume group, and thus to a physical yolume

group in the archive.

Information concerning archive servers and the logical volume groups served may be optained
from the Storage Management Control GUI. The Storage Configuration tab on the Storage
Management GUI permits display of server information and access to related status information.

Table 17.3-1 provides an Activity Checklist for Monitoring and Managing the Archive with [ECS

Custom GUIs.

Table 17.3-1. Monitoring and Managing the Archive - Activity Checklist

Order Role Task Section Complete?
1 Archive Manager Launching DSS GUIs (P)17.3.1
2 Archive Manager Using Storage Management GUIs to | (P) 17.3.2
Display Archive Path Information
3 Archive Manager Monitoring Archive Requests using the | (P) 17.3.3
Storage Management GUI
4 Archive Manager Monitoring Distribution Requests using | (P) 17.3.4
the Data Distribution GUI
5 Archive Manager Setting Checksum Calculation (P)17.3.5

17.3.1 Launching DSS GUIs
The following software applications are associated with DSS:

* Science Data Server (SDSRV).
» Storage Management (STMGT) Servers.
— Request Manager Server.
— Staging Disk Server.
— Cache Manager Server.
- Archive Server.

— Request Manager Server.

- FTP Server.
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— D3/9940 Tape Server.

— 8mm Tape Stacker Server.
» Data Distribution (DDIST) Server.
* DDIST Graphical User Interface (GUI).
e STMGT GUIs.

* Science Data Server GUIs.

Access to Storage Management, Data Distribution (DDIST), and other GUIs is gained t
the use of UNIX commands. The procedure for launching the GUIs begins with the ass
that the applicable servers are running and that the operator (Archive Manager or
Administrator) has logged in.

Table 17.3-2 presents the steps required to launch DSS GUIs using UNIX commands. If
already familiar with the procedure, you may prefer to use this quick-step table. If you a

rough
mption
System

you are
e new

to the system, or have not performed this task recently, you should use the following detailed

procedure:

1 Access the command shell.

* The command shell prompt is displayed.
NOTE: Commands in Steps 2 through 9 are typed at a UNIX system prompt.
2 Typesetenv DISPLAY clientname0.0 and then press tiReturn/Enter key.

e Use either the terminal/workstation IP address or the machine-name fd
clienthame

3 Start the log-in to the DDIST client server by typifigols/bin/ssh hostname(e.g.,
e0dis02 g0dis02 10dis02, orn0dis02 and then press tiReturn/Enter key.

» If you receive the messagdost key not found from the list of known hosts. Are
you sure you want to continue connecting (yes/no)®ypeyes(“y” alone does not
work).

* If you have previously set up a secure shell passphrase and exesiutechote a
prompt toEnter passphrase for RSA key 'dser@localhost’ appears; continug

with Step 4.
» If you have not previously set up a secure shell passphrase; go to Step 5.
4 If a prompt toEnter passphrase for RSA key 'aser@Ilocalhost appears, type youf
Passphrasend then press tlieturn/Enter key. Go to Step 6.
5 At the <user@remotehosts password: prompt, type youPasswordand then press the

r the

Return/Enter key.
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6 To change directory to the directory containing the startup scripts for DSS¢dy
/usr/ecs/MODE>/CUSTOM/utilities and then press tiReturn/Enter key.

 The<MODE> will most likely be one of the following operating modes:
— OPS (for normal operation).

— TS1 or TS2 (for testing).

* Note that the separate subdirectories under /usr/ecs apply to different opg
modes.
7 To launch the Storage Management Control GUI, type the following comm

EcDsStmgtGuiStart <MODE>, where<MODE> is the one selected in Step 6, and tf
press th&keturn/Enter key.

* The Storage Management Control GUI, used for review of storage events and
of devices, is displayed.

8 To launch the Data Distribution GUI, use a similar procedure and type the follo
command:EcDsDdistGuiStart <MODE>, where<MODE> is the one selected i
Step 6, and then press tReturn/Enter key.
* The Data Distribution GUI is displayed.

9 To launch theDSS Science Data ServeGUI, log in to the host for Science Data Ser

(e.g.,e0acs05g0acs0310acs03 orn0acs04. Use a similar procedure and type t
following command: EcDsSdSrvGuiStart<MODE> and then press tHeeturn/Enter
key.

* The Science Data Server Operator GUI is displayed.

Table 17.3-2. Launching DSS GUIs

Step What to Do Action to Take

1 Access command shell

2 Log in to appropriate host (for DDIST or SDSRYV) Enter text, press Return/Enter
3 cd /usr/ecs/< MODE>/CUSTOM/utiliites press Return/Enter

4 Go to Step 5 for STMGT, 6 for DDIST, or 7 for SDSRV

5 EcDsStmgtGuiStart < MODE> press Return/Enter

6 EcDsDdistGuiStart <MODE> press Return/Enter

7 EcDsSdSrvGuiStart <MODE> press Return/Enter

17.3.2 Using Storage Management GUIs to Display Archive Path Information
If requested to provide archive path information for a particular Earth Science Data

rating

and:
en

status

wing
5

er
he

Type

(ESDT) stored in the archive, the Storage Management GUI can be used to obtain the

needed
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information. Table 17.3-3 presents the steps required to use the Storage Management
Display Archive Path information. If you are already familiar with the procedure, you
prefer to use this quick-step table. If you are new to the system, or have not performed t
recently, you should use the following detailed procedure:

1

Launch the DSS Storage Management GUI using UNIX commands (see Procedure
Launching DSS GUIS.

* The DSS Storage Management GUI is displayed.

GUIs to
may
his task

17.3.1

Click on the Storage Config.tab to ensure that the Storage Configuration displaly is

available.

» TheStorage Config.tab is displayed.
In the field listingServer Type click on theARCHIVE line to highlight it.

» The selected line is highlighted and tBerver NameandStatus of archive serverg
are displayed in the field listin§erver Name

Click on theVol Grp Config. tab.

* The Volume Group Information is displayed showing volume groups and th
current paths.

If it is desirable to display the path history for a data type, otiesrp Config. tab,
click on theData Type Nameentry for the specific data type for which path histg
information is desired.

» The selected line is highlighted.
Click on theDisplay History button.

* A Volume Group History window is displayed showing the path history for {
highlighted data type.

Table 17.3-3. Using Storage Management GUIs to Display Archive Path
Information and History

Step What to Do Action to Take

1 Launch the DSS Storage Management GUI Use procedure in Section 17.3.1
2 Select Storage Config. tab single-click

3 Highlight Archive in Server Type field single-click

4 Select Vol Grp Config. tab single-click

5 Highlight a selected data type line single-click

6 Activate Display History button single-click
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17.3.3 Monitoring Archive Requests using the Storage Management GUI

A primary GUI tool for monitoring of archive processing is RRequest Statuswindow,
accessible from th&torage Management ControlGUI. Using theRequest Statustab the
Archive Manager or Distribution Technician can detect stalled requests or servers that af
be idle.

The Request Statusvindow displays the following information:
» Operation is the type of operation represented by the request.
* Request IDis a unique identifier for the request.

* Progressis the stage of processing on which the request is currently working
include a numeric progress indication).

» Status provides information about processes attempted and the outcome

DsEStDRExecuteFailed, DsEStARPathSearchExhausted, OK, . . .WriteFailed, .|.

» Priority is Xpress Very High, High, Normal, orLow.

* When Submitted is the time and date when the request was received by the S
Management server that is responsible for the request.

pear to

(may

(e.g.,

orage

» Last Updatedis the time and date when the status was last updated for the requjest.

The operator can reduce the displayed list of requests by clicking éiltémeg pull-down

menu just above thRequest Status Informationlist on the window. This permits filtering o
four areas or filter types selectable from the pull-down menu:

» Server controls what activity is displayed by limiting the list to the requegsts

being/having been serviced by a specific server. Selealindisplays all request

throughout Storage Management. Other selections include the individual afchive
servers, cache manager servers, ftp servers, request manager server, and staging disk

servers.

» Operation allows the operator to focus on a specific type of operation. The list of
operations is dynamically generated to reflect those operations for which requests are

currently in queue (e.gAll, CMLink , ArStore, ArRetrieve, FtpPull, FtpPush).

* Processing Statallows the operator to differentiate among requests that are being

actively processed; have been completed, either successfully or to a retryabl
state; or have been suspended and are awaiting the outcome of another eve
following selections are availablall, Processing Suspended Completed

» Submitter allows the Distribution Technician to see the status of requests subr
by a specific client process. The list of possible clients is dynamically genera
reflect the list of clients with outstanding requests (&ty,,DSDD, HDFC, SDSV,
this, [various servers).

error
ht. The

nitted
fed to
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Table 17.3-4 presents the steps required to monitor archive requests using the
Management Control GUI. If you are already familiar with the procedure, you may prefer
this quick-step table. If you are new to the system, or have not performed this task recen
should use the following detailed procedure:

1

torage
0 use
ly, you

Launch the DSS Storage Management GUI using UNIX commands (see Procedurg 17.3.1
Launching DSS GUIS.

The DSS Storage Management GUI is displayed.

Click on theRequest Statugab.

The Request Statudab is displayed.

Observe information displayed on tRequest Statugab of theStorage Management
Control GUI.

The Request Status Informationtable displays the following information:
— Operation.

- Request ID.

— Progress.

— Status.

— Priority.

—  When Submitted.

— Last Updated.

By default all storage management server requests for the last 24 hours are sl
the Request Status Informationtable of theRequest Statugab.

Clicking on any of the column headers of fRequest Status Informationtable
causes the listed requests to be sorted in order by the column selected.

— For example, clicking on thieast Updated column header causes requests
be listed in order from the least recently updated to the most recently upda

The Operator Messagedield at the bottom of the GUI displays messages concer
events occurring in storage management operations.

Note that storage management servers control virtually all data inserted i
retrieved from the archive; the resulting large amount of activity orReéwiest
Status tab may make it useful to restrict the number of requests displaye
applying a filter (see next step).

nown in

to
ed.

hing

to or

d by
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\‘

To filter the list of requests, use thétering pull-down menu above the top left cornler

of the Request Status Informationtable, selecting as desired to display requé
associated with a particul&erver, Operation, Processing Stateor Submitter.

» The list of requests displayed in tRequest Status Informationtable is restricted
by the filtering choice.

Observe the Storage Management requests displayedRethest Status Information
table.

* TheProgress and Status column entries in the table may provide indication
particular requests of potential problems or conditions requiring attention.

Repeat Steps 4 and 5 as necessary to monitor Storage Management requests.

To exit, follow menu pattFile->Exit.

Table 17.3-4. Monitoring Archive Requests using the Storage Management GUI

Step What to Do Action to Take

1 Launch the DSS Storage Management GUI Use procedure in Section 17.3.1

2 Select Request Status tab single-click

3 Observe listed request information read text

4 Select Filtering option click-hold and dra g cursor or
execute three clicks

5 Observe selected (filtered) requests read text

6 Repeat steps 4 and 5 as necessary

7 Exit (if necessary/desirable) Menu selection File > Exit

17.3.4 Monitoring Distribution Requests using the Data Distribution GUI

Distribution requests result from orders for ECS data, placed by users or subscriptions,
requests for data by internal ECS processes (e.g., those related to data processing).
responds to these requests, the Archive Manager or other operators can monitor the prg
the distribution requests. Table 17.3-5 presents the steps required to monitor distribution
using the Data Distribution GUI. If you are already familiar with the procedure, you may

to use this quick-step table. If you are new to the system, or have not performed th
recently, you should use the following detailed procedure:

1

Launch theDDIST GUI using UNIX commands (see Procedure 17LZ&dnching DSS
GUIs).

* TheData Distribution GUI tool is displayed.

pSts

for

and by

As ECS
gress of
equests
refer

s task
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2 Click on theDistrib’n Requests tab.
* The Distribution Requests window is opened.
* Alist of requests is displayed.
3 Follow menu pattView - Filter .
» TheDistribution Filter Requests window opens.

» Three filter types are displayed in a radio box at the top oDik&ibution Filter
Requestswindow: Request ID, Requester andAll Requests

4 In the radio box at the top, clidn one of the radibuttons to select filtering birequest
ID, Requester or All Requestsas desired.

» The selection is indicated by the radio button depressed appearance.

» If the selection iRRequest ID or Requester the cursor moves to the text entry field
to the right of the selected button.

5 If the selection iRRequest ID or Requester enter the request ID or requester's name,
respectively, in the appropriate text entry field.

6 In the Media Type: area of theDistribution Filter Requests window, click on theAll
button or click on one of the entries in thkedia Type: field to select for filtering on
FtpPull or FtpPush (because of the incorporation of the Product Distribution System to
handle media distributions, any media distribution requests are reflected as F{pPush
distribtions to the Product Distribution System).

» Selected entries in thdedia Type: window show as highlighted.

7 In the State: area, click on th&ll button to select all states, or click on one or more radio
buttons to select one or more states for the filtering.

* Any selectedstate: toggle buttons show as depressed.
8 Click on theOK push button, located at the bottom of the window.

* The other push buttons located at the bottom of the window are Apply, Cancsl, and
Help.

» The Filter Requests window is closed.

» The Distribution Requests screen shows any requests that meet the filter criteria in the
Data Distribution Requestsfield.

9 If necessary, use the scroll bar at the bottom oDt Distribution Requestsfield to
scroll horizontally to view the state of the selected request(s).
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Table 17.3-5. Monitoring Distribution Requests using the Data Distribution GUI

Step What to Do Action to Take

1 Launch the DSS Data Distribution GUI Use procedure in Section 17.3.1

2 Select Distrb'n Requests tab single-click

3 Open the Distribution Filter Requests  window Menu selection View > Filter

4 Select Filtering type single-click

5 Enter any required information for Filtering type enter text

6 Select Media Type: filtering option(s) click to highlight

7 Select State: filtering option(s) click to select

8 Click OK to apply filters and close Distribution | single-click
Filtering Requests window

9 Observe filtered Distribution Request(s) list, scrolling| read text; click-hold and dra g
as necessary as necessary

17.3.5 Setting Checksum Calculation

The system design for ECS incorporates calculation of a checksum when a granule is Inserted

into the archive. If such a checksum is calculated, it can then be used as an indig

ator to

determine if there is data corruption within the archive. Comparison of the original chegksum

with one calculated, for example, when the granule is retrieved (e.g., for process
distribution) can detect whether the inserted file and the retrieved file are the same.
checksums do not match, then the operator can investigate (refer to Procedure

ng or
If the
17.7.4

Diagnosing/Investigating Read Errorg. The checksums are set in the configuration for [the
archive server, with variables that set calculation on granule insert and calculation on refrieval.
The Storage Management GUI provides an easy way to set these configuration parametg¢rs. The

settings are available from tl8torage Config.tab, by highlighting the Archive Server ar
clicking on theModify Server button. This opens th&rchive Server Configuration window.
The window includes option buttons tnable Checksumming On Store:and Enable
Checksumming On Retrieve:

Calculation of checksums can be time consuming. System throughput may be signif
improved if checksum calculation on granule insert is turned off, and therefore the g
reflects checksum calculation turned off. Unfortunately, turning checksums off compromis

d

cantly
efault
es the

ability to detect data corruption in the archive. This problem may be alleviated somewhat by
calculating a checksum when a granule is first retrieved from the archive and storing that

checksum to be compared with one calculated upon a later retrieval. However, this af
will not guard against the possibility of data corruption on initial insertion (e.g., through
errors). If it becomes necessary to enable calculation (e.g., for troubleshooting), use the

proach
I/O
Storage

Management GUI. Table 17.3-6 presents the general steps required for setting chpcksum

calculation. If you are already familiar with the procedure, you may prefer to use this quig
table. If you are new to the system, or have not performed this task recently, you should
following detailed procedure:

1 Launch the Storage Management GUI using UNIX commands (refer to Procedure
Launching DSS GUIs.

* The DSS Storage Management GUI is displayed.

k-step
use the

17.3.1
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2 Click on the Storage Config.tab to ensure that the Storage Configuration displaly is
available.

» The Storage Config.tab is displayed.
3 In the field listingServer Type click on theARCHIVE line to highlight it.

* The selected line is highlighted and tBerver NameandStatus of archive serverg
are displayed in the field listingerver Name

4 In the field listing Server Name click on the archive server (e.d.,
EcDsStArchiveServerDRP) for which the checksum variables are to be set.

» The selected line is highlighted.
5 Click on theModify Server button.

» TheArchive Server Configuration window is displayed showing configuration dgta
for the selected archive server.

6 Click on the option button in thHenable Checksumming On Storeblock.

* A pop-up display offers the choice ¥&sor No.

7 Click on the desired choice to enabMe@) or disable o) checksumming when &
granule is stored.

* The pop-up display is closed and the selected choice appears as the label|on the
option button.

8 Click on the option button in tHenable Checksumming On Retrieveblock.

* A pop-up display offers the choice ¥ésor No.

9 Click on the desired choice to enabMe@) or disable o) checksumming when &
granule is retrieved.

* The pop-up display is closed and the selected choice appears as the label| on the
option button.

10 Click on theOK button.

» TheArchive Server Configuration window is closed and the changes take effect.
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Table 17.3-6. Setting Checksum Calculation

Step What to Do Action to Take
1 Launch the DSS Storage Management GUI Use procedure in Section 17.3.1
2 Select Storage Config. tab single-click
3 Select ARCHIVE server type single-click to highlight
4 Select archive server for which to set checksumming single-click to highlight
5 Select Modify Server button single-click
6 Display options for Enable Checksumming on Store: single-click
7 Select Yes to enable or No to disable single-click
8 Display options for Enable Checksummin g on| single-click

Retrieve:
9 Select Yes to enable or No to disable single-click
10 Select OK button single-click

17.4 Deleting Granules

The Granule Deletion capability allows operators to delete products on demand. There are
several circumstances that may require deletion on demand, such as:

* New PGE versions have been created and are used to reprocess large amounts of past
data, creating new ESDT versions. As reprocessing progresses, Operations|deletes
the granules for the old ESDT versions from the archive and inventory.

» It is determined that certain lower-level (e.g., Level 2) products are of little gr no
interest to the science or public user community. In concert with the science
DAAC operations personnel decide to remove these products from the inventory.
Since the products are still referenced by higher-level products as inputs, the PAAC
decides to keep the inventory records for production history purposes.

* One or more granules were found defective and were reprocessed on an individual
basis. When the reprocessing is complete, the operator wishes to delete the old,
defective granule(s) from the inventory.

» A DAAC has extended ECS with subsetting services. The subsetted produgts are
produced outside ECS, but are then inserted into the ECS archive to take advantage of
the ECS distribution capability. The DAAC writes a script to delete the subsgtted
products on a regular basis.

The Science Data Server provides an application programming interface (API) for deleting
granules from the archive, or from both the archive and inventory since earlier releases,|but the
Granule Deletion capability adds a front-end command-line utility that provides several ways for
selecting granules for deletion. Confirmation is generally required so that granules
inadvertently deleted. However, the confirmation may be suppressed so that operators|can run
regularly scheduled deletion scripts using background execution. This suppression pogsibility
presents an opportunity for inadvertent loss of data and so must be used with care and oply after
thorough testing of any deletion script.
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The Science Data Server captures deletions and related errors in the application log.

perators

may also specify a separate and independent delete log for immediate analysis of the syiccess or

failure of a delete operation.

Deletion Sequence The deletion of granules from the archive involves three elements|, and
therefore actually occurs in stages. Two of the elements are parts of the Science Data Server
(SDSRYV), and the third is a part of the Storage Management (STMGT) software and Graphical

User Interface (GUI).

Logical Deletion For the first stage, a command-line delete utility specifies selegtion

criteria for deletion of granules and "logically" deletes from the inventory those
granules that meet the criteria. These granules are flagged as 'deleted’ and can no

longer be accessed, but their inventory entries are not yet removed. The

‘deletion' may specify, via command line input, removal of granule files fromn
archive Delete From Archiveor DFA) only, leaving the inventory record, or it m
specify Physical Deletion which entails removal of the inventory record as well
removal of the files from the archive. The deletion flag consists of records i
SDSRYV database. Specifically, in the DsMdGranules table, the value o
DeleteFromArchive entry is changed frdwnto Y, and the granule is entered in t

ogical
the

Ay

as

n the

f the

ne

DsMdDeletedGranules table with a time stamp recording the logical deletion time.

Physical Deletion The second stage is actual deletion from the inventory of
granules marked for physical deletion (not DFA only), which occurs whe
operations staff runs the physical deletion cleanup utility script. For Ph

ose
the
ical

Deletion, the script removes all inventory rows for granules that were flagged as
‘deleted,’ including rows referencing related information (e.g., QA data). The pcript
writes to the STMGT database (and therefore must be run under a log |in by

sdsrv_rolewith authorization to write to that database), creating entries i

the

DsSdPendingDelete table for granules to be deleted. This includes entries for
granules that are to be physically deleted, as well as those designated DFA only. The

operations staff controls the lag time between logical deletion and physical de
That lag time is entered into the physical deletion script, which deletes only inve
entries for granules that have been logically deleted prior to that time period.

operator to initiate the removal from the archive of the files listed its deletion
(populated by SDSRV). STMGT creates requests to the archive servers to dele
The STMGT GUI can be used to look at the state of the deletion requests. Filg
are successfully deleted have their associated rows removed from the S]
database table.

etion.
ntory

Deletion from Archive (DFA) STMGT provides a GUI screen that allows the

able

e files.
pS that
[MGT

Periodically, as sufficient data removal from the archive makes it appropriate, operatiops may

elect to reclaim the tape space and recycle archive tapes. The AMASS software con
(volcomp volclean volformat volsta) are used for that purpose.

Table 17.4-1 provides an Activity Checklist for Deleting Granules from the Archive.

hmands

Table 17.4-1. Deleting Granules from the Archive - Activity Checklist
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Order Role Task Section Complete?

1 Archive Resetting the Lock on the| (P)17.4.1
Manager/Database | DsMdDeletedGranules table
Administrator

2 Archive Manager Selecting Granules for Deletion (P)17.4.2
3 Archive Manager/ Deleting Granules from the Inventory | (P) 17.4.3
Data Base and Archive (Physical Deletion)
Administrator
4 Archive Manager Deleting Granules from the Archive (P)17.4.4

17.4.1 Resetting the Lock on the DsMdDeletedGranules Table

The DsMdDeletedGranules table may become locked during execution of the Deletion G
task if there is a need to restart the Science Data Server or if there is a problem with Sybg

leanup
se. The

lock can prevent granules being marked for deletion upon subsequent runs of the Granule

Deletion utility, and it is therefore necessary to reset the lock. This is accomplished using
script, EcDsResetLock.pl Table 17.4-2 presents the steps required to run the EcDsResetL
script. If you are already familiar with the procedure, you may prefer to use this quick-steg
If you are new to the system, or have not performed this task recently, you should U
following detailed procedure:

1 Log in to the SDSRV host (e.g., e0acs05, gOacs03, 10acs03, nOacs04) with
authorized with permissions to execute the EcDsResetLock.pl script.

2 To change directory to the directory containing the script, tyqe
/usr/ecs/[AMODE>/CUSTOM/utilities and then press tiReturn/Enter key.

» The<MODE> will most likely be one of the following operating modes:
— OPS (for normal operation).
— TS1 or TS2 (for testing).
» The working directory is changed Aasr/ecs/MODE>/CUSTOM/utilities .
3 To execute the script, tyfcDsResetLock.pland then press theeturn/Enter key.

* The script prompt&nter Mode of Operation .

4 To identify the mode in which the script is to be run, tgpeS, TS1, TS2, or other
<MODE>, and then press thieeturn/Enter key.

* The script prompt&nter Log File name..

5 Type ResetLock.logor another name of your choosing for the log, and then pres
Return/Enter key.

a Perl
pck.pl

table.
se the

an ID

5 the

* The script prompt&nter Sybase User Name:
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6 Typesdsrv_roleand then press thieeturn/Enter key.

* The script prompt&nter Sybase password:

7 Type the Sybasepassword (may require input from Database Administrator) and t
press th&keturn/Enter key.

* The script prompt&nter Sybase SQL Server Name:
8 Typex0acst_srvr and then press theeturn/Enter key.

» Thex will be g for GSFC,e for EDC,| for LaRC or n for NSIDC. Then will be a
number identifying the Sybase SQL Server (may require input from the Dat
Administrator).

* The script prompt&nter SDSRV's database name:
9 Type EcDsScienceDataServerl MODE>, and then press thieturn/Enter key.

» The script attempts to access the locked table, generating a number of errors
resetting the lock so that marking for deletion can proceed.

Table 17.4-2. Resetting the Lock on the DsMdDeletedGranules Table

Step What to Do Action to Take

1 Log in to SDSRYV host enter text

2 cd /usr/ecs/< MODE>/CUSTOM/utilities enter text; press Return/Enter
3 EcDsResetLock.pl enter text; press Return/Enter
4 <MODE> enter text; press Return/Enter
5 ResetLock.log enter text; press Return/Enter
6 sdsrv_role enter text; press Return/Enter
I <password > enter text; press Return/Enter
8 x0acs0n_srvr enter text; press Return/Enter
9 EcDsScienceDataServerl_< MODE> enter text; press Return/Enter

17.4.2 Selecting Granules for Deletion

Selecting granules for deletion consists of running the Granule Deletion Command line
accomplishlogical deletion or marking (by entries in the SDSRV inventory database
granules for deletion. It specifies either DFA only, leaving the inventory record, or Ph
Deletion, which will result in removal of the inventory record as well as removal of the
from the archive.

17.4.2.1 Selection by ESDT ShortName, Version, and Granule Time Coverage
Table 17.4-3 presents the steps required to select granules for deletion using the|

hen

hbase

before

tool to
of

ysical

files

ESDT

ShortName, version, and granule time coverage. If you are already familiar with the proq
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you may prefer to use this quick-step table. If you are new to the system, or have not pe
this task recently, you should use the following detailed procedure:

10

11

12

Log in to the SDSRV host (e.g., e0acs05, gO0acs03, [0acs03, nO0acs04) with
authorized with permissions to execute the Granule Deletion utility.

To change directory to the directory containing the script, tyqe
/usr/ecs/[AMODE>/CUSTOM/utilities and then press tiiReturn/Enter key.

» The<MODE> will most likely be one of the following operating modes:
— OPS (for normal operation).
— TS1 or TS2 (for testing).

» The working directory is changed Aasr/ecs/MODE>/CUSTOM/utilities .

Type the command to run the Granule Deletion utility specifying ESDT ShortN
ESDT version, and granule time coverage (granule beginning date and time, and
ending date and time), and specifying DFA or physical deletion, and then pre
Return/Enter key.

» For deletion from archive only, the command is:

EcDsGranuleDeleteClientStart MODE> -name <ShortName> -version <version
no.> -BeginDate <granbegdate/time -EndDate <granenddate/time -log
/usr/ecs/MODE>/CUSTOM/logs/GranDel<n>.log -DFA

* For physical deletion, the command is:

EcDsGranuleDeleteClientStart MODE> -name <ShortName> -version <version
no.> -BeginDate granbegdate/time -EndDate <granenddate/time -log
lusr/ecs/[AMODE>/CUSTOM/logs/GranDel<n>.log -physical

» The utility executes and displays the number of granules for deletion, and prom
userDo you want to continue [y/n]?

* Note It is possible to suppress the continuation prompt by including the argt

Hformed

an ID

Ame,
jranule
5s the

Dts the

ment

-noprompt with the command.
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13 Typey and then press thieeturn/Enter key.

» The process continues to completion.

* Note The deletion actions are displayed in the Deletion log and in the Scienc¢ Data
Serve ALOG, including information on the user ID of the requester, the ShortName,
VersionlD, and granule coverage time of the request. It is also possible to vigw the
SDSRYV database to verify the granule tagging for deletion; the granule should appear

in the database with values depending on whether the deletion request sgeEifiefl

or -physical (see matrix below).

DsMdGranules Table DsMdDeletedGranules Table |
Request Type DeleteEffective Date DeleteFromArchive Transaction Time DFA Flag
-DFA NULL Y Current Time 1
-physical Current Time N Current Time 0

Table 17.4-3. Selection by ESDT ShortName, Version, and Granule Time Coverage

Step What to Do Action to Take

1 Log in to SDSRYV host enter text

2 cd /usr/ecs/< MODE>/CUSTOM/utilities enter text; press Return/Enter

3 Run Granule Delete utility Execute Step 3 of Procedure
17421

4 y (at continuation prompt y/n?) enter text; press Return/Enter

17.4.2.2 Selection by ESDT ShortName, Version, and Granule Insert Time Range

Table 17.4-4 presents the steps required to select granules for deletion using thel ESDT
If you are already familiar wifh the

procedure, you may prefer to use this quick-step table. If you are new to the system, or hjave not
performed this task recently, you should use the following detailed procedure:

ShortName, version, and granule insert time range.

14 Log in to the SDSRV host (e.g., e0acs05, gOacs03, 10acs03, nO0acs04) with |an ID
authorized with permissions to execute the Granule Deletion utility.

15 To change directory to
/usr/ecs/MODE>/CUSTOM/utilities and then press theeturn/Enter key.

the directory containing the script,

» The<MODE> will most likely be one of the following operating modes:

— OPS (for normal operation).

— TS1 or TS2 (for testing).

» The working directory is changed Agsr/ecs/MODE>/CUSTOM/utilities .

Interim Update

17-26

tyqre

611-CD-598-001



16

17

Type the command to run the Granule Deletion utility specifying ESBdrtSame,
ESDT version, and granule insert time range (insert beginning date and time, ang
ending date and time), and specifying DFA or physical deletion, and then pre
Return/Enter key.

» For deletion from archive only, the command is:

EcDsGranuleDeleteClientStart MODE> -name <ShortName> -version <version
no.> -insertbegin <nsbegdate/time -insertend <nsenddate/time -log
/usr/ecs/MODE>/CUSTOM/logs/GranDel<n>.log -DFA

* For physical deletion, the command is:

EcDsGranuleDeleteClientStart MODE> -name <ShortName> -version <version
no.> -insertbegin <nsbegdate/time -insertend <nsenddate/time -log
/usr/ecs/MODE>/CUSTOM/logs/GranDel<n>.log -physical

» The utility executes and displays the number of granules for deletion, and prom
userDo you want to continue [y/n]?

* Note It is possible to suppress the continuation prompt by including the argy
-noprompt with the command.

Typey and then press thieeturn/Enter key.
» The process continues to completion.

* Note The deletion actions are displayed in the Deletion log and in the Sciencg
Serve ALOG, including information on the user ID of the requester, the ShortN
VersionlD, and granule insert time of the request. It is also possible to vie
SDSRYV database to verify the granule tagging for deletion; the granule should
in the database with values depending on whether the deletion request sgeEifie
or -physical (see matrix below).

DsMdGranules Table DsMdDeletedGranules Table

Request Type DeleteEffective Date DeleteFromArchive Transaction Time DFA Flag

-DFA NULL Y Current Time 1

-physical Current Time N Current Time 0

insert

5S the

pts the

ment

Data
ame,

v the
hppear
B
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Table 17.4-4. Selection by ESDT ShortName, Version, and Insert Time Range

Step What to Do Action to Take

1 Log in to SDSRV host enter text

2 cd /usr/iecs/< MODE>/CUSTOM/utilities enter text; press Return/Enter

3 Run Granule Delete utility Execute Step 3 of Procedure
17.4.2.2

4 y (at continuation prompt y/n?) enter text; press Return/Enter

17.4.2.3 Selection Using a Separate Input File

The tool permits referencing a list of granules in a file created for the purpose of providir
list as input to the tool. The desired deletion is achieved by creating a file containing identifying
information for the granule(s) to be deleted. The file can list multiple granules. Several @
are available for identifying granules, and for controlling how the utility executes:

the input file can specify SDSRV Granule IDs (geolDs).
the input file can specify logical, or "local,” Granule IDs.

the command to execute the Granule Deletion utility can includedisplay
argument, which results in a listing of the geolD and logical ID of each grs
selected for deletion.

by default, the number of granules selected for deletion is displayed and the of
is prompted to confirm the deletion, but the command to execute the Gr
Deletion utility can include anoprompt argument, which suppresses t
confirmation prompt.

the operator can choose whether selected granules are to be deleted from the
and the inventory or from the archive only.

by default, any BROWSE, QA, and PH granules associated with physically dé
granules are deleted if no longer referenced otherwise, but the command to ¢
the Granule Deletion utility can include-aoassocargument, which suppreg
deletion of these associated granules.

g that

ptions

nule

perator
anule
he

archive

bleted
pxecute
S

Table 17.4-5 presents the steps required to select granules for deletion using a separate input file.
If you are already familiar with the procedure, you may prefer to use this quick-step table.
are new to the system, or have not performed this task recently, you should use the fo
detailed procedure:

If you
lowing
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18

19

20

21

Log in to the SDSRV host (e.g., eDacs05, gO0acs03, [0acs03, nO0acs04) with
authorized with permissions to execute the Granule Deletion utility.

To change directory to the directory containing the script, tyge
/usr/ecs/MODE>/CUSTOM/utilities and then press tiReturn/Enter key.

 The<MODE> will most likely be one of the following operating modes:
— OPS (for normal operation).
— TS1 or TS2 (for testing).

» The working directory is changed Agsr/ecs/MODE>/CUSTOM/utilities .

Type the command to run the Granule Deletion utility specifying an input file type

an ID

and

file name, a granule deletion log file path, type of deletion (DFA or physical), omigsion
of prompt (if prompt is not desired), argument to suppress deletion of asso¢iated

BROWSE, QA, and PH granules (if deletion of those associated granules is not de
and then press thieeturn/Enter key.

¢ The form of the command is:

EcDsGranuleDeleteClientStart MODE> [-geoidfile <geoidfilename]
[-localgranulefile <localfilename>] -log /usr/ecs/dM O D E>/CUSTOM/logs/
GranDel<n>.log -DFA [-noprompt] [-noassoc]

OR

EcDsGranuleDeleteClientStart MODE> [-geoidfile <geoidfilename]
[-localgranulefile <localfilename>] -log /usr/ecs/dM O D E>/CUSTOM/logs/
GranDel<n>.log -physical [-noprompt] [-noassoc]

* The utility executes and displays the number of granules for deletion, and, unle
command included thenoprompt option, prompts the usebo you want to
continue [y/n]?. If the-noprompt option was used, the process continues
completion (se@&lote under step 4).

If prompted at the end of Step 3, tyypand then press thieeturn/Enter key.

» The process continues to completion.

sired),

ss the

to

* Note The deletion actions are displayed in the Deletion log and in the Scienc¢ Data

Serve ALOG, including information on the user ID of the requester, the ShortN
VersionlID, and granule insert time of the request. It is also possible to vie
SDSRV database to verify the granule tagging for deletion; the granules s
appear in the database with values depending on whether the deletion r
specified-DFA or -physical (see matrix below). By default, if there are a
BROWSE, QA, and PH granules associated with the science data granuleg
deleted and these associated granules are not referenced by other grany

ame,
v the
hould
equest
ny

to be
les, the
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associated granules will also be tagged for deletion. However, the comman
include the-noassocargument to suppress deletion of these associated granules

DsMdGranules Table DsMdDeletedGranules Table |
Request Type DeleteEffective Date DeleteFromArchive Transaction Time DFA Flag |
-DFA NULL Y Current Time 1
-physical Current Time N Current Time
Table 17.4-5. Selection Using a Separate Input File
Step What to Do Action to Take
1 Log in to SDSRV host enter text
2 cd /usr/ecs/< MODE>/CUSTOM/utilities enter text; press Return/Enter
3 Run Granule Delete utility Execute Step 3 of Procedure
17.4.2..3
4 If prompted, y (at continuation prompt y/n?) enter text; press Return/Enter

17.4.3 Deleting Granules from the Inventory and Archive (Physical Deletion)

Once granules are marked for deletion, the operator runs the Deletion Cleanup Utility,
script, EcDsDeletionCleanup.p! This script identifies those granules that were marked
deletion to the STMGT database for removal from the archive. In addition, if the granule

11 may

a Perl
for
5 were

marked for physical deletion in the SDSRV database, they are deleted from the

DSRV

database. A lag time, specified as a number of days, is used so that the operator can request that
not all the granules marked for deletion are immediately deleted -- i.e., the Deletion Cleanup
Utility deletes granules marked for deletion a specified number of days prior to the current date.
A lag time of 0 may be used to implement immediate deletion. The script also asks for enfry of a

batch size, by which the operator specifies the increments for transfer of files from the
database to the STMGT database. For large numbers of deletions, a large batch sizg
specified (up to a maximum of 10,000).

Table 17.4-6 presents the steps required to delete granules from the inventory and arc
you are already familiar with the procedure, you may prefer to use this quick-step table.
are new to the system, or have not performed this task recently, you should use the fo
detailed procedure:

22 Log in to the SDSRV host (e.g., e0acs05, g0acs03, 10acs03, nOacs04) with
authorized with permissions to execute the Deletion Cleanup utility.
23 To change directory to the directory containing the script, tyqe

/usr/ecs/MODE>/CUSTOM/utilities and then press theeturn/Enter key.

The<MODE> will most likely be one of the following operating modes:

OPS (for normal operation).

TS1 or TS2 (for testing).

DSRV
may be

hive. If
If you

lowing

an |ID
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24

25

26

27

28

29

30

31

32

» The working directory is changed Aasr/ecs/MODE>/CUSTOM/utilities .

To run the Deletion Cleanup Utility, tygecDsDeletionCleanup.pland then press th
Return/Enter key.

* The script prompt&nter lag time in days.

Type <n>, wheren is the lag time in days specifying a number of days prior to
current date during which granules marked for deletion are not yet to be deleted, a
press th&keturn/Enter key.

* Note Use a lag time of 0 to indicate immediate deletion of all marked granules.

» The script prompt&nter mode of operation.

D

the
nd then

Type <MODE>, where<MODE> is the mode in which you are making the deletion

(typically OPS TS1, or TS2) and then press thieturn/Enter key.
» The script prompt&nter log file name..
TypeDelCleanupl.logand then press theturn/Enter key.

» The script prompt&nter Sybase User:

Typesdsrv_role and then press thReturn/Enter key.

» The script prompt&nter Sybase User Password:

Type <password, where<password is the Sybase passworldte: This step may,
require input by the Database Administrator).

» The script prompt&nter sqgl server..

Type<x>0acg<n>_srvr (e0acgll_ srviat EDC,g0acg0l_srvrat GSFCJOacg02_srvr
at LaRC, omOacg01_srvrat NSIDC) and then press tReturn/Enter key.

* The script prompt&nter DBName..

Type EcDsScienceDataServerl MODE>, where<MODE> is the mode in which yol
are making the deletion (typicallPS, TS1, or TS2) and then press tHeeturn/Enter
key.

* The script prompt&nter STMGT DBName:.

Type stmgtdbl <MODE>, where<MODE> is the mode in which you are making t
deletion (typicallyOPS TS1, or TS2) and then press thiReturn/Enter key.

* Note If you do not know the STMGT DBName, contact the Database Administr

* The script prompt&nter Batch size:

ptor.
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33 Type <n> wheren is the batch size specifying the increments for transfer of files 1|rom

the SDSRV database to the STMGT database (maximum 10,000), and then pr
Return/Enter key.

34 Typey and then press thiReturn/Enter key.

35 Typey (response to the confirmation prompt) and then presRehan/Enter key.

The script prompt®o you wish to continue deleting these granules?:

The Deletion Cleanup Utility script displays the number of granules to be d¢
from the archive (DFA) and physically deleted, with a confirmation prompt. If the
time was specified as 0, all granules in the DeletedGranules table are displayed

Execution of the Deletion Cleanup Utility script completes.

Note In the SDSRV database, the SDSRV Staging table (DsMdStagingTable)
observed for transfer of data to the STMGT database (in increments of the sp

pss the

leted
 lag

can be
beified

batch size); when the transfer is complete, the table is empty. In the STMGT

database, the STMGT Pending Delete table (DsStPendingDelete) can be obse

receipt of the data; all granules specified in the delete request are received.

Deletion Cleanup log displays messages about the actions, indicating that infor
is placed in the STMGT database in increments of the specified batch size.

Table 17.4-6. Deleting Granules from the Inventory and Archive

Step What to Do Action to Take

1 Log in to SDSRV host enter text

2 cd /usr/ecs/< MODE>/CUSTOM/utilities enter text; press Return/Enter
3 EcDsDeletionCleanup.pl enter text; press Return/Enter
4 <n> (lag time, in days) enter text; press Return/Enter
5 <MODE> enter text; press Return/Enter
6 DelCleanup.log enter text; press Return/Enter
7 sdsrv_role enter text; press Return/Enter
8 <password > enter text; press Return/Enter
9 x0acgO0 nn_srvr enter text; press Return/Enter
10 EcDsScienceDataServerl < MODE> enter text; press Return/Enter
11 stmgtdbl_< MODE> enter text; press Return/Enter
12 <n> (increments for transfer of files, maximum 10,000) | enter text; press Return/Enter
13 y (to continue) enter text; press Return/Enter
14 y (to confirm/continue) enter text; press Return/Enter

17.4.4 Deleting Granules from the Archive

Once the STMGT database receives the data on the granules to be deleted (reflectg
STMGT Pending Delete table, DsStPendingDelete), the operator uses the Storage Manji
GUI to initiate the removal from the archive of the listed files. This completes the phj

ved for
The
mation

d in the
hgement
sical
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deletion for those granules selected for removal from the archive and inventory
accomplishes the removal from the archive of those granules selected for Deletion fr(
Archive (DFA) only. Table 17.4-7 presents the steps required to delete granules frg
archive. If you are already familiar with the procedure, you may prefer to use this quic
table. If you are new to the system, or have not performed this task recently, you should
following detailed procedure:

1

Launch the DSS Storage Management GUI using UNIX commands (see Proq
17.3.1Launching DSS GUIS.

* The DSS Storage Management GUI is displayed.

, and
bm the
m the
k-step
use the

tedure

On the STMGT GUI, to view the ESDTs with granules targeted for deletion, follow

menu patiDelete-. Batch Delete

* The Batch Deletewindow is displayed, listing the granules tagged for deletion as

ESDT/Version pairs with numbers of files in tanule Deletion Information
field.

To select data for deletion from the archive, click on an ESDT/Version pair.
* The selected ESDT/Version pair is highlighted.
Click the Deletebutton.

* A confirmation Delete Warning prompt askse you sure you want to delete the
selected files?

To confirm the deletion, click th@K button.

* The delete request continues to completion and the ESDT/Version pair is re
from the list of granules tagged for deletion in thenule Deletion Information
field of theBatch Deletewindow.

* Note The delete actions can be tracked via messages in the Archive Server Ig
(EcDsStArchiveServer. ALOG, EcDsStArchiveServerDebug.log)

Table 17.4-7. Deleting Granules from the Archive

Step What to Do Action to Take
Launch the DSS Storage Management GUI Use procedure in Section 17.3.1
Open the Batch Delete window Menu selection Delete > Batch
Delete
Select an ESDT/Version pair single-click
Activate Delete button single-click
Click OK (to confirm deletion) single-click

moved

g files
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17.5 Backing Up and Restoring AMASS

A key responsibility of the Archive Manager is to guard against loss of the AMASS databalse and
functioning. This is achieved through creation of backups that can be used to restore fungtioning
in the event of database corruption or other failure. The archive storage format used by AMASS
is a proprietary format designed to optimize storage and retrieval speed. The command

vgexport - can be used to create a text file, storable on magnetic media, which can be us
the AMASS format archive tapes and the commagiinport to recover from the loss. Th
command exports the AMASS database for a specified volume group to standatdaui}, (a

file containing the directory structure and media attributes (e.g., media type, owng
timestamp) for the volume group. The file is locatedusr/amass/filesysdband is exported a
standard ASCII text.

ed with
S

rship,

JJ

Table 17.5-1 provides an Activity Checklist for activities related to backing up and resforing

AMASS.

Table 17.5-1. Activity Checklist for Backing Up and Restoring AMASS

Order Role Task Section Complete?
1 Archive Manager/ | Creating a Backup for AMASS (P)17.5.1
System
Administrator
2 Archive Manager/ | Replacing the AMASS Database | (P)17.5.2
System Backup Volume (Volume 1)
Administrator
3 Archive Manager/ Restoring the AMASS Database (P) 17.5.3
System
Administrator

17.5.1 Creating a Backup for AMASS

Table 17.5-2 presents the steps required to create a backup for AMASS. If you are
familiar with the procedure, you may prefer to use this quick-step table. If you are new
system, or have not performed this task recently, you should use the following d¢g
procedure:

1 Log in to the FSMS host (eOdrg11, gOdrg01, 10drg01, or nOdrgtdnassor root.
2 Type/usr/amass/bin/vgexport -gand then press thliReturn/Enter key.

» A file namedstdoutis created idusr/amass/filesysdb

* Note The stdout file is useful only with the archive volumes represented in
AMASS database.

Table 17.5-2. Creating a Backup for AMASS

plready
to the
ptailed

the

Step What to Do Action to Take
1 Log in as amass or root enter text; press Return/Enter
2 vgexport -q enter text; press Return/Enter
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17.5.2 Replacing the AMASS Database Backup Volume (Volume 1)

The AMASS database backup is stored in the archive on Volume 1. "Volume 1," hard cd
be the backup volume, actually designates one of the last volumes in the StorageTek
Storage Module, to prevent its inadvertent use as a data volume. Whamassbackupis

run, AMASS issues an e-mail message with information on volume capacity and usage. Ii
possible to issue the commandllist 1 to display how much space is left on the volume,
volprint 1 for still more detail. If the volume becomes fdlliring a backup attempt, the backy
will fail and it is necessary to initialize a new backup volume and perform a full back
described in the following procedure. Table 17.5-3 presents the steps required to repl
AMASS database backup volume. If you are already familiar with the procedure, yo
prefer to use this quick-step table. If you are new to the system, or have not performed {
recently, you should use the following detailed procedure:

1 Log in to the FSMS host (eOdrg11, gOdrg01, 10drg01, or nOdrgtdnassor root.
2 Type/usr/amass/bin/voloutlet 1and then press theeturn/Enter key.

* The LSM robot places the Backup Volume in the CAP.

3 Open the recessed latch on the CAP door; remove the Backup Volume tape and st
a safe place.
4 Physically designate the new Backup Volume tape so that it can be easily discrin

ded to
Library

is also
or

Ip

Ip as
ce the
may
his task

pre it in

inated

from other volumes (e.g., write “Backup Volume” on the tape, color code the tape, or

make and display a note of its home storage slot or preprinted barcode).

5 Note the pre-printed number on the volume label (e.g., 112102), insert the new H
Volume in the CAP, and close the door.

e The robot scans the volume.

6 At the AMASS host, typéusr/amass/bin/bulkinlet -u and then press thHeeturn/Enter
key.

* AMASS assigns the Backup Volume a unique volume number.
* AMASS marks the volum@®NLINE in the AMASS database.

* AMASS assigns the Backup Volume to the last barcode position in the library.

ackup

* AMASS gives the volume BACKUP VOLUME label.
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10

11

12

13

14

Type/usr/amass/bin/vollist 1, and then press thReturn/Enter key.
* AMASS displays the following:

VOL VOL JUKE POS VOL FLAGS USED AVAIL DEAD ERRS
NUM GRP NUM LABEL (MB) (MB) (%)
1 0 1 BACKUP-VOLUME I 0 20000 O 0

To change the Volume Label field froBACKUP-VOLUME to the preprinted media

number (e.g., 112102), typasr/amass/bin/vollabel 1 112102nd then press th
Return/Enter key.

Type/usr/amass/bin/vollist 1, and then press thReturn/Enter key.

* AMASS displays the following:

VOL VOL JUKE POS VOL FLAGS USED AVAIL DEAD ERRS
NUM GRP NUM LABEL (MB) (MB) (%)
1 0 1 112102 I 0 20000 O 0

Type/usr/amass/bin/volformat -uand then press thiReturn/Enter key.

* A message requests confirmation that you wish to continue.

Typey and then press thieeturn/Enter key.

* A message is displayed requesting further confirmation, stating kieatollowing
volumes will be formatted: 1 (Y-N).

Typey and then press thieeturn/Enter key.
» After a few minutes, a messaGempleted formatting all volumesis displayed.

To verify that the volume is inserted, tyfaessr/amass/bin/vollist 1and then press th
Return/Enter key.

» Data for the media are displayed; tii@g column shows that the newly formattg

volume is inactivel().
Type/usr/amass/bin/amassbackup -fand then press thlieturn/Enter key.

* AMASS performs a full backup with the verbose option of the AMASS databasg

a)

-

112

14

d

e and

transaction logs.
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Table 17.5-3. Replacing the AMASS Database Backup Volume

Step What to Do Action to Take

1 Log in as amass or root enter text; press Return/Enter
2 voloutlet 1 enter text; press Return/Enter
3 Remove Backup Volume open CAP door

4 Physically designate Backup Volume mark volume

5 Note pre-printed number on volume label read label

6 bulkinlet -u enter text; press Return/Enter
7 vollist 1 enter text; press Return/Enter
8 vollabel 1 nnnnnn (number from step 5) enter text; press Return/Enter
9 vollist 1 enter text; press Return/Enter
10 volformat -u enter text; press Return/Enter
11 y (to continue) enter text; press Return/Enter
12 y (to confirm volume to be formatted) enter text; press Return/Enter
13 vollist 1 enter text; press Return/Enter
14 amassbackup -fv enter text; press Return/Enter

17.5.3 Restoring the AMASS Database

The AMASS database is restored manually by the System Administrator or the Archive M
using the AMASS commanaimassrestore This command restores the last full backup, the
partial backup, and all journal transactions that have occurred since the last backup. It c
sub-directory under filesysdb callg¢durnal. All restored files are copied to theurnal
directory. The following restore procedure uses a backup volume or tape device. Tablg
presents the steps required to restore the AMASS database. If you are already familiar
procedure, you may prefer to use this quick-step table. If you are new to the system, or |
performed this task recently, you should use the following detailed procedure:

1 Log in to the FSMS host (eOdrg11, g0drg01, 10drg01, or nOdrgtdnassor root.
Caution

Do not use thamassrestorecommand when AMASS is
running. To shutdown AMASS, refer to the Special
Shutdown Procedures in the AMASS technical
documentationnstalling AMASS

2 To inactivate the AMASS file system, typgsr/amass/bin/amassstat -i
* The AMASS file system is inactivated.

3 Make sure the backup drive is available.

* If there is another volume in the drive, return it to its home slot by entg
/usr/amass/daenons/amassrecovery -gthe option-s prevents system startup ar

hnager
last
‘eates a

17.5-4
Wwith the
ave not

ring
d

performs file recovery).
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4 Type /usr/lamass/bin/amassrestore -v -L karcodelabet and then press th
Return/Enter key.

* If you do not know the barcode label number for the backup volume, it ce
obtained by enterinfusr/amass/bin/vollist 1

* The AMASS database is restored from the backup volume.

Table 17.5-4. Restoring the AMASS Database

Step What to Do Action to Take

1 Log in as amass or root enter text; press Return/Enter

2 amassstat -i enter text; press Return/Enter

3 Ensure backup drive is available (if necessary,| enter text; press Return/Enter
/usrlamass/daemons/amassrecovery -s )

4 amassrestore -v -L < barcodelabel > enter text; press Return/Enter

17.6 Backing Up and Restoring Archived Data

The ECS archive design incorporates programmed backups of archived data.
requirements specify that a percentage of archived data be duplicated for local and offsite
to provide for data safety. However, the large volume of ECS archived data merits f
alternatives to complete backup of all volumes in the libraries. Selection of data for bagq
based on assessment of the feasibility of recovery in the event of data loss.

It is imperative to back up data that would be irretrievable if lost. Such data are saved
archive, saved to local backup, and saved to offsite backup. Many data elements that
archived, however, could be retrieved in the event of loss. For example, in the event of Ig
higher level product that is an output of processing a lower level product, it would be poss
restore the higher level product by reprocessing the lower level product. As another e

11%
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bystem
storage
nding
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to the
will be
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ample,

ECS will often archive a lower level product from a data provider, but that product may glso be

retained in the archives of the data provider. If the product were lost from the ECS arc
would be possible to ingest it again from the data provider, using appropriate Ingest proce

Thus, when data are inserted into the archive (e.g., through Ingest, from Processing), up
copies of the data may be created, reflecting different types of data use:

» the active archive copy, available for distribution or other use (volume gro
specified in theArchive 1D.

* acopy to be retained for local backup (volume group is specified Beaitieup 1D.

* a copy to be sent to offsite backup storage (volume group is specified @iftiie
ID).

The Archive Manager has the responsibility for ensuring and managing necessary bac

archived data and, in the event of loss, executing or supporting efforts to recover lost datd.

nive, it
Hures.

to three

Up is

Kups of
Table

17.6-1 provides an Activity Checklist for backing up and restoring archived data.
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Table 17.6-1. Activity Checklist for Backup and Restoration of Archived Data

Order Role Task Section Complete?
1 Archive Manager/ | Creating Offsite Backups (P)17.6.1.1
Science Data
Specialist
2 Archive Manager/| Creating Replacement Backups | (P)17.6.1.2
System Manually from Existing Archives
Administrator
3 Archive Manager Manual Data Recovery from Local | (P)17.6.2.1
Backup Tapes
4 Archive Manager Manual Data Recovery from Offsite | (P) 17.6.2.2
Backup Tapes
5 Archive Manager Manual Data Recovery from Damaged | (P) 17.6.2.3
Cartridge
6 Archive Manager Data Recovery for Known Files (P)17.6.2.4
7 Archive Manager SDSRV Retrieval of File Location | (P)17.6.2.5.1
Metadata
8 Archive Manager SDSRYV Retrieval of Granule Production | (P) 17.6.2.5.2
History Metadata

17.6.1 Backups for Archive Data

The paths for creation of the data copies are specified for each ESDT when it is loaded. The
Archive ID (for the archive copy) and the Backup ID (for the local backup copy) should reflect
different archives if possible (i.e., different Library Storage Modules), to spread the risk gf loss.
The Offsite ID will not be a remote site path, but rather a local path for making copies to e sent
for offsite storage. The requirements to implement creation of offsite backups include:

» creating a subdirectory and volume group for offsite backups.

» using theVol Grp Config. tab of the Storage Management GUIs to add the volume
group to the appropriate archive server and set the offsite ID to be the three-character
specification for the local site (e.g., EDC, GSF, LAR, NSC).

» adding volumes to the volume group as needed.

17.6.1.1 Creating Offsite Backups

Each site is responsible for arranging its own secure offsite storage. The offsite hackup
cartridges are removed from the archive storage facility using procedures already describped (see
Procedure 17.2.4). For local and/or offsite storage of specific archive data, the Archive Manager
generates or directs the generation of a list of selected data. At the time the files are afchived,
they are written to specific and separate volume groups that correspond to the three dafa usage
types identified previously (i.e., active archive, local backup, offsite backup). Only|files
belonging to the data usage type are written to the tapes in a specific volume group. The Archive
Manager or Science Data Specialist sets up these volume groups when an Earth Sciepce Data
Type (ESDT) is installed. Table 17.6-2 presents the steps required to create offsite backups. If
you are already familiar with the procedure, you may prefer to use this quick-step table.| If you
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are new to the system, or have not performed this task recently, you should use the fo]lowing
detailed procedure:

1 Launch the DSS Storage Management GUI using UNIX commands (see Prog¢edure
17.3.1Launching DSS GUIS.

* The DSS Storage Management GUI is displayed.
2 Click on theVol Grp Config. tab to display the Volume Group information.

» TheVol Grp Config. tab information is displayed.

3 Click on theAdd . . . button below the Volume Group Information field.

* TheAdd Volume Group window is displayed.
4 In the Add Volume Group window, click in theData Type.Version: field.

* The cursor moves to thHeata Type.Version:field.

5 Type the ESDTShortNameandVersion (e.g., MODO01.001) of the data type for whi¢h
the volume group is to be created.

* The typed entry appears in tBata Type.Version:field.

6 In the Add Volume Group window, click on the pull-down arrow at the end of the
HWCI: field.

* A pull-down menu displays designators of the hardware configuration items avgilable
for storing data.

7 Click on the designator for the hardware configuration item where the archive cogies of
data for the ESDT are to be stored.

* The selected designator is displayed inHNV&CI: field.
8 In the Add Volume Group window, click in thevVolume Group Path: field.

* The cursor moves to théolume Group Path: field.

9 Type the full path identification for the storage of active archive data for the BSDT
(typically, the path will be of the formdss_stkni/<MODE>/xxxxx, wheren is a number
designating a StorageTek Library Storage ModM@DE is OPS, TS1, or TS2, and
XXXxX is a short identifier for what is being stored; edgs_stk1/OPS/modID

» The typed entry appears in tielume Group Path: field.
10 In theVVolume Group Type: radio box, click on th®RIMARY button.

* The button depressed appearance indicates selectRIMARY , signifying that
the volume group being created is for primary storage for active archive use.
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12

13

14

15

16

17

18

19

Click on theSave and Add Next VGbutton at the bottom of th&dd Volume Group
window.

* The volume group is created for display in Yfaume Group Information field on
theVol Grp Config. tab of the Storage Management GUI.

In the Add Volume Group window, click in theVolume Group Path: field.

* The cursor moves to thélume Group Path: field.

Change the data entered at Step 9 to identify the full path for the storage of local
data for the ESDT.

* Note This step is only for those ESDTSs that require local backup.

* The typed entry appears in tiilelume Group Path: field.
In theVVolume Group Type: radio box, click on th @ ACKUP button.

* The button depressed appearance indicates selectiehG@HKUP, signifying that the
volume group being created is for storage for local backup use.

Click on theSave and Add Next VGbutton at the bottom of th&dd Volume Group
window.

* The volume group is created for display in Yfaume Group Information field on
theVol Grp Config. tab of the Storage Management GUI.

In the Add Volume Group window, click in theVolume Group Path: field.

* The cursor moves to thélume Group Path: field.

Change the data entered at Step 13 to identify the full path for the creation and
storage of offsite backup data for the ESDT.

* Note This step is only for those ESDTSs that require offsite backup.

* The typed entry appears in tiielume Group Path: field.
In theVVolume Group Type: radio box, click on th©FFSITE button.

» The button depressed appearance indicates select@RRBITE, signifying that the
volume group being created is for creation and initial storage for offsite backup

Click on theSave and Exitbutton at the bottom of th&dd Volume Group window.

* The volume group is created for display in Yfr@ume Group Information field on
the Vol Grp Config. tab of the Storage Management GUI.

» Data stored in the volume group for OFFSITE backup can be safeguard
removing tapes that have data stored on them (see procedure 17.2.4) and tran

packup

initial

ISe.

ed by
Sporting

the tapes to a secure offsite storage location.
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Table 17.6-2. Creating Offsite Backups

Step What to Do Action to Take
1 Launch the DSS Storage Management GUI Use procedure in Section 17.3.1
2 Select Vol Grp Config. tab single-click

3 Click Add . . . button single-click

4 Data Type.Version field single-click

5 Enter ESDT ShortName and Version enter text

6 Display HWCI: pull-down menu single-click

7 Select HWCI: single-click

8 Volume Group Path: field single-click

9 Identify active archive path enter text

10 Select PRIMARY volume group type single-click

11 Activate Save and Add Next VG button single-click

12 Volume Group Path: field single-click

13 Identify local backup path enter text

14 Select BACKUP volume group type single-click

15 Activate Save and Add Next VG button single-click

16 Volume Group Path: field single-click

17 Identify offsite backup path enter text

18 Select OFFSITE volume group type single-click

19 Activate Save and Exit button single-click

17.6.1.2 Creating Replacement Backups Manually from Existing Archives

If loss of data necessitates obtaining and inserting backup data from local or offsite storape, it is
necessary to create replacement data to be returned to backup storage. Table 17.6-3 presents the
steps required to create replacement backups manually from existing archives. If you are|already
familiar with the procedure, you may prefer to use this quick-step table. If you are new|to the
system, or have not performed this task recently, you should use the following de¢tailed
procedure:

1 Log in to the FSMS host (e0drg11, g0drg01, 10drg01, or nOdrgQdrnassorroot.

2 Type /usr/amass/bin/volcopy -c<source> < destination ¥where<destination>is the
volume number of the destination volume argburce>is the volume number of th
source volume), and then press Return/Enter key.

11}

» The-c option specifies copy of the source to the destination.

* A bit for bit copy of the source (the cartridge to be copied) is made at the destipation
(an available, unused cartridge). Because the copy procedure depends on thelamount
of data on the source cartridge, the process can take as long as an hour to complete.

* Note After starting avolcopy procedure, do not attempt to kill the process with|the
kill -9 command.
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3 A hardcopy/softcopy list of the files backed up should be created and kept for futuLe file

restoration operations.

4 Remove the backup volume(s) and send to offsite storage area, as appropriate.

Table 17.6-3. Creating Replacement Backups Manually from EXxisting Archives

Step What to Do Action to Take

1 Log in as amass or root enter text; press Return/Enter
2 volcopy -c < source > <destination > enter text; press Return/Enter
3 Add to list of backed up files for future reference print list

4 Send backup to secure offsite storage

17.6.2 Restoring Archive Data

Although the Archive hardware is highly reliable, errors due to tape or drive failure my
expected to occur, though at an extremely low rate, as a function of the archived data
Where errors have occurred and data has been lost from the archive and can not be restg
backup there may exist the potential to recover and re-archive equivalent data by one
following means:

» copying from backup onto the original or a new primary.
* replacing damaged or corrupted volumes with vendor restored or backup volum
* re-generation by reprocessing.

» obtaining replacement data from the original external provider.

If a backup volume is available and contains the data that were lost or corrupted on the
copy, the data can be copied using standard UNIX commands. If the backup volume n
obtained from offsite storage, it must then be inserted into the archive and brought on lin]
procedures for loading archive media were addressed under a preceding topic. The requ
then entail:

» using theStorage Config.tab of the Storage Management GUIs to view the voly
groups of the appropriate archive server and to find the files in the primary
backup volume groups.

» using the UNIX copy commanag or dd) to copy the lost or corrupted file from th
backup version to the primary version.

* as appropriate (i.e., if the recovery is one of a set of files to be restored, for ex

st be
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red from
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because they were lost from a damaged tape), removing the names of the files

recovered from the list of files to be recovered by other means.

If an entire volume is to be copied, perform the procedure to create replacement backy
Procedure 17.6.1.2); if recovery is from offsite, send the backup back to secure offsite stor

ps (see
age.
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17.6.2.1 Manual Data Recovery from Local Backup Tapes

The procedure for manual data recovery from local backup tapes assumes that the tape is on-line
and in the Powderhorn Library Storage Module. Volume groups and tapes are transparemt to the

automated file and storage management system. As long as the AMASS database is awgre of the
files, the operator moves data using standard UNIX commands.

Table 17.6-4 presents the steps required for manual data recovery from local backup tapes. If
you are already familiar with the procedure, you may prefer to use this quick-step table. | If you
are new to the system, or have not performed this task recently, you should use the following
detailed procedure:

1 Launch the DSS Storage Management GUI using UNIX commands (see Pro¢edure
17.3.1).

* The DSS Storage Management GUI is displayed.

2 Click on theVol Grp Config. tab to display volume group information.
» TheVol Grp Config. tab is displayed.

3 Click in theFind Next field under the/olume Group Information field.
» The cursor moves to thiiend Next field.

4 Type the first three letters of the ESDT short name for the data type with missing or
corrupted/damaged files on its primary storage tape.

* The typed entry is displayed in the field.
5 Click on theFind Next button.

1°24
~—

* In theVolume Group Information field, the volume group information for the fir
volume group containing the three letters specified in Step 4 is highlighted.

6 As necessary, scroll further through the list of entries iVilame Group Information
field to locate theCurrent Volume Group Path for the primary and backup storage for
the data type with missing or corrupted/damaged files on its primary storage tape; pote or
record the paths.

7 In a UNIX window, at the command line prompt, type <backuppdh/filename>
<primarypath/flename> and press thReturn/Enter key.

* The backup file is copied to the primary tape.
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8

17.6.2.2 Manual Data Recovery from Offsite Backup Tapes

Each site has its own arrangements for managing data requiring secure offsite backup st
the event of loss of data on primary and local backup tapes, recovery may be possibl
offsite backup tapes. Table 17.6-5 presents the steps required for manual data recovq
local backup tapes. If you are already familiar with the procedure, you may prefer to u
quick-step table. If you are new to the system, or have not performed this task recen
should use the following detailed procedure:

1

Repeat Step 7 as needed until all missing or corrupted/damaged files are restored
backup tape to the primary tape.
Remove the file(s) restored in Steps 7 and 8 from any list of files to be recovered.
Table 17.6-4. Manual Data Recovery from Local Backup Tapes

Step What to Do Action to Take

1 Launch the DSS Storage Management GUI Use procedure in Section 17.3.1

2 Select Vol Grp Config. tab single-click

3 Find Next field single-click

4 Specify search token enter text

5 Activate Find Next button to start search single-click

6 Locate and record primary and backup paths click and drag to scroll; read text

7 cp <backuppath/filename > <primarypath/filename > | enter text; press Return/Enter

8 Repeat Step 7 as needed

9 Remove restored files from list of files to be recovered

Launch the DSS Storage Management GUI using UNIX commands (see Pro
17.3.1).

* The DSS Storage Management GUI is displayed.

Click on theVol Grp Config. tab to display volume group information.
» TheVol Grp Config. tab is displayed.

Click in theFind Next field under the/olume Group Information field.
» The cursor moves to thiiénd Next field.

Type the first three letters of the ESDT short name for the data type with missi
corrupted/damaged files on its primary and local backup storage tapes.

* The typed entry is displayed in the field.
Click on theFind Next button.

* In theVolume Group Information field, the volume group information for the fir
volume group containing the three letters specified in Step 4 is highlighted.

As necessary, scroll further through the list of entries iZvilame Group Information
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field to locate theCurrent Volume Group Path for the primary and offsite storage f
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the data type with missing or corrupted/damaged files on its primary and local bpckup
storage tapes; note or record the paths.

7 Log in at the FSMS SGI host (workstatinddrg##).

* NOTE: Thex in the workstation name will be a letter designating your gite:
g=GSFC,m = SMC,| = LaRC,e= EDC,n = NSIDC,0 = ORNL,a = ASF,j = JPL;
the## will be an identifying two-digit number (e.qa0drg01 indicates an FSMS SG|
server at NSIDC).

8 To identify the offsite volume ID where a known file to be recovered is stored, op the
FSMS host, at the command line prompt in a UNIX window, type
/usr/amass/utils/fileprint <filepathname/filename>, wherefilepathname/filenameis
the path and name of the file, and presRarirn/Enter key.

* AMASS returns database information for each location where the file is stored. For
example, if the input filepathname and filename for a lost or damaged file is
/dss_stkl/aster/:Science:AST_L1BT:2137:1.EOSHDF, the output returned by
AMASS should look similar to the following:

FILE :Science:AST LI1BT:2137:1.EOSHDF :

rid = 5993

prid = 4749

size = 5410105 (0x528d39)
start blk = 37750397

vol = 18

ltvol = 18

mode = 8la4d

links = 1

ncrc = 4195

flags = 0

This indicates that the file should be on volume 18. Similar output should be refurned
for each volume involved in storage of the file.

9 To determine if the offsite volume is in the archive, on the FSMS host, at the compmand
line prompt in a UNIX window, typéusr/amass/bin/vollist svolumenumbep, where
volumenumberis the volume ID returned in Step 8, and presfeterrn/Enter key.

* AMASS returns information about the requested volume. This step can be repeated
for each volume ID returned in Step 8. If the return is similar to the following:

VOL VOL JUKE POS VOL FLAGS USED AVAIL DEAD ERRS
NUM GRP NUM LABEL (MB) (MB) (%)
18 700 1 NET SD2102 IO 35589 0 35 0

thelO in theFLAGS column indicates that the volume is inactive and offline -- i.e.,
the volume is not in the Library Storage Module. The offsite backup volumg will
have this status if it is not in the archive and needs to be retrieved from qgffsite
storage.
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10 Retrieve the volume from offsite storage and insert it in the Library Storage Modul
Procedure 17.2.1), using the commamt/amass/bin/bulkinlet <volgrp>, wherevolgrp
is the identifier in th&/OL GRP column of the return in Step 9.

» The CAP door unlocks (audible unlatching sound).

11 Open the recessed latch on the CAP door and insert the tape(s), solid black side 1
the bar code label facing you, and close the door
* The robot scans the volume(s) and makes the insertion into the volume

specified in Step 10.

12 To recover a file from the newly inserted offsite backup volume, in a UNIX windoy
the command line prompt, typ <offsitepath/filename <primarypath/flename> and
press thdReturn/Enter key.

* The backup file is copied to the primary tape.

13 Repeat Step 12 as needed until all missing or corrupted/damaged files are restor
the offsite tape to the primary tape.

14 Remove the file(s) restored in Steps 12 and 13 from any list of files to be recovered

Table 17.6-5. Manual Data Recovery from Offsite Backup Tapes

Step What to Do Action to Take

1 Launch the DSS Storage Management GUI Use procedure in Section 17.3.1

2 Select Vol Grp Config. tab single-click

3 Find Next field single-click

4 Specify search token enter text

5 Activate Find Next button to start search single-click

6 Locate and record primary and offsite backup paths click and drag to scroll; read text

7 Log in at FSMS host enter text; press Return/Enter

8 /usr/famass/utils/fileprint < filepathname/filename > | enter text; press Return/Enter ;
read text

9 Ivollist < volumenumber > enter text; press Return/Enter ;
read text

10 bulkinlet < volgrp > volume retrieved from offsite enter text; press Return/Enter

11 Insert the tape in the CAP close door

12 cp <offsitepath/filename > <primarypath/filename > | enter text; press Return/Enter

13 Repeat Step 12 as needed

14 Remove restored files from list of files to be recovered
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17.6.2.3 Manual Data Recovery from Damaged Cartridge

In the course of operations it is possible for a tape to become physically damaged or accidentally

overwritten. Some indications of a damaged tape may be AMASS read/write errors, or A
may determine that the volume is unreadable and mark it inactive. In that event that
volume is damaged, a manual recovery of data from the cartridge must be attempted.

MASS
a tape

Because of the technical complexity of data recovery from a damaged cartridge, it will be

performed by STK personnel. However, the Archive Manager can support and prepare

for the

process by listing all the files on the tape and their associated start block numbers and providing

the list to the recovery personnel. The list is generated by udtegl atility script. The utility
will generate three ASCII files that must be provided to the STK recovery personnel alon
the damaged tape. The files afigelist_<volnumber>, start_block_listing_volnumber, and

O with

README_<volnumber, where volnumber is the volume number of the requested tape

volume.

The script utility, EcDsStFilesPerTapeUtility is located in the directory
/usr/ecs/MODE>/CUSTOM/utilities. The script produces directory information followed
three files.

The directory information output should be similar to the following example:

/datal/data/:BR:Browse.001:1170:1.BINARY
/datal/data/:BR:Browse.000:1170:1.BINARY
/datal/data/:SC:MOD00:65001:1.CCSDS
/datal/data/:SC:MOD00:65002:1.CCSDS
/datal/data/:SC:MOD00:20001:1.CCSDS
/datal/data/:PH:PH.001:2000000076:1.BINARY
/datal/data/:PH:PH.000:2000000076:1.BINARY
/datal/data/:QA:QA.001:1003:1.ASCII

/datal/data/:QA:QA.001:1004:1.ASCII
/datal/data/:QA:QA.001:1005:1.ASCII
/datal/data/:0R:0R.001:2100:1.ASCII
/datal/data/:OR:0R.001:2101:1.ASCII
/datal/data/:OR:0R.001:2102:1.ASCII
/datal/data/:0OR:0R.001:2103:1.ASCII
/datal/data/:AN:AN.001:3100:1.ASCII
/datal/data/:AN:AN.001:3101:1.ASCII
/datal/data/:AN:AN.001:3102:1.ASCII
/datal/data/:AN:AN.001:3103:1.ASCII

The information in the fildilelist_<volnumber is in ASCII format with one file name per ling

as in the following example:

/dss_stk2/joel/TestStdSeqg6 0 10.wrt
/dss_stk2/joel/TestStdSeqg6 0 10.wrt
/dss_stk2/joel/TestStdSeqg6 0 10.wrt
/dss_stk2/joel/TestStdSeg6 0 10.wrt
/dss_stk2/joel/TestStdSeg6 0 10.wrt

Table 17.6- 6 presents the steps required for manual data recovery from a damaged cartfidge. If

you are already familiar with the procedure, you may prefer to use this quick-step table.
are new to the system, or have not performed this task recently, you should use the fo
detailed procedure:
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1 Log in asamassorroot at the FSMS SGI host (workstatic®@drg##, xacgi#, or
Xwkg##).

* NOTE: Thex in the workstation name will be a letter designating your dite:
g=GSFC,m = SMC, | =LaRC,e=EDC, n=NSIDC,0 = ORNL, a = ASF,
| = JPL,; the## will be an identifying two-digit number (e.q10drg01 indicates an
FSMS SGI server at NSIDC).

2 To verify that AMASS is running, typaisr/amass/bin/amassstat -@and press the
Return/Enter key.

e The messag€ILESYSTEM IS ACTIVE should be displayed. If it is not, restart
AMASS using procedure 17.1.1.

3 To identify the volume ID where a known file to be recovered is stored, on the HSMS
host, at the command line prompt in a UNIX window, typsr/amass/utils/fileprint
<filepathname/filename, wherefilepathname/filenamas the path and name of the fil
and press thReturn/Enter key.

11%

* AMASS returns database information for each location where the file is stored. For
example, if the input filepathname and filename for a lost or damaged file is
/dss_stkl/aster/:Science:AST_L1BT:2137:1.EOSHDF, the output returned by
AMASS should look similar to the following:

FILE :Science:AST L1BT:2137:1.EOSHDF :

rid = 5993

prid = 4749

size = 5410105 (0x528d39)
start blk = 37750397

vol = 18

ltvol = 18

mode = 8la4d

links = 1

ncrc = 4195

flags = 0

This indicates that the file should be on volume 18. Similar output should be refurned
for each volume involved in storage of the file.

4 Remove the volume from the archive (see Procedure 17.2.4).

5 Inspect the physical cartridge and tape for damage. Any creasing, scratches, snapping, or
stretching of the tape may warrant keeping the volume offline and sending it to STK for
replacement.
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6 If the cartridge is damaged and to be returned to STK for recovery of data, run thg script
EcDsStFilesPerTapeUtility script; to start the utility script, type the command:
/usr/ecs/MODE>/CUSTOM/utilities/EcDsStFilesPerTapeUtility and press the
Return/Enter key.

» The script runs and prompts for input of the volume number, as follows:

You have invoked an ECS utility script.

This script supports file recovery from an AMASS tape volume
by generating two listings of the files located on that volume.
The listings are ASCII files and can be viewed.

AMASS must be running in order to generate one of the listings.
If a .fileprint. use error messages result, make sure AMASS is
running, and you have AMASS privileges, before invoking this
utility again.

Please enter the AMASS volume number,
for which you wish to generate listings

-—>

7 Type the volume ID determined in Step 3 and presR#tarn/Enter key.

* The script runs and a message is displayed to indicate generation of the information
and completion of the run. The two ASCII files dikelist_<volnumber and
start_block_listing_volnumber. There is also README_<volnumber file.

8 Send the volume to STK along with the files generated by the perl utility.

» STK copies all uncorrupted data to a new tape and inserts filler data blocks to replace
the lost data.

* The filler data is inserted using the original block sequence so that the remaining data
can be accessed by AMASS.

» After copying of the data to a new cartridge, it is returned to the DAAC with| the
original volume label and a report indicating which data blocks were replaced with
filler data.

9 After receiving the recovered tape back from STK, insert the tape into the library (see
Procedure 17.2.1), using the commamnsi/amass/bin/bulkinlet <volgrp>, wherevolgrp
is the volume group numberNd@te If you do not know the volume group number, yjou
can determine it by using thellist command with the volume ID obtained in the retdyirn
from Step 3).

* AMASS reads the volume label and places the volume in its home slot.
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10

11

12

13

14

15

To put the volumenline, typevolloc -n <volumenumber, wherevolumenumbertis the
volume ID obtained in the return from Step 3, and presBRétern/Enter key.

* The volume is marke® (online) in the database.

To activate the volume, type the commadusi/amass/bin/volstat -a ¥olumenumbep,

wherevolumenumberis the volume ID obtained in the return from Step 3, and press$ the

Return/Enter key.

* The volume is marked (active) in the database.

Using the report provided by STK, determine which files have had data blocks replaced
with filler and delete those files from AMASS using standard UNIX commands. All such

files must be recorded on a list of non-recovered files. To delete a file, typpe

commandm filepathname/filenamewherefilepathname/filenames the path and nam
of the file, and press theeturn/Enter key.

* The file is removed.

To assess dead space on the tape,/tygréamass/bin/vollist volumenumber, where
volumenumberis the volume ID, and press tReturn/Enter key.

 AMASS returns information about the requested volume similar tddif@ving
example:

VOL VOL JUKE POS VOL FLAGS USED AVAIL DEAD ERRS
NUM GRP NUM LABEL (MB) (MB) (%)
18 700 1 NET SD2102 A 35589 0 85 0

the

» If the amount of dead space created on the tape exceeds the allowed threshpld, the
files can be copied to another volume within the volume group and the tape ¢an be

reformatted (see "Recycle a Volume" in tIASS System Administrator's Guide

Retrieve the file location metadata to recover the ArchivelD and any checksum fof each

file (see Procedure 17.6.2.5.1).

* The system design incorporates calculation of a checksum when a granule is ipserted

into the archive. However, calculation of checksums can be time consuming,

therefore to improve system performance checksums are only calculated for g
percentage of granules on a random basis.

For files with a non-zero checksum returned by SDSRV (Step 14), to validatp

checksum of the recovered file typksum <filepathname/filename, wherefilepath-
name/filenameis the path and name of the recovered file.

and

small

the

* The system returns one line with three parameters per input file, similar tp the

following example:

cksum :Science:MOD29:2498:1.EOSHDF
1295913534 10892630 :Science:M0OD29:2498:1.EOSHDF
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The first parameter is the checksum (the second is the number of octets, and the|third is
the filename). If this returned checksum does not match the SDSRV-generated checksum
(from Step 14), repeat Step 12 to delete the file.

16 For files with a checksum of zero returned by SDSRV (Step 14), it may be possible to
have a Science Data Specialist use a viewing tool (e.g., EOSView) to exercisg some
validation on the files. It may also be possible to use information supplied bel STK
identifying corrupt blocks on the tape, in conjunction with the data in|the
start_block_listing_volnumber file, to determine specific files that are corrupt and
recover the remaining files. The conservative approach is to assume that al| zero-
checksum files are corrupt and repeat Step 12 to delete them.

17 Add non-recovered files to the list of files to be recovered by other means (see Prdcedure
17.6.2.4).

Table 17.6- 6. Manual Data Recovery from Damaged Cartridge

Step What to Do Action to Take
1 Log in at FSMS host as amass or root enter text; press Return/Enter
2 amassstat -c enter text; press Return/Enter
3 lusr/famass/utils/fileprint < filepathname/filename > | enter text; press Return/Enter
4 Remove the volume from the archive use Procedure 17.2.4
5 Inspect the cartridge and tape for damage observe
6 EcDsStFilesPerTapeUtility enter text; press Return/Enter
7 Volume ID (from Step 3) enter text; press Return/Enter
8 Send volume and file information to STK
9 bulkinlet < volgrp > volume returned from STK enter text; press Return/Enter
10 volloc -n < volumenumber > enter text; press Return/Enter
11 volstat -a < volumenumber > enter text; press Return/Enter
12 rm filepathname/filename enter text; press Return/Enter
13 vollist < volumenumber > enter text; press Return/Enter
14 Retrieve file location metadata use Procedure 17.6.2.5.1
15 cksum < file pathname/filename > (files with non-zero | enter text; press Return/Enter
checksum from SDSRYV); delete files with non-match)
16 Other validation for files with zero checksum (e.g.,
EOSVIEW, recover non-corrupt files), or delete
17 Add non-recovered files to list of files to be recovered| see Procedure 17.6.2.4
by other means

17.6.2.4 Data Recovery for Known Files Not Backed Up in ECS
For any set of known files to be recovered (e.g., a list of files that were on a damaged pre and

could not be recovered by Procedure 17.6.2.3, and were not available in local or offsite bgckups),
data recovery can be attempted through procedures such as re-ingest, obtaining the data from
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another DAAC that was the original source, or regeneration. Each of these potential r¢covery
approaches is addressed in a separate procedure.

The results of file or granule recovery are slightly different depending on whether the lost files
are recovered from backup, or the corresponding lost granule had to be re-archived after
re-ingest or re-generation by PDPS. Files which are recovered within the Archive/STMGT
procedures are re-archived under the same name, so that the affected granule(s) are rgstored as
they were before the failure.

Where file recovery within STMGT control is not possible, granule recovery through re-ingest or

re-generation results in the insertion of a new granule. This new granule has a new Universal
Reference (UR) and a new 'Production Date and Time'. Particularly where granule re-generation
is required, exact re-production of the original granule (data byte-for-byte) is not guaranteqd.

17.6.2.4.1 Re-Ingest of Lost Data

Table 17.6-7 presents the steps required for re-ingest of lost data. If you are already familiar
with the procedure, you may prefer to use this quick-step table. If you are new to the system, or
have not performed this task recently, you should use the following detailed procedure:

36 Identify the source for each of the lost granules that were ingested.

37 If you have not already done so, retrieve the file location metadata for each fil¢ (see
Procedure 17.6.2.5.1).

38 With reference to the applicable Interface Control Document (ICD) and using the granule
metadata retrieved in Step 2, initiate the required data re-supply requests as defingd in the
ICD for those data suppliers able to re-supply data.

* Note Some data suppliers (e.g., Landsat-7) do not support re-supply of data.

39 Use appropriate ingest procedures to complete the re-ingest process.

» Ingest procedures are addressed in Chapter 16.

Table 17.6-7. Re-Ingest of Lost Data

Step What to Do Action to Take

1 Identify the source for each lost granule

2 Retrieve file location metadata use Procedure 17.6.2.5.1
3 Initiate data re-supply with data provider read ICD

4 Execute ingest procedure see Chapter 16

17.6.2.4.2 Recovery of Lost Data by Reprocessing

Table 17.6-8 presents the steps required for recovery of lost data by reprocessing. If you are
already familiar with the procedure, you may prefer to use this quick-step table. If you afe new
to the system, or have not performed this task recently, you should use the following detailed
procedure:
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40 If you have not already done so, retrieve the granule Production History (PH) mefadata
for each file for the lost granules (see Procedure 17.6.2.5.2).
41 Pass the output of Step 1 to the procedure "Re-Generate Granules Affected by Loss of
Files from the Archive" (see Chapter 13).
Table 17.6-8. Recovery of Lost Data by Reprocessing
Step What to Do Action to Take
1 Retrieve granule Production History metadata use Procedure 17.6.2.5.2
2 Execute procedure to re-generate granules affected by | see Chapter 13
loss of files from the archive

17.6.2.4.2 Recovering Granules from Another Producing Site

A special case for data recovery involves granules archived at a DAAC other than the prg
DAAC or site and (generally) not archived at the producing DAAC or site. Ultimately
recovery involves a re-ingest (see Chapter 16), but because the granules are not archiv
producing DAAC or site, they must first be generated through reprocessing. Table
presents the steps required for recovering granules from another producing site. |If y
already familiar with the procedure, you may prefer to use this quick-step table. If you a

ducing
the

ed at the
17.6-9

ou are

(€ new

to the system, or have not performed this task recently, you should use the following detailed

procedure:

42

43

44

45

If you have not already done so, retrieve the file location metadata for each file fpr the

lost granules (see Procedure 17.6.2.5.1).

Identify which of the lost granules were ingested from DAACs or other sites whef
granules were produced but not archived.

e the

* These lost granules are known to the local SDSRV, but do not have an assgciated

Production History (PH) granule (the PH granule is at the producing site).

Forward the granule metadata lists to the source DAAC or other site, where the mgtadata
are used as input to the procedure "Re-Generate Granules Affected by Loss of Filgs from

the Archive" (see Chapter 13).

Once the granule is re-generated, it may be inserted at the DAAC where it was lost
through an order or through cross-DAAC ingest (see Chapter 16).

Table 17.6-9. Recovering Granules from Another Producing Site

Step What to Do Action to Take

Retrieve file location metadata use Procedure 17.6.2.5.1

Identify lost granule(s) produced at another site

Forward granule metadata to producing site

ArlIWIN]|F-

Execute ingest procedure see Chapter 16

, either
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17.6.2.5 SDSRV Procedures in Support of Data Recovery

There are two procedures described here that may be used to extract information fi
SDSRYV database to support the recovery of lost archive data. The first returns file m
including file checksums for use with file recovery from backup tapes. The second ger

om the
btadata
erates

granule metadata for use by the Planning subsystem (PLS) in re-creating granules fronp which

files have been irrecoverably lost. The output “lists” from these procedures should be exc
as electronic files (e.g., as email attachments) to facilitate subsequent use (e.g., to permit
into input screens of GUIs for other procedures).

17.6.2.5.1 SDSRYV Retrieval of File Location Metadata

The input to this procedure is a list of the unique file names of files in the archive affecte
tape failure (e.g., procedure 17.6.2.3 shows how the $ecpsStFilesPerTapeUtility may be

used to generate file names for the list). The list may be calléffdated File Lis{AFL). The

file names in the AFL will match thiaternalFileName column of theDsMdFileStoragetable

within the SDSRV metadata database.

hanged
copying

d by a

The output of this procedure is a list of file metadata (archivelDs and checksums) for each file

named in the input. It may be called thA&ected File MetadatdAFM) list. It is used to
determine the backup locations, if any, of lost files and to verify the checksum of files re
through support of the tape drive vendor (StorageTek).

This procedure has the following dependencies:

* The operator is working on a machine from which SQL connections can be m4
the SDSRV SQL server (e.g., elacgll, g0acg01, I0acg02, n0acg01) and tha
recognizes the Sybase accosaisrv_role

 The UNIX account in use has execute permission on the required scripts, the
shell variable set to include a directory where the command ‘isql’ is located ar
SYBASE (Sybase ‘home’) environment variable set appropriately (e.g. sé
SYBASE /tools/sybOCv11.1.0).

» The operator knows the password for the SDSRV Sybasesdser role

Table 17.6-10 presents the steps required for SDSRYV retrieval of file location metadata.
are already familiar with the procedure, you may prefer to use this quick-step table. If y
new to the system, or have not performed this task recently, you should use the fol
detailed procedure:

46 Log in at the SDSRYV host (e.g., e0acs05, g0acs03, 10acs03, n0acs04).

47 Receive the Affected File List (AFL) (e.g., file list from output of scr
EcDsStFilesPerTapeUtility) as an electronic file; save a local copy of the file with
identifiable name (e.qg., aflfile.txt).

48 To change directory to the location of the database scriptsctypesr/ecs/MODE>/
CUSTOM/dbms/DSSand press thReturn/Enter key.

« The<MODE> will most likely be one of the following operating modes:

stored

de to
server

‘path’
d the
ptenv

If you
DU are
owing

pt
an

— OPS (for normal operation).
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49

50

To execute the script for retrieval of file location metadata, t
DsDbSrFileLocMetadata aflfile.txt afimetadata.txt whereaflfile.txt is the name of the
input file with the list of affected files anaflmetadata.txtis the desired name of the
output file, and then press tReturn/Enter key.

— TS1 or TS2 (for testing).
The working directory is changed hasr/ecs/SMODE>/CUSTOM/dbms/DSS

The script requires that certain environmental variables be set prior to executi

pe

pn.  If

you have not set them, the script returns an error message listing the variables that

must be set and giving examples. To make the script execute properly, you ma
to set environmental variables using the following commands and approj
variable entries:

setenv DSQUERYx0acg_srvr (e.g., e0acgll, gOacg01l, I0acg02, n0acg01)
setenv DBNAME EcDsScienceDataServerl MODE>

setenv DBUSERNAME sdsrv_role

setenv DBPASSWD password

setenv SYBASE /tools/sybOCv11.1.1

If the variables are set appropriately, the script uses the data in the input
generate the named output file; during the execution it provides feedback sim
the following:

Using Login : sdsrv_role
Using Server : tlacg04 srvr
using Database: EcDsScienceDataServerl TS2

Recovering the Effected Lost Files....

**x%* No errors found in DBoutfile FileLocMetadata ***

ly need
Driate

file to
ilar to

To check that the output file is not empty (i.e., of zero length), type the comimand

Is -l afimetadata.txf whereaflmetadata.txtis the name of the output file, and press
Return/Enter key.

UNIX displays the file information in the following form:

—rw-r—--r-- 1 cmshared 293 Sep 25 15:25 aflmetadata.txt

the

If the file is of zero length, either the input file was of zero length or an unexplained

error occurred. Check the input file.
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52

53

To visually inspect the file to verify the success of the command, type the con4mand

view aflmetadata.txf whereaflmetadata.txtis the name of the output file, and press
Return/Enter key.

the

» The contents of the output file are in two sections: 1) the affected file metadata|found
within SDSRYV inventory database; and 2) files not found within SDSRV database

(this section is usually empty). UNIX displays the contents of the file in
following form (for this sample data, the input file contained only one filename):

InternalFileName found in SDSRV_ Inventory Metadata Database
Tue Sep 25 15:25:49 EDT 2001

:SC:MOD000.001:19862:1.CCSDS
"Aug 21 2001 3:34:17:000PM"™ O 1670000364 SCMOD000.00119862

InternalFileName not found in SDSRV Inventory Metadata Database
Tue Sep 25 15:25:50 EDT 2001

» To exit the view process, typg! and press th&eturn/Enter key. Note This step

the

specifies use of theiew command to view the file, but the content can be viewed

using other commands as well [e\g,,pg, more]).

It is advisable, especially if there are large numbers of affected files, to check for erfors in
the output of the script, searching for occurrences of the strings 'msg' and 'errgr.’ To

execute a check for 'msg,' type the commguragh -i msgaflmetadata.txt| wc -| where
aflmetadata.txtis the name of the output file, and press Return/Enter key. To
execute a check for 'error," type the commgrep -i error aflmetadata.txt| wc -l and
press thdReturn/Enter key.

* If no errors occurred, UNIX returns an output of '0' (zero).

* Any other output means that there were errors in the process. If errors are fourd, they

must be diagnosed based on the error message(s) and the procedure must be
after correction of the input file.

When the output file passes the tests of Step 7, it can be passed to the calling proc

repeated

bdure.
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Table 17.6-10. SDSRYV Retrieval of File Location Metadata

Step What to Do Action to Take

1 Log in at SDSRV host enter text; press Return/Enter

2 Save a local copy of the Affected File List name file, e.g., afffile.txt

3 cd /usr/ecs/< MODE>/CUSTOM/dbms/DSS enter text; press Return/Enter

4 DsDbSrFileLocMetadata  aflfile.txt aflmetadata.txt enter text; press Return/Enter

5 Is -I aflmetadata.txt enter text; press Return/Enter ;
read text

6 view aflmetadata.txt enter text; press Return/Enter :
read text

7 grep -i msg aflmetadata.txt | wc -l enter text; press Return/Enter ;

grep -i error aflmetadata.txt | wc -l read text
8 Pass output file to calling procedure

17.6.2.5.2 SDSRV Retrieval of Granule Production History Metadata

The input to this procedure is a list of files remaining to be recovered after as many files as

possible are recovered from backup (see Procedures 17.6.2.1 and 17.6.2.2) and/of
damaged cartridge (see Procedure 17.6.2.3). The list may be referred t&\fsdteel File List

from a

(AFL). The output of this procedure serves as input to the PDPS/PLS procedure for dranule

regeneration, “Re-Generate Granules Affected by Loss of Files from the Archive,
Chapter 13.

in

The goal of this procedure is to list PLS-required granule metadata for use by the local PDPS in

re-generating lost granules. The procedure extracts valid Production History URs for the
granules from the local SDSRV database.

‘lost’

It assumes that the Delivered Algorithm Pjackage

information has been inserted into the SDSRYV for all associate datatypes in the progess of
Science Software Integration and Test (SSI&T), which is addressed in Chapter 26. There|may be
a period in the lifetime of a granule when this information is not populated, during which gfanule

attributes PGEName and PGEVersion are not available to this procedure.
Output from this procedure is a file containing:

» *“Granules for PDPS Re-generation” -- those found within SDSRV. These are passed
to the PLS operators for re-generation using the procedure “Re-Generate Granules

Affected by Loss of Files from the Archive” (see Chapter 13).

* “Residual Granules to Recover” -- those not found within SDSRV inventory.

This

list may include granules that have been removed by the process for physical deletion

from the archive and SDSRYV inventory (see Procedure 17.4.3).
Table 17.6-11 presents the steps required for SDSRV retrieval of granule production h

istory

metadata. If you are already familiar with the procedure, you may prefer to use this qui¢k-step
table. If you are new to the system, or have not performed this task recently, you should|use the

following detailed procedure:
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Log in at the SDSRV host (e.g., e0acs05, g0acs03, 10acs03, n0acs04).

Receive the Affected File List (AFL) (e.g., file list from output of scr|pt
EcDsStFilesPerTapeUtility) as an electronic file; save a local copy of the file with|an

identifiable name (e.g., aflfile.txt).

To change directory to the location of the database scriptsctypesr/ecs/MMODE>/
CUSTOM/dbms/DSSand press thBeturn/Enter key.

 The<MODE> will most likely be one of the following operating modes:
— OPS (for normal operation).
— TS1 or TS2 (for testing).
» The working directory is changed Agsr/ecs/MODE>/CUSTOM/dbms/DSS

To execute the script for retrieval of file location metadata, t)
DsDbSrGranPHMetadata aflfile.txt agrmetadata.txt whereaflfile.txt is the name of

the input file with the list of affected files amgrmetadata.txts the desired name of the

output file, and then press tReturn/Enter key.

» The script requires that certain environmental variables be set prior to executip

pe

n. If

you have not set them, the script returns an error message listing the variables that
must be set and giving examples. To make the script execute properly, you mgy need
to set environmental variables using the following commands and appropriate

variable entries:

setenv DSQUERYx0acgwn_srvr (e.g., e0acgll, g0acg01, |I0acg02, n0acg01)
setenv DBNAME EcDsScienceDataServerl MODE>

setenv DBUSERNAME sdsrv_role

setenv DBPASSWD passworc

setenv SYBASE /tools/sybOCv11.1.1

» If the variables are set appropriately, the script uses the data in the input file to

generate the named output file; during the execution it provides feedback simjl
the following:

Using Login : sdsrv_role
Using Server : tlacg04 srvr
using Database: EcDsScienceDataServerl TS2

Recovering the Lost Files....

**** No errors found in DBoutfile GranPHMetadata ***
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58 To check that the output file is not empty (i.e., of zero length), type the command
Is -l agrmetadata.txtwhereagrmetadata.txis the name of the output file, and press the
Return/Enter key.

* UNIX displays the file information in the following form:

—rTW-Yr—--r--— 1 cmshared 293 Sep 25 15:25 agrmetadata.txt

» If the file is of zero length, either the input file was of zero length or an unexplained
error occurred. Check the input file.

59  To visually inspect the file to verify the success of the command, type the command
view agrmetadata.txtwhereagrmetadata.txis the name of the output file, and press the
Return/Enter key.

* The contents of the output file are in two sections: 1) the granule metadata|found
within SDSRV inventory database; and 2) granule metadata not found within SDSRV
database (residual granules to recover). For each of the files listed in the input file for
which related granule metadata are found in the SDSRYV, the script output should
include the GeolD (partial UR), the UR of any available associated Production
History granule, the ESDT shortname and versionID, the granule beginning daje and
time and ending date and time. UNIX displays the contents of the file in the
following form:

Granule metadata found within SDSRV Inventory database Wed Sep 26
11:11:51 EDT 2001

:BR:Browse.001:1170:1.BINARY

0 1000 BRBrowse.0011170 PGEName 1 "None" "None" "NONE"
"NORMAL"

PH Does Not Apply

:SC:MOD00:65001:1.CCSDS
0 1000 SCAST 04.00120001 PGEName 1

"Jan 1 1997 12:00:00:000AM" "Jan 1 1997 12:00:00:000AM"™ "Oct 10
1996 12:02:00:000AM" "NORMAL" 2

NO_PH

:PH:PH.001:2000000076:1.BINARY

0 65536 PHPH.0012000000076 PGEName 1 "None" "None"
"None" "NORMAL"

PH Does Not Apply

:QA:QA.001:1003:1.AS8C1II

0 O OQAQA.0011003 PGEName 1 "None" "None" "None"
"NORMAL"

PH Does Not Apply

Interim Update 17-60 611-CD-598-001



60

61

Interim Update

:OR:0R.001:2102:1.ASCII

0O O OROR.0012102 PGEName 1 "None"
"NORMAL"

PH Does Not Apply

:AN:AN.001:3100:1.ASCII

0 0 ANAN.0013100 PGEName 1 "None"
"NORMAL"

PH Does Not Apply

Granule metadata not found within SDSRV Inventory database Wed Sep

26 11:11:51 EDT 2001

To exit the view process, typg! and press th&®eturn/Enter key. Note This step

"None"

"None"

"None"

"None"

specifies use of theiew command to view the file, but the content can be viewed

using other commands as well [e\g,,pg, more]).

It is advisable, especially if there are large numbers of affected files, to check for erfors in
the output of the script, searching for occurrences of the strings 'msg' and 'errgr.’ To

execute a check for 'msg,' type the commairap -i msgagrmetadata.tx{ wc -, where
agrmetadata.txtis the name of the output file, and press Beturn/Enter key. To
execute a check for 'error," type the commgrep -i error aflmetadata.txt| wc -l and

press thdReturn/Enter key.

If no errors occurred, UNIX returns an output of '0' (zero).

Any other output means that there were errors in the process. If errors are found, they
must be diagnosed based on the error message(s) and the procedure must be(repeated

after correction of the input file.

When the output file passes the tests of Step 7, it can be passed to the calling prpcedure
(e.g., Chapter 13 Procedure to Re-Generate Granules Affected by Loss of Files fjlom the
Archive).

Note Granules for recovered files will, by definition, have a different granuleURs

(dbIDs) than the files that were lost.
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Table 17.6-11. SDSRYV Retrieval of Granule Production History Metadata

Step What to Do Action to Take

1 Log in at SDSRV host enter text; press Return/Enter

2 Save a local copy of the Affected File List name file, e.g., afffile.txt

3 cd /usr/ecs/< MODE>/CUSTOM/dbms/DSS enter text; press Return/Enter

4 DsDbSrGranPHMetadata afffile.txt agrmetadata.txt enter text; press Return/Enter

5 Is -I agrmetadata.txt enter text; press Return/Enter ;

read text

6 view agrmetadata.txt enter text; press Return/Enter :
read text
7 grep -i msg agrmetadata.txt | wc -l enter text; press Return/Enter ;
grep -i error agrmetadata.txt | wc -l read text
8 Pass output file to calling procedure

17.7 Archive Troubleshooting
There are several troubleshooting tools provided with AMASS that can assist you in monjtoring

archive activity and in responding to fault notifications. The AMASStem Administrator’y

Guide (available electronically odrg servers [e.g., gOdrg01, eOdrgll, 10drg01, nOdrg01f in
directory/usr/amass/book¥ includes instructions on using these tools. Some of the most yseful

ones are addressed in this section.

troubleshooting.

Table 17.7-1 provides an Activity Checklist for grchive

Table 17.7-1. Activity Checklist for Archive Troubleshooting

Order Role Task Section Complete?

1 Archive Manager Checking daemons and using healthcheck | (P) 17.7.1.1

2 Archive Manager Using sysperf to Display the Status of | (P) 17.7.1.2
AMASS 1/O Activity

3 Archive Manager Using vollistto Display Volume Data (P)17.7.1.3

4 Archive Manager Using the amass_log Script to Display | (P) 17.7.1.4
AMASS Errors

5 Archive Manager Using quedisplay to View What is in the | (P) 17.7.1.5
AMASS Queue

6 Archive Manager Using mediamove to Establish Synchrony | (P) 17.7.1.6
Between quedisplay and medialist

7 Archive Manager Checking Log Files (P)17.7.2.1

8 Archive Manager A Special Case: Checking the Request | (P) 17.7.2.2
Manager Server Debug Log

9 Archive Manager Checking the el_ETAC Log File (P) 17.7.2.3

10 Archive Manager/ | Handling a Data Insertion Failure (P)17.7.2.4

Database
Administrator

11 Archive Manager Handling a Data Acquire Failure (P)17.7.25

12 Archive Manager Diagnosing/Investigating Write Errors (P) 17.7.3

13 Archive Manager Diagnosing/Investigating Read Errors (P)17.7.4
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17.7.1 Using AMASS Commands, Utilities, and Scripts for Monitoring and Fault
Response

The AMASS file system needs to have the following daemons running at all times:
* amassmain
» daemons/Im_ip -a fslock.
e (Qset
* klogd.
* amass_iocomp
» libsched(one instance for each virtual library).

» libio_tape (at least one instance for each drive in each jukebox).

The UNIX process search provides an easy check for these daemons. If they are up, the
healthcheckcommand provides a useful check on the health of AMASS while it is running.

A command provided to display the status of the AMASS I/O activigysperf. This command
returns several items:

» the number of reads and writes that are outstanding.

» the number of volumes (for reads) or volume groups (for writes) that are going
used by those reads and writes.

e the current volumes in the drives.

* the I/O rate in Kb per second since the last update. This value first appears as
Then AMASS continues to update the information at intervals based on a val
updateintervakntered by the operator.

Sysperf can often show the first sign of trouble. For example, if there are reads and wr
process but throughput is always 0, a problem is indicated. The most common proble
volumes and drives that go off line and/or inactive.

Volumes are monitored using thellist command. It returns information on the status g
specified volume or list of volumes in the archive. If the outpwadfist indicates that thg
volume is inactivated (i.el, appears in th€LAGS column), theamass_logscript can help tg
determine the nature of the problem. Emeass_logscript displays AMASS messages from t
system log file. This script can provide helpful information under several circumstances,
when a command gives unexpected results or when AMASS appears not to be fung
properly in other ways.

Unless use of thamass_logscript shows that there are many errors on a volume that has
inactivated, you can reactivate the volume using the command:

/usr/amass/bin/volstat -a ¥olumenumbep

AMASS

to be

a zero.
e for

tes in
ms are
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where<volumenumber is the volume ID for the volume to be activated.

Just agollist provides information on the status of volumes, the comndavelist displays the
status of drives available to AMASS. Active drives are noted b&,aand inactive drives arg
noted by arl. The command i&isr/amass/bin/drivelist If AMASS inactivates a drive, use th
amass_logscript as described previously. Unless there is a hardware problem and ¢
attempts have been made to ready the drive, it is usually appropriate to reactivate the dri
the drivestat command. For example, to reactivate drive 1 in jukebox 1, type the com
/usr/amass/bin/drivestat -a 1 1

A useful library utility included with AMASS igjuedisplay. This utility permits the operator t
see what is in the queue, and to diagnose problems such as the following:

During an attempt to write to a file, the drive light does not illuminate.

The system is slowing down.

An AMASS command does not complete.

The output of theuedisplay utility shows the queue, which consists of read and write reqy
AMASS administration commands, and a list of libraries, drives, and what volumes
manage. An example of output from this utility might take the following form:

READQ rid=52696, fptr=0xf0227c5c, vol=3, fnode flags=0x110
WRITEQ rid=79, fptr=0xc00eff54, vol=5, fnode flags=0x8048844
ADMINQ:cmd=1, flags=0x6,vol=32, juke=1l, pid=1047, ftype=0, err=0
JUKEBOX 1 DRIVE 1, vid=32, vflag=0x100, status=0

JUKEBOX 1 DRIVE 2, no volume in drive

D

C

e
everal
/e using
mand

O

ests,
they

If there areREADQ or WRITEQ entries, the name(s) of the file(s) being processed cah be

determined by using thidepath command and the first number in the entry. For example, ¢
/usr/famass/utils/filepath 5269@or the first file number in the sample output.

Occasionally, a robot may lose synchrony with AMASS concerning the location of medial

best way to verify this is to compagriedisplay andmedialist The medialist utility is a

standalone program that communicates with the robot controller in the Library Storage N
to determine the robot’s view of media and their slot locations. If the two programs dig
you can bring the two programs into synchrony usmggdiamove The following paragraph
provide step-by-step procedures for use of some of these commands and utilities.

17.7.1.1 Checking Daemons and Using healthcheck

enter

The

lodule
agree,

\"ZJ

If there is an indication or question of a potential problem with AMASS, an appropriate nitial

step is to check the status of the required daemons. If the check indicates that the dae
up, then it is a reasonable next step to rurhdedthcheclcommand. Table 17.7-2 presents

steps required for checking daemons and usseadtchecko verify the status of AMASS. If yo
are already familiar with the procedure, you may prefer to use this quick-step table. If y
new to the system, or have not performed this task recently, you should use the fol
detailed procedure:

1
2

Log in asamassat the FSMS host.
Typeps -ef | grep amasand press thReturn/Enter key.

mons are
he

f
ou are
owing

UNIX returns running AMASS processes in a format similar to the following:
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amass 7214464 7208385 0 Sep 19? 0:00 libio_tape 2 1 'In
amass 7208385 10 Sepl19? 10:33/usr/amass/daemons/amassinain O
amass 7214747 7208385 Sep 19 ? 0:10 amass_iocomp
amass 7282853 7215637 Sep 20°? 1:47 libio_tape 11
amass 7282868 7215637 Sep 20°? 0:00 libio_tape 11
amass 6949087 7215637 Sep 20°? 1:47 libio_tape 11
amass 7214915 7208385 Sep19°? 0:00 klogd
amass 7214972 7208385 Sep197? 50:54 libio_tape 1 2
amass 5539722 7217884 Sep 20°? 0:23 libio_tape 1 3
amass 7301726 7215964 Sep 20°? 1:05 libio_tape 31
amass 7215313 10 Sepl9~? 9:34 /usr/lamass/daemons/Im_ip -3

fslockl -u 128 -f 256 -q 128
amass 7357656 7216363
amass 7215637 7208385
amass 7215638 7208385
amass 7277545 7214972
amass 7215870 7208385
amass 7215964 7208385
amass 7216363 7208385
amass 6950984 7217884
amass 8175053 7212410
amass 7340525 7217134

QOO OCOOOO0O

Sep 20°? 0:00 libio_tape 3 3
Sep197? 84:10 libio_tape 11
Sep19°? 2:43 libsched 3

Sep 20°? 0:41 libio_tape 1 2
Sep19°? 2:52 libsched 1
Sep197?  109:25 libio_tape 31
Sep197?  84:16 libio_tape 3 3
Sep 20°? 0:23 libio_tape 1 3
Sep 26 ? 0:00 libio_tape 1 4
Sep 20°? 1:19 libio_tape 3 2

oleoleololololololololololololololololololole o)

amass 7278745 7217884 Sep 20°? 0:23 libio_tape 1 3
amass 7216941 7208385 Sep 19 ? 0:32 gset
amass 7340710 7217134 Sep 20°? 1:19 libio_tape 32
amass 7217134 7208385 Sep197?  138:26 libio_tape 3 2
amass 7359550 7216363 Sep 20°? 0:52 libio_tape 3 3
amass 7217388 7208385 Sep19°? 0:00 libio_tape 2 2
amass 7285477 7215637 Sep 20°? 1:47 libio_tape 11
amass 7285537 7215637 Sep 20°? 1:47 libio_tape 11
amass 7217884 7208385 Sep19?  17:37 libio_tape 1 3
amass 7279821 7214972 Sep 20°? 0:41 libio_tape 1 2
amass 6878049 7208385 Sep19°? 2:36 libsched 2
amass 7279907 7214972 Sep 20°? 0:41 libio_tape 1 2
Sep 20°? 1:19 libio_tape 3 2

amass 7335573 7217134

» If the running processes do not inclual@assmain daemons/Im_ip -a fslockgset,
klogd, amass_iocomplibsched, andlibio_tape, it may be necessary to restgrt
AMASS (refer to Procedure 17.1Rbooting AMASS).
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3 To check the AMASS database integrity, check the availability of write resources
FNODEs and cache blocks, and to verify cache partitions, {ype
/usrfamass/bin/healthcheck -viwand press thReturn/Enter key.

* AMASS returns information on its health in format similar to the following:
——— STARTING DATABASE INTEGRITY CHECK ---

-api has been opened 