4.8

Communications Subsystem Overview

The Communications Subsystem (CSS) provides the capability to:

Transfer information internal to the Earth Observing System Data and Information
System (EOSDIS) Core System (ECS)

Transfer information between the ECS sites

Provide connections between the ECS users and service providers

Manage the ECS communications functions

Provide services requested to support System Management Subsystem (MSS) operations

Retrieve attribute-value pairs from the Configuration Registry

Communications Subsystem Context Diagram

Figure 4.8-1 is the Communications Subsystem (CSS) context diagrams and Table 4.8-1
provides descriptions of the interface events shown in the CSS context diagrams. NOTE: In
Table 4.8-1 Request Communications Support is shown as a single event to simplify the table
and provide a list of services available from CSS to the other SDPS and CSMS subsystems.
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Table 4.8-1. Communications Subsystem (CSS) Interface Events (1 of 5)

Event

Interface Event Description

Send Acquire

An “acquire” (instruction to obtain data) is created by the CSS and sent to the DSS
via CCS Middleware calls. This is similar to the “Request Product” interface event,
except it applies to EDOS expedited data. Also, the Subscription Server sends an
"acquire” command to the DSS when an "acquire" action is specified in a
subscription.

Send Search

The CSS sends search requests received via the SIPS interface to the DSS on
behalf of an external ECS user.

Send Event ID

The CSS sends Event IDs to the DSS when ESDTs are installed or when ESDTs
are updated by adding additional events.

Get info for EDN

Expedited Data Set Notification (EDN) information is obtained from the DSS, by
request, and used by the CSS to send messages to users at the ASTER GDS.
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Table 4.8-1. Communications Subsystem (CSS) Interface Events (2 of 5)

Event

Interface Event Description

Return Status

Status returned by the CSS to the DSS to simply indicate that the request was
received, not that the action succeeded.

Import Location

The DSS retrieves physical and logical server location information from the CSS.

Information
Return Configuration | The INS, DSS, MSS, DMS, PLS and DPS receive the configuration parameters
Parameters and associated values from the Registry Server within the CSS.

Return Dist. Media
Options

The DSS receives the requested distribution media options from the CSS.

Register Events

The DSS sends the subscription events for an Earth Science Data Type to the
CSS Subscription Server when an ESDT is installed into the system or when an
ESDT is updated by adding additional events.

Replace Events

The DSS sends the updated subscription events with modified qualifiers for an
Earth Science Data Type (ESDT) to the CSS Subscription Server when an ESDT
is updated. This event replaces the original event in the DSS.

Trigger Events

The DSS notifies the CSS (via an event trigger) when a subscription event occurs
on an ESDT Service.

Push Data The DSS assembles instructions to send data to the ASTER GDS or other
external users via the CSS. The DSS pushes data, via the FTP service and
followed by a signal file, to the destination specified in an acquire instruction (by
particular ESDTSs that function this way).

Request The CSS provides a library of services available to each SDPS and CSMS

Communications subsystem. The subsystem services required to perform specific assignments are

Support (RCS) requested from the CSS. These services include:

CCS Middleware Support
Database Connection Services

File Transfer Services

Network & Distributed File Services
Bulk Data Transfer Services

File Copying Services

e Name/Address Services

e Password Services

e Server Request Framework (SRF)
e Universal Reference (UR)

e Error/Event Logging

e Message Passing

e Fault Handling Services

e Mode Information

o Query Registry - Retrieving the requested configuration attribute-value pairs
from the Configuration Registry

e Request Distribution Media Options from the Configuration Registry

Export Location

The DSS, DMS, MSS and PLS send physical and logical server location

Information information to the CSS for data location.
Return EDN The CSS receives and uses the Expedited Data Set Notification (EDN) information
Information from the DSS to send messages to users at the ASTER Ground Data System

(GDS).
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Table 4.8-1. Communications Subsystem (CSS) Interface Events (3 of 5)

Event

Interface Event Description

Return Granule URs

The CSS receives Earth Science Data Type (ESDT) Universal References
(URs) for the requested granules from the DSS.

Return Inventory
Granule Metadata

The CSS (MTMGW Server) receives the inventory granule metadata identifying
the scene within the granule from the DSS based on an inventory search
request.

Submit Userinfo

The CLS sends the user name and password to the CSS. The CSS returns a
session id.

Submit DAR The CLS sends the parameters required for submittal of Data Acquisition
Requests for ASTER instrument data to the CSS. In response, a DAR Identifier
is sent back to the CLS.

Modify DAR The CLS sends parameters to modify an existing Data Acquisition Request for

ASTER instrument data collection to the CSS. A status value is returned to the
CLS.

Submit DAR Query

The CLS sends the parameters required for querying DARs to the CSS as one
of the following three queries: queryxARContents, queryxARScenes, or
qgueryxARSummary. The results of the query are returned to the CLS.

Search ASTER DAR
Database

The CLS submits a request to the CSS to search the ASTER GDS DAR
database for DARs and their respective status (i.e., acquired scenes). Search
qualifications may be in the form of DAR parameters or DAR Ids. To get a status
of the search, users may view the Search Status via the Java DAR Tool.

Send User Profile
Request

The CLS (via the user) sends a user profile to the CSS to send ASTER requests
between the ECS and ASTER GDS.

Send DAR ID

As the result of a successfully submitted DAR, the user receives a DAR ID from
the CSS via the CLS. This is a string of characters used to track a DAR.

Return Session Id

The CLS receives a session id from the CSS to communicate with the ASTER
GDS.

Notify of Subscription

In response to a subscription request, a message (containing the UR of the
granule inserted into the DSS) is sent to the CLS, PLS (Subscription manager or
the On-Demand Processing Manager), ECS User or Operations Staff.

Return User Profile

The CSS receives user profile information from the MSS (Accountability
Management Service) to authenticate a user.

Return Order Status

The CSS receives an order id and status for the requested ECS product from
the MSS (Accountability Management Service).

Return Order

The MSS returns the product order object to the requester via the CSS.

Receive EDR

The MSS strips the EDR header and sends the EDR to the CSS (E-mail Parser
Gateway Server CSC).

Receive ECS e-mail
without header

The header is removed from the inbound message (by MSS), logged, and
forwarded to the predefined ECS recipient of the e-mail alias by the CSS.

Send Mail

The MSS uses the CsEmMailRelA interface to send mail to the CSS for
distribution to ASTER GDS users.

Filesystem Request

The CSS (NFS client) receives requests for ECS files and directories via an
established mount point from the MSS and PLS. The CSS (NFS Server) makes
the storage device(s) and its data accessible for use by the clients.
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Table 4.8-1. Communications Subsystem (CSS) Interface Events (4 of 5)

Event

Interface Event Description

Retrieve Metadata
Type Info

The CSS retrieves type information for qualifying metadata specified in a SIPS
search request from the DMS.

Return Dist. Media
Options

The CSS returns distribution media options to the DMS and MSS for distribution
requests.

Import Location
Information

The DMS, MSS and PLS request server location information from the CSS for
data searching purposes.

Submit Subscription

The PLS creates a subscription, sent to the CSS, using the advertisement for
subscribing to an insert event for an ESDT.

Password Seed

The PLS requests an account and provides a password to the CSS.

Server Account and
Random Password

The PLS receives an account and random password from the CSS after
providing a password seed to establish an account.

Subscription ID

The PLS receives a subscription identifier from the CSS after submitting a
subscription.

Request Management
Services

The MSS provides a basic management library of services to the subsystems,
implemented as client or server applications, using the CSS Process
Framework. The basic management library of services includes:

e System startup and shutdown — Please refer to the release-related,
current version of the Mission Operations Procedures for the ECS Project
document (611) and the current ECS Project Training Material document
(625), identified in Section 2.2.1 of this document.

e User Profile Request — The MSS provides requesting subsystems with
User Profile parameters such as e-mail address and shipping address to
support their processing activities.

e Order/Request Tracking — The MSS provides an order tracking service to
requesting subsystems to create and track user product orders by request.

Send EDN

The CSS sends the EDN to the MSS to forward to the ASTER GDS.

Send ASTER e-mail
without header

The CSS sends an e-mail message to a predefined ASTER e-mail alias within
the ECS (in MSS), without a header (e.g., Expedited Data Set Notification or
EDN).

Receive Malil The CSS returns mail to the MSS from ASTER GDS users to be distributed to
addressees.
Send DAR The CSS sends the DAR to the ASTER GDS Storage Server.

Send DAR Query

The CSS sends the DAR query to the ASTER GDS DAR Server.

Push Data to GDS

The CSS provides the communications infrastructure to push data from the DSS
to the ASTER GDS.

Return DAR ID

The ASTER GDS returns a DAR ID to the CSS (ASTER DAR Gateway Server)
at the ECS.

Request Subscription

The Operations Staff or an ECS User submits a request for notification of a
specific event occurring within the system to the CSS Subscription Server. For
example: subscribing to the insert of a particular granule type through the CLS.
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Table 4.8-1. Communications Subsystem (CSS) Interface Events (5 of 5)

Event

Interface Event Description

Request System
Administration
Information

The Operations Staff requests information on system administration including
application administration, fault metrics, performance metrics and system
alarms.

Return System
Administration

The Operations Staff receives information on system administration including
application administration, fault metrics, performance metrics and system

Information alarms.

Request Search Search requests are sent to the CSS via the SIPS interface.

Request Order Order requests are sent to the CSS via the SIPS interface.

Request Integrated search and order requests are sent to the CSS via the SIPS interface.
Search&Order

Request Management | The MSS provides a basic management library of services to the subsystems,
Services implemented as client or server applications, using the CSS Process

Framework. The basic management library of services includes:

e Order/Request Tracking — The MSS provides an order tracking service to
requesting subsystems to create and track user product orders by request.

Communications Subsystem Structure

Note: The CSS logical names used in this document do not exactly match the physical
names in the directory structure where the software is maintained. Therefore, after the
logical name of each Computer Software Component (CSC) in parentheses, there is a
physical directory structure name where the software is found. For example, the DCCI
CSCI software can be found under the directory structure Distributed Object Framework
(DOF) and the Server Request Framework software can be found under the directory
structure /ecs/formal/common/CSCI_SRF.

The CSS is composed of one CSCI, the Distributed Computing Configuration Item (DCCI, the
software is found in directory DOF) and one HWCI. The CSS software is used to provide
communication functions, processing capability, and storage.

Use of COTS in the Communications Subsystem

Note: The following RogueWave Libraries are currently delivered with custom code as
static libraries. A separate installation of dynamic libraries is no longer required.

e RogueWave’s Tools.h++

The Tools.h++ class libraries provide basic functions and objects such as strings and
collections.

e RogueWave’s DBTools.h++

The DBTools.h++ C++ class libraries provide interaction, in an object-oriented manner,
to the Sybase ASE database SQL server. The DBTools provide a buffer between the CSS
processes and the relational database used.
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e RogueWave’s Net.h++

The Net.h++ C++ class libraries, which provide functions and templates that facilitate
writing applications, which communicate with other applications.

Other COTS products include:
e ICS’ Builder Xcessory

The Builder Xcessory GUI builder tool provides the capability to modify the displays of
the Subscription Server Operator GUI. The tool also generates the C++ code producing
the Operator GUI display at run time. There is no operational part of Builder Xcessory
used at CSS run-time.

e Sybase Adaptive Server Enterprise (ASE)

The Sybase ASE provides access for the Subscription Server to insert, update and delete
Subscription Server database information. The Sybase ASE must be running during CSS
operations for the Subscription Server to execute database requests.

In addition, the Configuration Registry stores configuration values for ECS applications
in the Sybase database. The Configuration Registry Server retrieves the values from the
database via a Sybase ASE.

e CCS Middleware

CCS Middleware provides a common NameServer Mechanism, which packages the
common portions of the communication mechanisms into global objects to be used by all
subsystems. It provides a set of standard CCS Proxy/Server classes, which encapsulates
all of the common code for middleware communications (e.g., Portals, Couplers,
RWoCollectables, etc.). It also provides a code generator, which produces the application
specific proxy & server code. This allows the software engineer to concentrate on the
application specific code without worrying about the infrastructure.

e UNIX Network Services

UNIX Network Services contain DNS, NFS, E-mail service, FTP, and TCP/IP
capabilities.
Error Handling and processing

EcUtStatus is a class used throughout the ECS custom code for general error reporting. It is
almost always used as a return value for functions and allows detailed error codes to be passed
back up function stacks.

When an error occurs, the error is logged into the applications log (ALOG). The
Communications Subsystem (CSS) and System Management Subsystem (MSS) have two main
mechanisms to handle the error:

1. Return an error status

2. Throw an exception.
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The CSS uses the following classes for error handling and processing:

The EcUtStatus class is used to describe the operational status of many functions. The values
most often reported are "failed” and "ok." But depending upon the application, detailed values
could be set and sent. Please refer to the definition of this class (located in
/ecs/formal/ COMMON/CSCI_Util/src/Logging/EcUtStatus.h) for all possible values.

The EcPoError class defines the basic error types and handling functions for using the
EcPoConnectionsRW class (based upon RWDBTool++). The CSS Subscription Server, 10S
Server and MSS Order tracking Server use the EcCPoConnectionsRW class.

The RWCString is used to store some status value returned by applications.

Integer is used to return some error status by applications. This is used specifically between
client and server communications.

Many types of exceptions can be sent and handled by the CSS. These include exceptions sent by
Commercial Off The Shelf (COTS) products (such as DCE, RWDBTools++, RWToolst++),
systems and exceptions defined by individual applications.

For writing messages to the debug log, the following macros are used:

PF_STATUS writes a message at a "log level™ of 1 to the debug log. For example, PF_STATUS
{

cerr << "EcSbSubServer: Host name =" << hostInfo.nodename << endl;

}

PF_VERBOSE writes a message at a "log level” of 2 to the debug log. For example,
PF_VERBOSE

{
cerr << "EcShUpdateSubRequest:Update: Succeeded.” << endl;

}

PF_DEBUG writes a message at a "log level™ of 3 to the debug log. For example, PF_DEBUG

{
cerr << "EcShSubscription:Execute: Action = ACQUIRE : " << endl;

cerr << *tmpAction << endl;
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4.8.1 The Distributed Computing Configuration Item Software Description

The DCCI CSCI (the software is found in directory DOF) consists mainly of COTS software and
hardware providing servers, gateways, and software library services to other SDPS and CSMS
CSCls. The CSCI is composed of 17 computer software components (CSCs) briefly described
here followed by a description of the HWCI.

The CSCI is composed of 17 computer software components (CSCs) briefly described here as
processes followed by a description of the HWCI.

1. The Subscription Server (SBSRV, the software is found in directory
lecs/formal/CSS/DOF/src/SUBSCRIPTION) provides the capability to accept
subscriptions, and process subscriptions upon event notification. Events are made
available to users through the during the user registration process. Subscriptions are
submitted events. The subscription can be qualified by metadata attribute values and can
also include information specifying a particular action to be performed on behalf of the
subscriber. Upon event notification, all subscriptions for the event and any associated
actions are performed. Event examples are science granule insertion, metadata update,
and new schema exports to DDICT. Additionally, subscribers receive notification an
event was triggered, either via e-mail or through inter-process communication.

2. The ASTER DAR Gateway Server (the software is found in directory
/ecs/formal/CSS/DOF/src/RELB_GATEWAY/DAR) provides interoperability between
the CSS Message Oriented middleware of JEST (Java Earth Science Tool) Objects
(MOJO) Gateway and the DAR API with an interface to the ASTER Ground Data
System (GDS) servers. DAR communications are part of the ECS and ASTER GDS
interface. The ASTER GDS provides the ground support for mission operations and
science data processing for the ASTER instrument aboard the TERRA spacecraft. The
DAR Server is located in Japan and transparently interacts with the ASTER Operations
Segment (AOS) xXAR Server and XAR database at the back end to provide a data
acquisition service to its clients. The DAR Server allows data base access to ECS Clients
via an APl. DAR related communications between ECS and the ASTER GDS are
accomplished through the ASTER GDS provided APIls. The ASTER GDS provided APIs
are integrated into the DAR Communications Gateway. The DAR Communications
Gateway Server is hosted at the EROS Data Center (EDC).

3. The ASTER E-Mail Parser Gateway Server (the software is found in directory
/ecs/formal/CSS/DOF/src/RELB_GATEWAY/EmailParser) supports the automated
delivery of ASTER Expedited Data Sets (EDS) from the ECS to the ASTER GDS. EDS
are defined as raw satellite telemetry data processed in time-ordered instrument packets.
The packets are separated into files for a given down link contact. The E-mail Parser
forwards notification (an Expedited Data Set Notification or EDN) to the ASTER GDS
when EDS are received. The E-mail Parser receives requests (an Expedited Data Set
Request or EDR) from the ASTER GDS to deliver EDS. The ECS provides EDS to the
ASTER GDS for evaluating the operation of the instrument. Level 0 EDS produced at the
DAAC are staged for up to 48 hours for delivery to Science Computing Facilities
investigators. Subscription notifications are sent to the E-mail Parser. The E-mail Parser
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properly formats the EDN mail messages and sends them to the ASTER GDS. The MSS
ASTER E-mail Header Handler attaches an ICD approved header. If the ASTER GDS
decides to order the EDS from ECS, it sends e-mail to the E-mail Parser. The E-mail
Parser creates and submits the corresponding acquire request to the Science Data Server.
The Science Data Server stages the EDS granule metadata and passes the request on to
the Distribution Server for distribution to the client.

4. The MOJO Gateway Server (the software IS found under
/ecs/formal/CSS/DOF/src/RELB_GATEWAY/MOJO) provides a common interface and
network address for the following distributed ECS services: User profiles, Subscriptions,
and DAR submittals, modifications, and queries. All services are accessible from the Java
front end. The MOJO Gateway Server routes all DAR requests to the ASTER DAR
Gateway Server, which sends them to the ASTER GDS via APIs, provided by the
ASTER GDS. The MOJO Gateway Server sends requests to retrieve user profiles from
the MSS Registration User Server. Subscriptions are placed with the CSS Subscription
Server.

5. The Configuration Registry Server (the software is found in directory
/ecs/formal/CSS/DOF/src/REGISTRY)  provides a single interface to retrieve
configuration attribute-value pairs for ECS Applications from the Configuration Registry
Database. Configurable run-time parameters for Process Framework-based ECS
Applications (including clients and servers) are stored in the Configuration Registry
Database. Upon startup, the Process Framework retrieves this information from the
Configuration Registry Server for the application.

6. The Machine-to-Machine Gateway (the software is found in directory
/ecs/formal/CSS/DOF/src/RELB_ GATEWAY/MTMGW) The  Machine-to-Machine
Gateway (MTMGW) Server provides an automated ordering capability to allow the
Science Investigator-Led Processing Systems (SIPS) to reprocess data externally from the
ECS. In order to safeguard communications between the MTMGW Server and the SIPS,
a SSH (Secure Shell protocol) is employed to secure the line.

7. The CCS Name service group is a COTS software set of Name and Time Services.

e The ECS Naming Service (the software is found in directory
/ecs/formal/CSS/DOF/src/NS/naming) provides a link between clients and the ECS
servers they need to communicate with to obtain ECS data and services. Servers
register their location information in the ECS Naming Service, independent of
physical location. The clients use the ECS Naming Service to find servers based on an
operating mode. This is the primary way clients locate servers.

e The Time Service (the software is found in directory
lecs/formal/CSS/DOF/src/TIME/time) keeps the ECS computer network system
clocks synchronized by monitoring and adjusting the operating system clock for each
individual host machine in the network. The Time service provides an API to obtain
time in various formats. Some applications need to simulate the current time by
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applying a delta to the current time. The Time Service retrieves time deltas and
applies them to the system time.

The remote file access group provides the capability to transfer and manage files using the
following five functions: FTP, FTP Notification, Bulk Data Server (BDS), Network File System

(NFS),

8.

10.

11.

12.

and Filecopy.

FTP (the software is found in directory /ecs/formal/CSS/DOF/src/FTP) is an Internet
standard application for file transfers. It is a client/server model in which the FTP is a
client program started by the user while the FTP daemon is the server running on the
target host. FTP enables a user to retrieve one or more files from a remote server and to
send one or more files to a remote server. FTP also provides an insecure password
protection scheme for authentication. The FTP application is used to ingest data into the
ECS from remote locations and to distribute data to remote servers for users. The INGST
CSCI uses the FTP application to ingest data from external data providers. The STMGT
CSCl uses the FTP application to electronically distribute data to users.

FTP Notification (the software is found in directory /ecs/formal/CSS/DOF/src/FTP)
provides successful completion notifications for FTP (get) data pulls and (put) data
pushes. The INGST CSCI provides notifications to external data providers of data ingest
into the ECS and the DDIST/PDSIS CSCls provide notifications for data distribution
from the ECS.

BDSpro (no physical directory) is a non-standard extension to the Network File System
(NFS) that handles large file transfers on SGI IRIX platforms. BDSpro is a fast file
transfer utility to move large data files over high-speed networks such as the high-speed
Gig Ethernet communications lines. BDSpro exploits the data access speed of the NFS
file system and data transfer rates of network media, such as high-speed Gig Ethernet, to
accelerate standard NFS performance. The BDS protocol, XBDS, modifies NFS
functions to reduce the time needed to transfer files of 100 megabytes or larger over a
network connection. Hosts must be connected to a high-speed network running the
Transmission Control Protocol/Internet Protocol suite (TCP/IP). The STMGT CSCI uses
BDSpro to archive data produced by the Data Processing Subsystem.

The NFS (no physical directory) provides a distributed file sharing system among
computers. NFS consists of a number of components, including a mounting protocol and
server, a file locking protocol and server, and daemons that coordinate basic file service.
A server exports (or shares) a filesystem when it makes the filesystem available for use
by other machines in the network. An NFS client must explicitly mount a filesystem
before using it.

The Filecopy utility (the software is found in directory
/ecs/formal/common/CSCI_Util/src/CopyProg) copies files from a specified source
location to a specified destination location with options available for data compression.
The STMGT and SDSRV CSCls use the Filecopy utility to transfer large files. Files are
copied from the INGEST staging disks to the SDSRV archives and from the SDSRV
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13.

14.

15.

16.

17.

archives to the Read-Only Cache. In the SDSRV CSCI, the Filecopy utility is used to
copy Metadata Configuration Files (MCFs) to the DDIST CSCI staging disks.

The mail support group provides electronic mail service.

e E-mail (the software is found in directory/ecs/formal/CSS/DOF/src/EMAIL/email) is
a standard Internet feature for asynchronous data transfers. The CSS E-mail service
provides an interactive interface and an object-oriented application program interface
(API) to send E-mail messages. E-mail messages are sent among ECS users in the
United States and between the ECS and the ASTER GDS in Japan. The e-mail sent to
the ASTER GDS is sent via the E-mail Parser Gateway and the MSS ASTER E-mail
Header Handler (it adds an ICD approved header to the message). Messages sent from
the ASTER GDS are received by the E-mail utility, passed to the MSS E-mail Header
Remover (the ICD approved header is removed) and routed to the appropriate ECS
users via the E-mail server.

Virtual Terminal (no physical directory) provides the capability for the Operations staff
on an ECS platform to remotely log onto another ECS machine.

Cryptographic Management Interface (CMI, the software is found in directory
/ecs/formal/CSS/DOF/src/AUTHN) provides processes a means for obtaining random
passwords and gaining access to Sybase.

The Domain Name Service (DNS, the software is found in directory
ecs/formal/CSS/NameServer/src) provides host names and addresses to a specified
network by querying and answering queries. DNS provides naming services between the
hosts on the local administrative domain and also across domain boundaries. DNS is
distributed among a set of servers (name servers); each of which implements DNS by
running a daemon called in.named. On the client side, the service is provided through the
resolver, which is not a daemon. The resolver resolves user queries by needing the
address of at least one name server (provided in a configuration file parameter). Each
domain must have at least two kinds of DNS servers (a primary and secondary server)
maintaining the data corresponding to the domain. The primary server obtains the master
copy of the data from disk when it starts up the in.named. The primary server delegates
authority to other servers in or outside of the domain. The secondary server maintains a
copy of the data for the domain. When the secondary server starts in.named, the server
requests all data for the given domain from the primary server. The secondary server
checks periodically with the primary server for updates. DNS namespace has a
hierarchical organization consisting of nested domains like directories. The DNS
namespace consists of a tree of domains. See figure 4.8-33 for an illustration of the
domain tree hierarchy.

The Infrastructure Library provides a set of services including the following.

e Process Framework (PF) (the software is located in  directory
/ecs/formal/CSS/DOF/src/PF/pf): The PF is a software library of services, which
provides a flexible mechanism (encapsulation) for the ECS Client and Server
applications to transparently include specific ECS infrastructure features from the
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library of services. (Library services include: process configuration and initialization,
mode management and event handling, life cycle services (server start-up and shut-
down), communications services (message passing, FTP, underlying transport
protocol, number of simultaneous threads), naming and directory services (CCS
Middleware naming service), and set-up of security parameters.) The PF process is
the encapsulation of an object with ECS infrastructure features and therefore the
encapsulated object is fully equipped with the attributes needed to perform the
activities assigned to it. The PF was developed for the ECS custom developed
applications and is not meant for use by any COTS software applications. The PF
ensures design and implementation consistency between the ECS Client and Server
applications through encapsulation of the implementation details of the ECS
infrastructure services. Encapsulation therefore removes, for example, the task of each
programmer repeatedly writing common initialization code. The PF is built by first
developing a process classification for the ECS project from the client/server
perspective. Then the required capabilities are allocated for each respective process
level and type. PF-based ECS applications use Process Framework to read in their
configuration information at startup. PF-based servers use Process Framework to
initialize themselves as a CCS Middleware server and put it in a listen state to begin
to accept requests from appropriate clients.

Server Request Framework (SRF, the software is found in directory ecs/formal/
COMMONY/CSCI_SRF/src/srf): The SRF infrastructure provides the standard for
ECS synchronous and asynchronous communications between ECS applications. SRF
is used to provide the client-server communications between the INGEST Request
Manager and Granule Server, between the MOJO Gateway and the ASTER DAR
Gateway, and between clients of the Subscription Server, such as PLS Subscription
Manager and the Subscription GUI, and the Subscription Server itself. SRF provides
enhanced CCS Middleware calls, message passing and persistent storage as a CSS
support capability with the described features available by subsystem request. SRF
uses CCS Middleware calls.

Message Passing (the software is found in directory /ecs/formal/CSS/DOF/src/MP-
OODCE_NO1): Message Passing provides peer-to-peer  asynchronous
communications services notifying clients of specific event triggers. Provided by
subsystem request from the CSS. Message Passing is used in ECS for communication
between the Subscription Server and the PLS Subscription Manager in lieu of the
more common e-mail that is sent to ECS users as notification of a triggered event. It
is an alternative means of communication.

Universal References (the software is found in directory /ecs/formal/
COMMON/CSCI_UR/src/UR/framework): Universal References (URS) provide
applications and users a system wide mechanism for referencing ECS data and service
objects. Manipulating logical entities represented at run time as C++ objects in virtual
memory performs ECS functions. Users and applications require references to the
logical entities beyond the effective computational time to keep the objects in
memory. Therefore, applications and users are given URs to these objects. Once an
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UR is made for an object, the object can be disposed of and later reconstituted from
the UR. URs take up a small fraction of the space to keep in memory and can be
externalized into an ASCII string, which an end user can manage. URs have the
capability of re-accessing and/or reconstituting the object into memory as needed.
Therefore, the object does not have to remain in memory, and can if appropriate, be
written to a secondary storage system, like a database. While the UR mechanism
guarantees reliable data externalization and internalization, the content of each type of
UR is application specific. Only the object (this is referred to as the "UR Provider")
that initially provides the UR is allowed to access and understand its content. URs
are strongly typed to enforce appropriate access control to internal data both at
compile time and during run time. Since URs are typed and have object specific data
in them, separate UR object classes exist for each UR Provider class referred to. All
of these UR classes use the mechanisms provided by the UR framework.

Event Logging (the software is found in directoryLOGGING): Event logging is the
capability of recording events into files and provides a convenient way to generate
and report detailed events. All ECS CSCls use event and error logging as an audit
trail for all transactions that occur during the ECS data processing and distributing.

Server Locator (the software is found in directory
/ecs/formal/CSS/DOF/src/NS/service_locator): The Server Locator is a class that
enables servers to register their location without referring to its physical location and
be uniquely identified and located in the ECS. Client applications use the Server
Locator to find any registered server. The Server Locator is used in ECS in any client-
server CCS Middleware-based communication.

Failure Recovery Framework (the software is found in directory
lecs/formal/CSS/DOF/src/FH): The Failure Recovery Framework provides a general-
purpose fault recovery routine enabling client applications to reconnect with servers
after the initial connection is lost. This is accomplished through the CCS Naming
Service, through which the Failure Recovery Framework can determine whether a
server is listening. The Failure Recovery Framework provides a default and
configurable amount of retries and duration between retries. This fault recovery takes
effect for each attempt by the client to communicate with the server for all
applications that employ the Failure Recovery Framework.

EcPo Connections (the software is found in directory /ecs/formal/
COMMONY/CSCI_DBWrapper): A suite of classes providing a basic set of database
connection management methods and an error handling mechanism for database
users, which is found in the DBWrapper directory of the Infrastructure Library Group.

Time Service (the software IS found in directory
/ecs/formal/CSS/DOF/src/TIME/time): the class providing the structured time
information and get RogueWave type of time information.
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e CSS software is executed on multiple hardware hosts throughout the ECS system to
provide communication functions, processing capability, and storage. The software and
hardware relationships are discussed in the CSS Hardware CI description.

4.8.1.1 Subscription Server Computer Software Component Description

4.8.1.1.1 Subscription Server Functional Overview

The Subscription Server (SBSRV) CSC provides the capability to register events, submit
subscriptions, and process subscriptions upon event notification. Events and subscriptions are
stored persistently in the SBSRV Database. Only users with a valid ECS user profile can submit
subscriptions. The subscriptions can be qualified and can also include information specifying an
action to be performed on behalf of the subscriber (e.g., acquire a data granule). Subscriptions
can also be updated or deleted from the database. Upon event notification, all subscriptions for
the event are extracted from persistent storage and associated actions are performed.
Additionally, subscribers receive notification the event was triggered, via E-mail or through
message passing (i.e., a message from a process). The SBSRV also includes an Operator GUI for
entering, updating, and deleting subscriptions interactively.

4.8.1.1.2 Subscription Server Context

Figure 4.8-2 is the Subscription Server context diagram. Table 4.8-2 provides descriptions of the
interface events in the Subscription Server context diagram.
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Figure 4.8-2. Subscription Server Context Diagram
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Table 4.8-2. Subscription Server Interface Events (1 of 2)

Event Interface Event Description
Request The MCI provide a basic management library of services to the subsystems,
Management implemented as client or server applications, using the DCCI CSCI Process
Services Framework. The basic management library of services include:

e System startup and shutdown - Please refer to the release-related, current
version of the Mission Operations Procedures for the ECS Project document
(611) and the current ECS Project Training Material document (625), identified
in Section 2.2.1 of this document.

e User Profile Request - The MCI provides requesting CSCIs with User Profile
parameters such as e-mail address and shipping address to support their
processing activities.

Notify of Subscription | The SBSRV CSC sends notification (E-mail or inter-process) to the ECS User,

Operations Staff, and the PLANG CSCI when the subscribed event occurs.

Submit Subscription | The PLANG CSCI submits a subscription request to the SBSRV CSC using the
advertisement subscribing to an insert event for an ESDT.
Request The DCCI CSCI provides a library of services available to each SDPS and CSMS

Communications
Support (RCS)

CSCI/CSC. The CSCI services required to perform specific assignments are
requested from the DCCI CSCI. These services include:

CCS Middleware Support

Database Connection Services

File Transfer Services

Network & Distributed File Services

Bulk Data Transfer Services

File Copying Services

Name/Address Services

Password Services

Server Request Framework (SRF)

Universal Reference (UR)

Error/Event Logging

Message Passing

Fault Handling Services

Mode Information

Query Registry - Retrieving the requested configuration attribute-value pairs
from the Configuration Registry

e Request Distribution Media Options from the Configuration Registry

Request
Subscription

A subscriber (ECS user or Operations Staff - optionally) sends information with
the subscription, specifying an action(s) (e.g., acquire or update) to be taken when
the subscribed event occurs.

Return Configuration
Parameters

The Configuration Registry CSC returns the requested configuration parameters
to the Subscription Server (SBSRV) CSC.

Send Acquire

An “acquire” (instructions to obtain data) is created by the DCCI CSCI and sent to
the SDSRV CSCI via CCS Middleware calls. This is similar to the “Request
Product” interface event, except it applies to EDOS expedited data.

Send Event ID

The SBSRV CSC sends Event IDs to the SDSRV CSCI when ESDTs are installed
or when ESDTs are updated by adding additional events.
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Table 4.8-2. Subscription Server Interface Events (2 of 2)

Event Interface Event Description
Return status Status returned by the DCCI CSCI (SBSRV CSC) to the SDSRV CSClI to simply
indicate that the request was received, not that the action succeeded.
Register Events The SDSRV CSCI sends the subscription events for an Earth Science Data Type

(ESDT) to the DCCI CSCI (SBSRV CSC) when an ESDT is installed into the
system or when an ESDT is updated by adding additional events.

Trigger Events The SDSRV CSCI notifies the DCCI CSCI (via an event trigger) when a
subscription event occurs on an Earth Science Data Type Service.
Replace Events The SDSRV CSCI sends the updated subscription events with modified qualifiers

for an ESDT to the SBSRV CSC (within the DCCI CSCI) when an ESDT is
updated. This event replaces the original event in the SDSRV CSCI.

Return User Profile The MCI returns the user profile to the subscription server for user authentication
for subscriptions.

4.8.1.1.3 Subscription Server Architecture

Figure 4.8-3 is the Subscription Server architecture diagram. The diagram shows the events sent
to the Subscription Server process and the events the Subscription Server process sends to other
processes.
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Figure 4.8-3. Subscription Server Architecture Diagram

4.8.1.1.4 Subscription Server Process Descriptions

Table 4.8-3 provides descriptions of the processes shown in the Subscription Server architecture
diagram.
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Table 4.8-3. Subscription Server Processes

Process Type COTS/ Functionality
Developed

EcSbSubServer Server Developed The Subscription Server enables an event producer to
register and trigger events. A subscriber can submit
subscriptions for an event. Events and subscriptions
can also be updated and deleted.

EcSbGui GUI Developed The Subscription GUI provides an operator interface
for submitting, updating and deleting subscriptions.

Sybase ASE Server COTS The Sybase ASE is the SQL Server for the

Subscription Server and is only run by the DAAC
Operations staff.

4.8.1.1.5 Subscription Server Process Interface Descriptions

Table 4.8-4 provides descriptions of the interface events shown in the Subscription Server
architecture diagram.
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Table 4.8-4. Subscription Server Process Interface Events (1 of 5)

Event Event Interface Initiated by Event Description
Frequency
Request One service |Process: Process: The DCCI CSCI provides a
Communications |per request |EcCsldNameServer  |EcDsScienceDataServer |library of services available
Support Libraries: Classes: to ea(;h SDPShand CSMS
. CSCI/CSC. The CSCI
EC.Pf' DsDeEventCeetommer, services required to perform
Middleware, DsBtSbrvNotifier specific assignments are
FoNs, Process: requested from the DCCI
Folp, EcPIPREditor CSCI. These services
oodce Library: include:
Classes: PICorel e CCS Middleware
EcPfManagedServer, |Classes: Support _
CCSMdwNameServer, |Most PLS Classes ° g::\&/likc):aeze Connection
FoNsNameServerProx e File Transfer Services
Y, Process: e Network & Distributed
CCSMdwRwNetProxy |cpvsacRegUserSrvr File Services
Library (Common): || ibraries: e Bulk Data Transfer
EcUr MsAcCInt, Services
Class: o Name/Address Services
EcUrServerUR g/llzzz.Comm e Password Services
Library: MsAcUsrProfile ’ ﬁg\é]eé\,ﬁﬂu(gﬁp)
event e Universal Reference
Class: (UR)
EcLgErrorMsg e Error/Event Logging
Process: e Message Passing
EcSbSubServer e Fault Handling Services
Library: e Mode Information
EcSbCl . Query Registry -
Classes: Retr!ewng the requested
: configuration attribute-
EcClEvent, value pairs from the
EcClTriggerEventCb, Configuration Registry
EcClRegisterEventCb e Request Distribution
Process: Media Options from the
EcCsRegistry Configuration Registry
Library:
EcCsRegistry
Class:

EcRgRegistryServer_C
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Table 4.8-4. Subscription Server Process Interface Events (2 of 5)

Event Event Interface Initiated by Event Description
Frequency
Return One per Process: Process: The EcCsRegistry returns the
Configuration configuratio |EcSbSubServer EcCsRegistry requested configuration
Parameters n registry Library: parameters to the
query EcCsRegistry EcCsMojoGateway.
Class:
EcRgRegistryServer_C
Store/Retrieve  |One per Sybase ASE (COTS) |Process: The EcSbSubServer stores
Subscription store and EcSbSubServer and retrieves subscription
Event retrieve Library: information and events from
event EcSbSr the Subscription Server Data
Stores via the Sybase ASE.
Classes:
EcSbEventStore,
EcSbSubscriptionStore
Store/Retrieve  |One per Sybase ASE (COTS) |Process: The EcSbSubServer stores
Event & request EcSbSubServer and retrieves event and
Subscription Library: subscription data via the
Data Sybase ASE in persistent
EcSbSr .
data storage tables in the
Classes: Subscription Server (Data
EcSbEventStore, Stores). For an explanation of
EcSbSubscriptionStore  |this data, see the
‘Subscription Server Data
Stores’ subsection.
Register Events |One per Process: Process: The
event EcSbSubServer EcDsScienceDataServer |EcDsScienceDataServer
Library: Library: ?ends |t5he iugs_criptiog events
or an Earth Science Data
EcSbCl DsDelsh Type to the EcSbhSubServer
Classes: Class: when an ESDT is installed
ECClEvent, DsDeEventCustomizer into the System or when an
EcClRegisterEventCb ESDT is updated by adding
additional events.
Trigger Events |One per Process: Process: The
event EcSbSubServer EcDsScienceDataServer |EcDsScienceDataServer
trigger Library: Library: nqtifies the EcS_bSubServer
EcShCl DsBtSh (via an e\_/ent trigger) when a
subscription event occurs on
Classes: Class: an Earth Science Data Type
EcClEvent, DsBtSbsrvNotifier Service.
EcClITriggerEventCb
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Table 4.8-4. Subscription Server Process Interface Events (3 of 5)

Event Event Interface Initiated by Event Description
Frequency
Replace Events |One per Process: Process: The
ESDT EcSbSubServer EcDsScienceData |EcDsScienceDataServer
update Library: Server sends the updated
EcSbSrsh Class: subscript_ion events for an
_ DsDeEventCusto Earth Science Data Type
Class: : (ESDT) to the
EcClEvent mizer EcSbSubServer when an
ESDT is updated in the
system. This event replaces
the original event in the
EcSbSubServer.
Return Status One per Process: Process: Status returned by the
request EcDsScienceDataServer EcSbSubServer |EcSbSubServer to the
Library: Library: E_chS_cie_nceDataServer to
DsBtSh EcUt simply indicate that the
request was received, not that
Class: the action succeeded.
DsBtSbsrvNotifier
Send EventID  |One per Process: Process: The EcSbSubServer sends
ESDT install| EcDsScienceDataServer EcSbSubServer |Event IDs to the
Library: Library EﬁDsScienceDataSerl\l/edr
when ESDTs are installed or
DsDe1Sh EcSbCl when ESDTs are updated by
Class: _ Class: adding additional events.
DsDeDataDictController EcCIEvent
Send Acquire One per Process: Process: An “acquire” (instruction to
request EcDsScienceDataServer EcSbSubServer |obtain data) is created by the
Library: Library: EchSubSe_rver and sent to
DsCI EcSbSr the EcDsScienceDataServer
via CCS Middleware calls.
Classes: Class:
DsCIRequest, EcSbSubscription
DsCICommand,
DsCIESDTReferenceCollector
Notify of One per Process: Process: The EcSbSubServer sends E-
Subscription subscription |EcPISubMgr EcSbSubServer |mail to the ECS User,
submitted  |c|ass: Library: Operations Staff (via the
PISubMsgCh EcSbSr Em_aﬂ clgss), or inter-process
notification (via the message-
Classes: passing framework) to the
Process: EcSbSubscription, EcPISubMgr.
Email Daemon EcSbNotification
Classes:
CsEmMailRelA,
EcCsNotify.cxx
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Table 4.8-4. Subscription Server Process Interface Events (4 of 5)

Event Event Interface Initiated by Event Description
Frequency
Submit One per Process: Process: The EcPIPREditor_IF sends
Subscription subscription |EcSbSubServer EcPIPREditor IF to the EcSbSubServer
with acquire Library: Library: h information with the
request subscription submitted by an
EcSbCl PiCorel ECS User or the Operations
Class: Class: staff, specifying an action(s)
ECClSUbSCfiption PIDataType (e_g.’ acquire or update) to be
taken when the subscribed
event occurs.
Request One per Process: Operations Staff The Operations Staff can
subscription subscription |EcSbSubServer Process: make a request for a
submitted Library: EcSbGui subscription to the
EcSbSr Library: EcSbSubServer via the
' EcSbGui on behalf of an ECS
Classes: EcSbCl User.
EcSbSubmitSubRequest, |Class:
EcSbSubscription EcClSubscription
Return User One per Process: Process: The EcSbSubServer receives
Profile profile EcSbSubServer EcMsAcRegUserSrvr  |user profile information from
request Class: Libraries: the EcMsAcRegUserSrvr to
EcSbSr MsAcCInt, authenticate a user.
MsAcComm
Class:

EcAcProfileMgr
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Table 4.8-4. Subscription Server Process Interface Events (5 of 5)

Event Event Interface Initiated by Event Description
Frequency
Request One per N/A N/A The EcMsAcRegUserSrvr
Management |service provides a basic
Services (RMS) |request management library of
services to the subsystems,
implemented as client or
server applications, using the
DCCI CSCI Process
Framework. The basic
management library of
services includes the items
listed below.
RMS (cont.) At system Process: DAAC unique startup [System startup and
startup or EcSbSubServer scripts shutdown - Please refer to
shutdown the release-related, current
and for version of the Mission
restarts Operations Procedures for the
ECS Project document (611)
and the current ECS Project
Training Material document
(625), identified in Section
2.2.1 of this document.
RMS (cont.) One per Process: Process: User Profile Request - The
request EcMsAcRegUserSrvr EcSbSubServer EcMsAcRegUserSrvr
Libraries: Class: provides requesting _
MsAcCInt EcSbSr processes with User Profile
' parameters such as e-malil
MsAcComm

Class:
EcAcProfileMgr

address and shipping address
to support their processing
activities.

4.8.1.1.6 Subscription Server Data Stores

Subscription Server uses the COTS software Sybase ASE database for its persistent storage. The
following is a brief description of the types of data contained in the database:

e Event data: includes event type, user id, qualified metadata attribute names, and other
information describing an event

e Subscription data: includes a link to the event data, user id, start and expiration dates,
qualified metadata values (optional), and action information (optional) for what to do when
an event occurs

e Persistence data: include three tables, which store temporary data for uniquely identify a
trigger call, the triggered subscriptions and actions associated with it. These tables are used
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to avoid lost or duplicated triggers. The Subscription Server processes these tables during
WARM restart and discards them in COLD start.

Table 4.8-5 provides descriptions of the data found in the seven separate Sybase ASE data stores
used by the Subscription Server. More detail on these data stores can be found in the
Subscription Server Database Design and Schema Specifications for the ECS Project (Refer to
CDRL 311, 311-CD-626).

Table 4.8-5. Subscription Server Data Stores

Data Store Type Functionality
EcSbEvent Sybase Contains the list of events to which a user or another subsystem can
subscribe.
EcSbNewEventID Sybase This data store contains the next available ID for the EcSbEvent table.
EcSbNewSubID Sybase This data store contains the next available ID for the EcShSubscription
table.
EcSbhSubscription Sybase This data store lists all the user and subsystem subscriptions. Each event

can have many subscriptions. Each user can have many subscriptions. The
same user can subscribe to the same event with different constraints. It is
also possible that a user could subscribe to the same event with the same
constraints.

EcShTriggerRequest Sybase This data store contains the entire trigger request from Science Data Server
in a predefined period of time, including RpclD, EventID, Actual (the actual
qualifier list of the trigger request), TimeReceived (time the request was
received) and EventStatus (status of the trigger request). This table will stay
for a configurable amount of time.

EcSbhSubWorkOff Sybase This data store contains all the temporary data of subscriptions on the
triggered events. Itincludes RpcID, SubID and TimeReceived. It provides a
link between the subscriptions and the given event trigger request.

EcSbActionWorkOff Sybase This data store contains all the actions of triggered subscriptions that are
still in processing. It includes ActionlID (uniquely identify the action), RpclID,
SublID, TimeReceived, Tries, OutBoundRpcID and ActionStatus.

4.8.1.2 ASTER DAR Gateway Server Software Description

4.8.1.2.1 ASTER DAR Gateway Server Functional Overview

The ASTER DAR Gateway Server provides interoperability between the CSS MOJO Gateway
and the DAR API with an interface to the ASTER GDS servers.

The DAR API provides the functionality to transmit data concerning the DAR between the DAR
Gateway and the DAR Server and makes the DAR Server database information available to ECS
users. The functionality is provided to support five DAR APIs: SubmitDAR, ModifyDAR,
queryxARContents, queryxARSummary, and queryxARScenes. DAR Communications are part
of the ECS and ASTER GDS interface, where ground support for mission operations and science
data processing are provided for the ASTER instrument on-board the EOS AM-1 spacecraft. The
DAR Server is located in Japan and transparently interacts with ASTER Operations Segment
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(AOS) xAR Server and xAR Database to provide data to its clients. The DAR Server provides
ECS users access to DAR database information via an APl. DAR-related communication
between ECS and the ASTER GDS is through ASTER GDS provided APIs, integrated into the
DAR Communications Gateway. (The DAR Communications Gateway server is located at the
EROS Data Center (EDC)).

4.8.1.2.2 ASTER DAR Gateway Server Context

Figure 4.8-4 is the ASTER DAR Gateway Server context diagram and Table 4.8-6 provides
descriptions of the interface events shown in the ASTER DAR Gateway context diagram. The
information contained in the context diagram and interface events table is, respectively,
applicable to each of the ASTER DAR Gateway functions: SubmitDAR, ModifyDAR,
queryxARContents, queryxARSummary, and queryxARScenes.

DCCI CSCl
(CSS)

Submit DAR Query,
Submit DAR, Send DAR ID,
Modify DAR, RCS - Query
Return Configuration Registry
Parameters

v

Return User

Send DAR Query,

Profile Send DAR
MCI ) ASTER DAR Gateway < ASTER
(MSS) |€4+——| Server CSC — > GDS
RMS — User (DAR API Library) Return DAR ID

Profile Request

Note:
DAR = Data Acquisition Request, Push Data
GDS = Ground Data System
ID = Identifier

RMS = Request Management
Services, STMGT CSCI
RCS = Request Communications (D SS)
Support

Figure 4.8-4. ASTER DAR Gateway Server Context Diagram
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Table 4.8-6. ASTER DAR Gateway Server Interface Events (1 of 2)

Event

Interface Event Description

Send DAR ID

The ASTER DAR Gateway Server extracts the returned DAR ID and sends
it to the Java DAR Tool, via the DCCI CSCI.

Request
Communications Support
(RCS)

The DCCI CSCI provides a library of services available to each SDPS and

CSMS CSCI/CSC. The CSCI services required to perform specific

assignments are requested from the DCCI CSCI. These services include:

CCS Middleware Support

Database Connection Services

File Transfer Services

Network & Distributed File Services

Bulk Data Transfer Services

Name/Address Services

e Password Services

e Server Request Framework (SRF)

e Universal Reference (UR)

e Error/Event Logging

e Fault Handling Services

e Mode Information

e Query Registry - Retrieving the requested configuration attribute-value
pairs from the Configuration Registry

Send DAR Query

The ECS user at the ASTER GDS sends the DAR query to the ASTER GDS
DAR Server by DAR API library calls, which communicates via TCP/IP
sockets over the EOSDIS Mission Support Network (EMSn).

Send DAR

The ECS user sends the request to the ASTER GDS Storage Server by
DAR API library calls, which communicates via TCP/IP sockets over the
EMSn. The ASTER GDS returns a DAR ID to the ASTER DAR Gateway
Server CSC at the ECS. The ASTER DAR Gateway Server extracts the
returned DAR ID and sends it to the ASTER DAR tool, via the MOJO
Gateway Server CSC.

Return DAR ID

The ASTER GDS returns a DAR ID to the ASTER DAR Gateway Server at
the ECS.

Push Data

The STMGT CSCI pushes data (i.e., EDS), via the FTP service and an FTP
Daemon, to the ASTER DAR Gateway for data distribution per user request.
A signal file is also sent to indicate the completion of the file transfer by
particular ESDTSs that function this way.

Request Management
Services

The MCI provide a basic management library of services to the CSCIs,
implemented as client or server applications, using the DCCI CSCI Process
Framework. The basic management library of services include:

e System startup and shutdown - Please refer to the release-related,
current version of the Mission Operations Procedures for the ECS
Project document (611) and the current ECS Project Training Material
document (625), identified in Section 2.2.1 of this document.

e User Profile Request - The MCI provides requesting CSCls with User
Profile parameters such as e-mail address and shipping address to
support their processing activities.
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Table 4.8-6. ASTER DAR Gateway Server Interface Events (2 of 2)

Event

Interface Event Description

Return User Profile

The ASTER DAR GTWAY CSC receives user profile information from the
MCI to authenticate a user.

Submit DAR Query

The DCCI CSCI sends a DAR query, received from the JAVA DAR Tool and
of type queryxARContents, queryxARSummary, or queryxARScenes, to the
ECS ASTER DAR Gateway Server via sockets.

Submit DAR The DCCI CSCI submits DARSs, received from the JAVA DAR Tool, to the
ECS ASTER DAR Gateway Server via sockets.
Modify DAR The DCCI CSCI sends modified DARS, received from the JAVA DAR Tool,

to the ECS ASTER DAR Gateway Server via sockets.

Return Configuration
Parameters

The DCCI CSCI sends the requested configuration parameters to the
ASTER DAR Gateway Server.

4.8.1.2.3 ASTER DAR

Gateway Server Architecture

Figure 4.8-5 is the ASTER DAR Gateway Server architecture diagram. The diagram shows the
events sent to the ASTER DAR Gateway Server process and the events the ASTER DAR
Gateway Server process sends to other processes.

EcMsAcRegUserSrvr
(MCI)
RMS - User
Return User -
Profile Profile Request _
Submit DAR,
Modify DAR,

Submit DAR Query

EcDsStFtpServer Push Data «—— X
(STMGT CSCH) | EcGwDARServer EcCsMojoGatewa
Send DAR ID (DCCI CSCI)
Return Configuration
Parameters Return Send DAR,
RCS - DAR ID Send DAR Query
Query
EcCsRegistry Registry
(DCCI CSCl) ASTER Note:
GDS RMS = Request Management
Services,

Support

RCS = Request Communications

Figure 4.8-5. ASTER DAR Gateway Server Architecture Diagram
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4.8.1.2.4 ASTER DAR Gateway Server Process Descriptions

Table 4.8-7 provides descriptions of the processes in the ASTER DAR Gateway Server
architecture diagram.

Table 4.8-7. ASTER DAR Gateway Server Processes

Process Type COTs/ Functionality
Developed
EcGwDARServer Server Developed | The ASTER DAR Gateway Server provides five functions.

Submit DAR function: Registered users use the Java
DAR tool to create a DAR. The DAR client sends the
DAR to the MOJO Gateway server and gets back a
DAR ID.

Modify DAR function: A Modified DAR is sent from
the DAR client to the MOJO Gateway server and gets
a status back. Registered users use the DAR tool to
“Modify” an existing request and “Submit” the
modified request in the default synchronous mode.

QueryxARContents: Gets XxAR contents by matching
xarID. A registered user changes the default mode to
synchronous and submits the modified DAR.
QueryxARSummary: Gets a subxAR status from the
AOS xAR DB by matching XAR IDs. This function
responds to multiple subxAR statuses for one
request.

QueryxARScenes: Gets multiple XxAR summaries
from the AOS xXAR DB by matching the search
condition. This function responds to multiple XAR
summaries for one request.

Synchronous request processing is supported.
Asynchronous request processing is supported.
Multiple concurrent requests are supported.

4.8.1.2.5 ASTER DAR Gateway Server Process Interface Descriptions

Table 4.8-8 provides the descriptions of the interface events shown in the ASTER DAR Gateway

Server architecture diagram.
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Table 4.8-8. ASTER DAR Gateway Server Process Interface Events (1 of 4)

Event Event Interface Initiated by Event Description
Frequency

Request One per N/A N/A The EcMsAcRegUserSrvr

Management |service provides a basic

Services request management library of

(RMS) services to the subsystems,

implemented as client or
server applications, using the
DCCI CSCI Process
Framework. The basic
management library of
services includes the items
listed below.

RMS (Cont.) |At system |Process: DAAC unique startup scripts |System startup and
startup or  |EcGwWDARServer shutdown - Please refer to
shutdown the release-related, current
and for version of the Mission
restarts Operations Procedures for

the ECS Project document
(611) and the current ECS
Project Training Material
document (625), identified in
Section 2.2.1 of this
document.

RMS (Cont.) |One per Process: Process: User Profile Request - The
user EcMsAcRegUserSrvr |EcGwDARServer EcMsAcRegUserSrvr
request Libraries: Class: provides requesting

MsAcClint, EcGwDARGatewayRequest processes with User Proﬁ!e
parameters such as e-malil
MsAcComm S address and shipping
Class: address to support their
EcAcProfileMgr processing activities.
Submit DAR |One per Process: User A user submits a DAR,
DAR EcGwDARServer Process: through the
Library: EcCsMojoGateway EcCsMojoGateway, to the
. ECS EcGwDARServer via
EcGwWDAR Class:
_ _ sockets.
Class: EcMjDarSubmitDarProxy
EcGwDARSubmitDar
Request_C
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Table 4.8-8. ASTER DAR Gateway Server Process Interface Events (2 of 4)

Event Event Interface Initiated by Event Description
Frequency
Modify DAR |One per Process: Process: A user modifies a DAR and
modified EcGWDARServer EcCsMojoGateway sends the modified request,
DAR Library: Class: through the .
. . EcCsMojoGateway, to the
EcGwWDAR EcMjDarModifyDarProxy ECS ECGWDARSEIver via
Class: sockets.
EcGwDARModifyDar
Request_C
Submit DAR |One per Process: Process: The EcCsMojoGateway
Query query EcGwDARServer EcCsMojoGateway sends the query request,
request Library: Classes: Eeceived from th(le) EcCrI]Wdet
. JAVA DAR Tool), to the ECS
EcGwWDAR EcMjDarQueryxARContents ASTER DAR Gateway Server
Classes: Proxy, via sockets.
EcGWDARQueryxAR |EcMjDarQueryxARSummary
ContentsRequest_C, |Proxy,
EcGwWDARQueryxAR |EcMjDarQueryxARScenesPr
SummaryRequest_C |OXY
EcGwWDARQueryxAR
ScenesRequest_C
Send DAR  |One per Process: Process: The EcCGwWDARServer
ID DAR ID EcCsMojoGateway |EcGwWDARServer extracts the returned DAR ID
sent Library: Class: and sends it to the
EcGWDAR EcGWDARGatewayRequest | ECCIWRJdt (Java DAR Tool),
via the EcCsMojoGateway.
Class: _S
EcGwDARSubmitDar
Request_C
Send DAR |One per ASTER GDS Process: The EcCGwWDARServer sends
ASTER EcGwWDARServer the request to the ASTER
DAR send Library: GDS Storage Server via the
IcDarApi DAR API library, which
communicates via TCP/IP
Class:

EcGwDARGatewayRequest
S

sockets over theEOSDIS
Mission Support network
(EMSn). The ASTER GDS
returns a DAR ID to the
EcGwDARServer at the ECS.
The EcGwDARServer
extracts the returned DAR ID
and sends it to the
EcCIWbJdt (Java DAR tool),
via the EcCsMojoGateway.
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Table 4.8-8. ASTER DAR Gateway Server Process Interface Events (3 of 4)

Event Event Interface Initiated by Event Description
Frequency
Send DAR  [One per ASTER GDS Process: The EcGwDARServer sends
Query query EcGwWDARServer the query to the ASTER GDS
request Library: DAR Server via DAR API
IcDarApi Library calls, which
communicates via TCP/IP
Class: sockets over the EMSn.
EcGwDARGatewayReque
st S
Return DAR |One per Process: ASTER GDS The ASTER GDS returns a
ID DAR ID EcGwWDARServer DAR ID to the
return Library: EcGwDARServer at the ECS.
IcDarApi
Request One service |Process: Process: The DCCI CSCI provides a
Communicati |per request |EcCsldNameServer ~ [EcGwDARServer library of services available to
ons Support Libraries: Class: each SDPS and CSMS
(RCS) EcPf EcGwDARGatewayReque CSC.I/CSC' The cscl
oY services required to perform
Middleware, LS specific assignments are
FoNs, requested from the DCCI
Folp, CSCI. These services
Oodce include:
Classes: e CCS Middleware Support
EcPfManagedServer, * Database Connection
Services
CCSMdwNameServer, e File Transfer Services
FoNsNameServerProx e Network & Distributed
Y, File Services
CCSMdwRwNetProxy e Bulk Data Transfer
Library (Common): Services

EcUr

Class:
EcUrServerUR
Library:

event

Class:
EcLgErrorMsg
Process:
EcCsRegistry
Library:
EcCsRegistry
Class:
EcRgRegistryServer_C

e Name/Address Services

e Password Services

e Server Request
Framework (SRF)

e Universal Reference
(UR)

e Error/Event Logging

e Fault Handling Services

e Mode Information

e  Query Registry -
Retrieving the requested
configuration attribute-
value pairs from the
Configuration Registry
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Table 4.8-8. ASTER DAR Gateway Server Process Interface Events (4 of 4)

Event Event Interface Initiated by Event Description
Frequency
Return One per Process: Process: The EcCsRegistry returns
Configuration|configuratio |EcGwDARServer EcCsRegistry the requested configuration
Parameters |n registry Library: Library: parameters to the
query EcCsReqgistry EcCsRegistry ECGWDARServer.
Class: Class:
EcRgRegistryServer_|EcRgRegistryServer_C
C
Push Data |One order |Process: Process: The EcDsStFtpServer
per user EcGwDARServer EcDsStFtpServer pushes data (i.e., Expedited
request Library: Library: Datg Sets)(;I usian_I_tFI;uT3 FTP
. . service and an aemon,
IcDarApi DsStTmClient to the EcCGwWDARServer for
Class: Class: data distribution per user
ECGWDARGateWayR DsStPatron request_ A Signa' f||e iS a|so
equest_S sent to indicate the
completion of the file transfer
by particular ESDTs that
function this way.
Return User |One per Process: Process: The EcGwDARServer
Profile profile EcGwDARServer EcMsAcRegUserSrvr receives user profile
request Class: Libraries: information from the
EcGwDARGatewayR |MsAcClnt, EcMsApRegUserSrvr to
authenticate a user.
equest_S MsAcComm
Class:

EcAcProfileMgr

4.8.1.2.6 ASTER DAR Gateway Server Data Stores
Data stores are not applicable for the ASTER DAR Gateway.

4.8.1.3 E-mail Parser Gateway Server Software Description

4.8.1.3.1 E-mail Parser Gateway Server Functional Overview

Expedited Data Sets (EDS) are raw satellite telemetry data processed into time-ordered
instrument packets with packets separated into files for a given downlink contact. The ECS
provides EDS to the ASTER GDS to use in evaluating the operation of the instrument. Level 0
EDS produced at the DAAC are staged for up to 48 hours before delivery to investigators at the
Science Computing Facilities.

The E-mail Parser Gateway Server forwards notifications to the ASTER GDS when a Expedited
Data Sets are received (the notification is called an EDN) and processes E-mail messages from
the ASTER GDS requesting delivery of an EDS (the messages are EDRs). To facilitate this, user
services personnel place Expedited Data Set subscriptions at the GSFC DAAC on behalf of the
ASTER GDS. Each time the GSFC DAAC receives Expedited Data Sets from EDOS, the
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subscription is triggered and an E-mail message is sent to the ASTER GDS. The subscription
notifications are sent to the E-mail Parser Gateway to turn them into properly formatted EDN
mail messages and sends them to the ASTER GDS via the MSS ASTER E-mail header handler
to have the appropriate mail header information added. When ASTER orders the EDS, an E-mail
message is sent via the MSS ASTER E-mail header handler to the E-mail Parser Gateway. The
E-mail Parser Gateway formulates and submits the corresponding acquire request to the DSS
SDSRYV CSCI for an FTP push distribution of the EDS to ASTER.

4.8.1.3.2 E-mail Parser Gateway Server Context

Figure 4.8-6 is the E-mail Parser Gateway Server context diagram. Table 4.8-9 provides
descriptions of the interface events shown in the E-mail Parser Gateway Server context diagram.

Receive
EDN MCI SBSRV CSC Notify of
ASTER GDS |€4—— (MSS) (Subscription Server) Subscription
— P | (ASTER e-mail header handler) [CSS]
Send EDR

Request
Receive Send Subscription

Send ;
EDR EDN Notification Re_glster Events,
Trigger Events,
Replace Events

Operations
Staff/User

E-mail Parser Gateway Server

Return CSC Get Info for EDN,
Configuration Send Acquire
Parameters \
RCS - Query
(DSS)
Configuration
Registry Server CSC Note:

The Subscription Server GUI is
shown in the architecture diagram.

Figure 4.8-6. E-mail Parser Gateway Server Context Diagram

Table 4.8-9. E-mail Parser Gateway Server Interface Events (1 of 2)

Event Interface Event Description
Send EDN The E-mail Parser Gateway Server CSC stores the Expedited Data set Natification
(EDN) messages with Universal References (URs), time range, etc., and sends the EDN
to the MCI.
Send The SBSRV CSC sends a notification via E-mail to the E-mail Parser Gateway Server
Notification CSC to notify the ASTER GDS of the arrival of Expedited Data Sets from EDOS to the
ECS.
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Table 4.8-9. E-mail Parser Gateway Server Interface Events (2 of 2)

Event Interface Event Description

Register The SDSRV CSCI sends the subscription events for an Earth Science Data Type

Events (ESDT) to the DCCI CSCI (Subscription Server) when an ESDT is installed into the
system or when an ESDT is updated by adding additional events.

Trigger The SDSRV CSCI notifies the DCCI CSCI (via an event trigger) when a subscription

Events event occurs on an Earth Science Data Type Service.

Replace The SDSRV CSCI sends the updated subscription events with modified qualifiers for an

Events ESDT to the DCCI CSCI (Subscription Server) when an ESDT is updated. This event
replaces the original event in the DCCI CSCI.

Request DAAC Operations staff place a subscription with the subscription server (SBSRV CSC),

Subscription

on behalf of the ASTER GDS, once in the beginning of the mission and/or once at a time
defined in an Operations Agreement between the ASTER GDS and the ECS.

Notify of The SBSRV CSC sends notification (e-mail) to the Operations Staff when the
Subscription subscribed event occurs.

Get Info for Expedited Data Set Notification information is obtained from the SDSRV CSCI, by
EDN request, and used by the DCCI CSCI to send messages to users at the ASTER GDS.

Send Acquire

An “acquire” (instruction to obtain data) is created by the DCCI CSCI and sent to the
SDSRV CSCl via CCS Middleware calls. This is similar to the “Request Product”
interface event, except it applies to EDOS expedited data.

Request
Communicati
ons Support
(RCS)

The DCCI CSCI provides a library of services available to each SDPS and CSMS
CSCI/CSC. The CSCI services required to perform specific assignments are requested
from the DCCI CSCI. These services include:

e CCS Middleware Support

Database Connection Services

File Transfer Services

Network & Distributed File Services

Bulk Data Transfer Services

Name/Address Services

Password Services

Server Request Framework (SRF)

Universal Reference (UR)

Error/Event Logging

Fault Handling Services

Mode Information

Query Registry - Retrieving the requested configuration attribute-value pairs from
the Configuration Registry

Return The Configuration Registry CSC returns the requested configuration parameters to the

Configuration | E-mail Parser Gateway Server CSC.

Parameters

Receive EDN | The MCI E-mail header handler adds a header to the Expedited Data set Notification
(EDN) and is received by the ASTER GDS via E-mail over the EOSDIS Mission Support
Network (EMSn).

Send EDR ASTER GDS personnel select the EDN needed and send an Expedited Data set
Request (EDR) to the MCI.

Receive EDR | The MCI E-mail header handler strips the EDR header and is received by the E-mail

Parser Gateway Server CSC.
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4.8.1.3.3 E-mail Parser Gateway Server Architecture

Figure 4.8-7 is the E-mail Parser Gateway Server architecture diagram. The diagram shows the
events sent to the E-mail Parser Gateway Server process and the events the E-mail Parser
Gateway Server process sends to other processes.

ASTER GDS Note:
—» EDN = Expedited Data
Send Set Notification,
E‘E?R EDR = Expedited Data
Set Request
EcMsAsRemoveHeader
(MCI)
. EcSbSubServer
Receive (SBSRV CSC)
EDN [DCCI CSCI]
EcMsAsAddHeader REC[(;E/ ¢ Notify of
(MCI) / Subscription| ARequest
Subscription
] AN Send A
EcCsReqgistry Send Notification EcShGUi
(DCCI CSCI) EDN J
\

Nqtify of ¢ T Request

EcCsEmailParser Supscription | Subscription

(CSC)

RCS - Query

Registry

Operations Staff/User

Get Info for EDN, _F\Fe_glsterEEver:ts,
Send Acquire rigger Events,
Replace Events

EcDsScienceDataServer
(SDSRV CSCI)

Figure 4.8-7. E-mail Parser Gateway Server Architecture Diagram

4.8.1.3.4 E-mail Parser Gateway Server Process Descriptions

Table 4.8-10 provides a description of the process shown in the E-mail Parser Gateway Server
architecture diagram.
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Table 4.8-10. E-mail Parser Gateway Server Processes

Process

Type

COTS/Developed

Functionality

EcCsEmailParser

Server

Developed

Get Universal Reference (UR) from the
Subscription Notification and use this UR to get
the information for Expedited Data set
Notification (EDN) from the Science Data
Server and send it to the Add Header script for
notifying ASTER GDS.

Get Expedited Data set Request (EDR) from
the Remove Header script.

Store and parse subscriptions and EDR in
/EDN, /EDR directory

request.

e Send an Acquire request to the Science Data
Server via a CCS Middleware call for an EDR

4.8.1.3.5 E-mail Parser Gateway Server Process Interface Descriptions

Table 4.8-11 provides descriptions of the interface events shown in the E-mail Parser Gateway
Server architecture diagram.

Table 4.8-11. E-mail Parser Gateway Server Process Interface Events (1 of 4)

Event Event Interface Initiated by Event Description
Frequency
Send EDR. |[One per Script: ASTER GDS After selecting the Expedited
EDR send EcMsAsRemoveHeader Operations Staff Data set Notification (EDN), the
Process: ASTER GDS personnel send an
EcCsEmailParser Expedited Data set Request
Library: (EDR) to the
) EcMsAsRemoveHeader script
EcCsEmailParser to have the header removed.
Receive EDR.|One per e- |Script: ASTER GDS The ASTER GDS sends an
mail send EcMsAsRemoveHeader (Operations Staff) EDR to the
from ASTER EcMsAsRemoveHeader script
GDS to remove the e-mail header
and forward the e-mail to the
EcCsEmailParser.
Send One per Process: Process: The EcSbSubServer sends an
Notification send of EDN EcCsEmailParser EcSbSubServer EDN via E-mail to the
Class: Library: EcCsEmailParser.
EcCsEmailParser CsEmMailRelA
Class:
CsEmMailRelA
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Table 4.8-11. E-mail Parser Gateway Server Process Interface Events (2 of 4)

Event Event Interface Initiated by Event Description
Frequency
Request One per Process: Operations Staff/User |The Operations Staff
Subscription .|subscription|EcSbSubServer Process: subscribe to the ECS, via the
request Libraries: EcSbGui EcSbhSubServer, on behalf of
EcSbSr, Class: the ASTER GDS. An ECS User
o ) can make a request for a
EcSbCI EcSbSubscriptionDispa subscription to the
Classes: tcher EcSbSubServer.
EcSbSubmitSubRequest,
EcSbSubscription,
EcClISubscription
Notify of One per Process: Process: The EcSbSubServer sends e-
Subscription .|subscription|EcSbGui EcSbSubServer mail to the Operations Staff
submitted Class: Library: (via the EcSbGui).
EcSbSubscriptionDispatcher |EcSbSr
Classes:
EcSbSubscription,
EcSbNoatification
Register One per Process: Process: The EcDsScienceDataServer
Events. ESDT EcSbSubServer EcDsScienceDataServ |sends the subscription events
installation Library: er for an Earth Science Data Type
EcSbSrsh Class: (ESDT) to the EcSbSubServer
. DsDeEventCustomizer |When an ESDT is installed into
Class: the system or when an ESDT is
EcSbEvent updated by adding additional
events.
Trigger One per Process: Process: The EcDsScienceDataServer
Events. trigger EcSbSubServer EcDsScienceDataSery |notifies the EcSbSubServer (via
event Library: er an event trigger) when a
EcShCl Class: subscription event occurs on an
o Earth Science Data Type
Class: DsBtSbsrvNotifier Service.
EcCIEvent
Replace One per Process: Process: The EcDsScienceDataServer
Events. ESDT EcSbSubServer EcDsScienceDataServ |sends the updated subscription
update Library: er events for an ESDT to the
EcSbSrsh Class: !EchSubServgr when an ESDT
. is updated. This event replaces
Class: DsDeEventCustomizer the original event in the
EcCIEvent EcSbSubServer.
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Table 4.8-11. E-mail Parser Gateway Server Process Interface Events (3 of 4)

Event Event Interface Initiated by Event Description
Frequency

Get Info for  {One per Process: Process: Expedited Data Set Notification

EDN . notification of EcDsScienceDataServer EcCsEmailParser (EDN) information is obtained
the ASTER Library: Class: from the
GDS DsCl EcCsEmailParser EcDsScienceDataServer, by

request, and used by the
Class: EcCsEmailParser to send
DsCIESDTReference messages to users at the
ASTER GDS.

Send Acquire [One per Process: Process: An “acquire” (instruction to
acquire EcDsScienceDataServer  |EcCsEmailParser obtain data) is created by the
et oy Class: ihe EcDsScieneeatasever

2?;'8 EcCsEmailParser via CCS Middleware calls. This

DsCIRequest

is similar to the “Request
Product” interface event, except
it applies to EDOS expedited
data.
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Table 4.8-11. E-mail Parser Gateway Server Process Interface Events (4 of 4)

EcCsRegistry

Library:

EcCsRegistry

Class:
EcRgRegistryServer_C

Event Event Interface Initiated by Event Description
Frequency
Request One service [Process: Process: The DCCI CSCI provides a
Communicati |per request  |EcCsldNameServer EcCsEmailParser library of services available to
ons Support Libraries: Library: each SDPS and CSMS
. CSCI/CSC. The CSCI services
EcPf, EcCsEmailParser . o
] required to perform specific
Middleware, assignments are requested
FoNs, from the DCCI CSCI. These
Folp, services include:
oodce e CCS Middleware Support
Classes: e Database Connection
Services
EcPfManagedServer, e File Transfer Services
CCSMdwNamesServer, e Network & Distributed File
FoNsNameServerProxy, Services
CCSMdwRwNetProxy e Bulk Data Transfer
Library (Common): Services
EcUr e Name/Address Services
Class: e Password Services
EcUrServerUR e  Server Request Framework
. (SRF)
Library: e Universal Reference (UR)
event e  Error/Event Logging
Class: e Fault Handling Services
EcLgErrorMsg e Mode Information
Process: e Query Registry - Retrieving

the requested configuration
attribute-value pairs from
the Configuration Registry

Receive EDN./One pere- |ASTER GDS Script: The EcMsAsAddHeader script
mail send EcMsAsAddHeader adds a header to the e-mail and
from ECS forwards the e-mail to the

ASTER GDS.

Send EDN. |One per E- [Script: Process: The EcCsEmailParser sends

mail send  |EcMsAsAddHeader EcCsEmailParser the Send EDN to the

Class:
EcCsEmailParser

EcMsAsAddHeader script to
have a header added.

4.8.1.3.6 E-mail Parser Gateway Server Data Stores

Data Stores are not applicable for the E-mail Parser Gateway.
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4.8.1.4 MOJO Gateway Server Computer Software Component Software
Description
4.8.1.4.1 MOJO Gateway Server Functional Overview

The MOJO Gateway Server CSC provides a common interface and network address for all of the
distributed ECS services accessible from the Java front end. The functionality provided by
MOJO can be divided into three major groups:

1.  The MOJO Gateway Server provides session management, which can:
e Accept various request messages from Java Web Clients
e Maintain user state information and session information
e Verify users’ session states

e Dispatch users’ requests, such as subscriptions, submission/modification of DARs,
DAR queries, and requests for user profiles via proxy objects

2. The MOJO Gateway Server provides a security gateway to various ECS services within
MSS, which can:

e Provide an abstract login interface to clients to initiate a new session
e Spawn proxy objects to process requests from clients
e Do CCS Middleware calls to access ECS services on behalf of clients
3. The MOJO Gateway Server provides a gateway to Java Web Clients, which can:
e Send Java Web Clients the result messages from the ECS

e Flag the client if a request to the ECS has failed

4.8.1.4.2 MOJO Gateway Server Context

Figure 4.8-8 is the MOJO Gateway Server context diagrams. Table 4.8-12 provides descriptions
of the interface events in the MOJO Gateway Server context diagrams.
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Figure 4.8-8. MOJO Gateway Server Context Diagram
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Figure 4.8-8. MOJO Gateway Server Context Diagram (cont.)
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Table 4.8-12. MOJO Gateway Server Interface Events (1 of 2)

Event Interface Event Description
Request The MCI provides a basic management library of services to the subsystems,
Management implemented as client or server applications, using the DCCI CSCI Process
Services Framework. The basic management library of services includes:
e System startup and shutdown - Please refer to the release-related, current
version of the Mission Operations Procedures for the ECS Project document
(611) and the current ECS Project Training Material document (625), identified
in Section 2.2.1 of this document.
e User Profile Request - The MCI provides requesting subsystems with User
Profile information such as e-mail address and shipping address upon request
by authorized users to support their processing activities.
Request The DCCI CSCI provides a library of services available to each SDPS and CSMS

Communications
Support (RCS)

CSCI/CSC. The CSCI services required to perform specific assignments are

requested from the DCCI CSCI. These services include:

CCS Middleware Support

Database Connection Services

File Transfer Services

Network & Distributed File Services

Bulk Data Transfer Services

e Name/Address Services

e Password Services

e Server Request Framework (SRF)

e Universal Reference (UR)

e Error/Event Logging

e Fault Handling Services

e Mode Information

e Query Registry - Retrieving the requested configuration attribute-value pairs
from the Configuration Registry

Return Configuration
Parameters

The Configuration Registry CSC returns the requested configuration parameters
to the MOJO Gateway Server CSC.

Request
Subscription

The MOJO Gateway Server CSC submits requests to the SBSRV CSC for
notification upon a specific event occurring in the system. An example is
subscribing to the insert of a particular granule type. A valid subscription request
results in the return of a subscription identifier. The subscription identifier is not
returned to the user, but used by the MOJO Gateway Server CSC.

Notify of Subscription

The SBSRV CSC sends notification to the MOJO Gateway Server CSC when the
subscribed event occurs.

Return User Profile

The MOJO Gateway Server CSC receives a user profile from the MCI.

Export Location

The MOJO Gateway CSC sends physical and logical server location information to

Information the CCS Name Server.

Import Location The MOJO Gateway CSC receives physical and logical server location information
Information from the CCS Name Server.

Submit DAR The MOJO Gateway Server CSC submits a Data Acquisition Request (DAR) to

the ASTER DAR Gateway Server CSC. As the result of a DAR submission, the
user receives a DAR ID (a string of characters used to track a DAR). The user
receives notification every time data resulting from this DAR is received in the
system.
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Table 4.8-12. MOJO Gateway Server Interface Events (2 of 2)

Event

Interface Event Description

Modify DAR

The MOJO Gateway Server CSC submits a modification to an existing DAR to the
ASTER DAR Gateway Server CSC. As the result of a DAR submission, the user
receives a different DAR ID. The user receives natification every time data
resulting from this DAR is received in the system.

Submit DAR Query

Submit a DAR query to the ASTER DAR Gateway Server CSC. The query can
be of type queryxARContents, queryxARSummary, or queryxARScenes. The
ASTER DAR Gateway returns the query results.

Return DAR ID

The ASTER DAR Gateway Server CSC extracts the returned DAR ID and sends
it to the Java DAR Tool, via the MOJO Gateway Server.

Submit Login The MOJO Gateway CSC receives the user name and password from the
Request WKBCH CSCI for use of ECS data and services.

Send User Profile The MOJO Gateway Server CSC receives a request for a user profile from the
Request WKBCH CSCI.

Submit Service The WKBCH CSCI submits a request for an ECS service on behalf of the user to
Requests the MOJO Gateway CSC. Service types include Subscriptions, User Profile

retrievals, and DAR submittal or modification.

Submit ASTER DAR

A user submits a request to the MOJO Gateway CSC to have ASTER data taken
(a data acquisition request or DAR) using the parameters entered into the Java
DAR Tool (WKBCH CSCI). DAR parameters are required for submittal of DARs
as specified in the ASTER GDS IRD/ICD.

Submit ASTER DAR
Search

The WKBCH CSCI (Java DAR Tool) sends, to the MOJO Gateway CSC, the
request to search the ASTER DAR database by DAR parameters or a specific
DAR ID for a scene of interest (to the user) from the ASTER instrument.

Send DAR ID

As the result of a successfully submitted DAR by the MOJO Gateway CSC, the
WKBCH CSCI receives a DAR ID. The DAR ID is a string of characters used to
track a DAR.

Return Session Id

The WKBCH CSCl receives a session id from the MOJO Gateway CSC to
communicate with the ASTER GDS.

Send Subscription
Notification

The WBCH CSCI receives notification via the MOJO Gateway Server CSC (from
the SBSRV CSC) when the subscribed event occurs.
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4.8.1.4.3 MOJO Gateway Server Architecture

Figure 4.8-9 is the MOJO Gateway Server architecture diagrams. The diagrams show the events
sent to the MOJO Gateway Server process and the events the MOJO Gateway Server process

sends to other processes.
EcCsldNameServer
(DCCI CSClI)

Export Import
Location Location
Information Information
ECS Users
Send DAR ID,
<Submit Service Return Session Id,
Requests> Send Subscription RMS - User
Notification v Profile Request
«—— —q> EcMsAcRegUserSrvr
EcCIWbJdt ;
— > ( EcCsMojoGateway ) (MCI)
(WKBCH CSCI) Submit Login Request, Return User

Send User Profile Request, Profile

Submit Service Requests,

Submit ASTER DAR, Submit DAR,

Submit ASTER DAR Search Modify DAR, Note:

i RMS = Request Management
Return DAR 1D Submit DAR Query Services q g
EcGWDARServer DA_R = Da_ta_l Acquisition Request,
(ASTER DAR Gateway CSC) ID = Identifier

[DCCI CSCI]

Figure 4.8-9. MOJO Gateway Server Architecture Diagram
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Configuration ;
Parameters Registry

v

EcCsMojoGateway
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Notify of
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EcSbSubServer

(SBSRV CSC)
[DCCI CSCI]

Figure 4.8-9. MOJO Gateway Server Architecture Diagram (cont.)

4.8.1.4.4 MOJO Gateway Server Process Descriptions

Table 4.8-13 provides a description of the processes in the MOJO Gateway Server architecture
diagram.
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Table 4.8-13. MOJO Gateway Server Processes

Process Type COoTSs/ Functionality
Developed

EcCsMojoGateway | Server | Developed The EcCsMojoGateway is a server that generally
provides an internet gateway from JAVA WEB users to
CCS Middleware-based ECS services. It provides a
session management for Java Web users, which can
accept various requests and maintain user’s information
and session information. It also provides an abstract
interface for Java WEB users. It also provides another
interface to various ECS services, such as Science Data
service, for Java WEB users to search and retrieve earth
science data. Finally, it provides an interface to JESS,
which can send various messages back to Java WEB
users.

As a server developed by ECS, it provides the following
major interface functionality:

o MjGetJava WebMessage: Reads a message from
JESS

e MjProcessRequest: This is a polymorphic method,
which defines a common interface and by which the
various ECS service facilities are invoked

e MjSendJava WebMessage: Sends a message to
JESS

The EcCsMojoGateway supports:
e Multiple concurrent requests

4.8.1.4.5 MOJO Gateway Server Process Interface Descriptions

Table 4.8-14 provides descriptions of the interface events shown in the MOJO Gateway Server
architecture diagrams.
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Table 4.8-14. MOJO Gateway Server Process Interface Events (1 of 6)

Event Event Interface Initiated by Event Description
Frequency
Import Location | As required | Process: Process: The EcCsldNameServer
Information for EcCsMojoGateway EcCsldNameServer sends server location
processing Library: Libraries: infor'mat'ion to ECS
EcCsMojoGateway EcPf, applications by request.
Class: Middleware,
EcMjManagedSrv FoNs,
Folp,
oodce
Classes:
EcPfManagedServer,
CCSMdwNameServe
r,
FoNsNameServerPro
XY,
CCSMdwRwNetProxy
Request One per Process: Process: User Profile Request —
Management notice EcMsAcRegUserSrvr | EcCsMojoGateway The EcMsAcRegUserSrvr
Services (RMS) | received Library: Class: provides reqyesting
MsAcCint EcMjRetrieveProfilePr processes with User
Profile parameters such as
Classes: oxy e-mail and shipping
MsAcUserProfile, addresses to support their
RWPortal processing activities.
Return User Per user Process: Process: The EcCsMojoGateway
Profile request ECCSMojoGateway EcMsAcRegUserSrvr receives user profile
Library: Libraries: information from the
EcCsMojoGateway MsAcCint, EcMsAcRegUserSrvr.
Class: MsAcComm
EcMjRetrieveProfilePr | Class:
oxy EcAcProfileMgr
Submit DAR Per user Process: Process: The EcCsMojoGateway
request EcGwDARServer EcCsMojoGateway submits a Data Acquisition
Library: Library: Eeg“es'to\g?ﬂ) to t:eth
. cGw erver. As the
EcGwDAR EcCsMojoGateway result of a DAR
Class: Class: submission, the user
EcGwDARSubmitDar | EcMjDarSubmitDarPr | receives a DAR ID (a
Request_C oxy string of characters used to

track a DAR). The user
receives notification every
time data resulting from
this DAR is received in the
system.
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Table 4.8-14. MOJO Gateway Server Process Interface Events (2 of 6)

Event Event Interface Initiated by Event Description
Frequency
Modify DAR Per user Process: Process: The EcCsMojoGateway
request EcGwDARServer EcCsMojoGateway submits a modification to
Library: Library: an existing DAR to the
ECGWDAR EcCsMojoGateway EcGwDARServer. As the
_ Class: result of a DAR
Class: > _ submission, the user
EcGWDARModifyDar | EcMjDarModifyDarPr | ocaives a different DAR
Request_C oxy ID. The user receives
notification every time data
resulting from this DAR is
received in the system.
Submit DAR Per user Process: Process: The EcCsMojoGateway
Query request EcGwDARServer EcCsMojoGateway sends a query request to
Library: Library: the ECGwWDARServer. The
EcGwDAR EcCsMojoGateway ECGwDARServer returns
the query results.
Classes: Classes:
EcGwWDARQueryxAR | EcMjDarQueryxARCo
ContentsRequest_C, | ntentsProxy,
EcGwDARQueryxAR | EcMjDarQueryxARSu
SummaryRequest_C, | mmaryProxy,
ECGWDARQUEryxAR | EcpiDarQueryxARSc
ScenesRequest_C enesProxy
Return DAR ID One per Process: Process: The EcGwWDARServer
DAR ID EOCS|\/|ojoGateway EcGwDARServer extracts the returned DAR
sent Library: Class: ID and sends it to the Java
EcGwWDAR EcGwDARGatewayR DAR TO(.)I’ via the
EcCsMojoGateway.
Class: equest_S
EcGwDARSubmitDar
Request_C
Submit Login One per Process: Process: The EcCIWbJdt sends the
Request User EcCsMojoGateway EcCIwbJdt user name and password
Class: Class: to the EcCsMojoGateway
EcM]DCELogin Proxy | CIWbUrUserInfo for use of ECS data and
services.
Send User One per Process: Process: The EcCIWbJdt sends
Profile Request | request EcCsMojoGateway EcCIwbJdt user profile requests to the
Class: Class: EcCsMojoGateway to get
EcMjRetrieveProfilePr | JDTApplet user profile information for

OXy

DAR submit authorization
based upon the user id
information provided by the
user.
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Table 4.8-14. MOJO Gateway Server Process Interface Events (3 of 6)

Event Event Interface Initiated by Event Description
Frequency
Submit Service One type Process: Process: The EcCIWbJdt submits a
Requests per user EcCsMojoGateway EcCIWbJdt request for an ECS service
request Library: Library: on behalf of users to the
EcCsMojoGateway Standard JDK 1.1.x EcCsMol_oGateway. _The
_ socket support only service type available
Class: is the Subscription request.
EcMJECSSbsrvProxy | Class:
Java.net.Socket
Submit ASTER One per Process: Process: A user submits a request
DAR request EcCsMojoGateway EcCIWbJdt to the EcCsMojoGateway
Classes: Class: EO ga‘t’e ASTE'_:‘;_ data takertI
. . a data acquisition reques
E)((:MJDarSubmltDarPr JDTApplet or DAR) using the
Y . ) parameters entered into
EcMjDarModifyDarPr the Java DAR Tool
Oxy (EcCIWbJdt). DAR
parameters are required
for submittal of DARs as
specified in the ASTER
GDS IRD/ICD.
Submit ASTER One per set | Process: Process: The EcCIWbJdt process
DAR Search of DAR EcCsMojoGateway EcCIWbJdt sends, to the
parameters | c|ass: Class: EcCsMojoGateway, the
or DAR ID . request to search the
EcMjDarQueryxARSc | JDTApplet ASTER DAR database by
enesProxy
DAR parameters or a
specific DAR ID for a
scene of interest (to the
user) from the ASTER
instrument.
Send DAR ID One per set | Process: Process: As the result of a
of DAR EcCIWbJdt EcCsMojoGateway successfully submitted
parameters | cjass: Library: DAR, the EcCIWbJdt
. receives a DAR ID from
JDTApplet (E;:;?\/IopGateway the EcCsMojoGateway.

EcMjDarQueryxARSc
enesProxy

This is a string of
characters used to track a
DAR. The user receives
notification every time data
resulting from this DAR is
received by the ECS.
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Table 4.8-14. MOJO Gateway Server Process Interface Events (4 of 6)

Event Event Interface Initiated by Event Description
Frequency
Return Session | One per Process: Process: The EcCsMojoGateway
Id authentication | EcCIWbJdt EcCsMojoGateway returns a session id to
request Class: Class: the EcCIWbJdt for the
JDTApplet EcMjDCELoginProxy EZ?&;ZS?&”‘;C”&?\%E Lt
(DAR Tool) and the
EcCsMojoGateway.
Send One per Process: Process: The EcCsMojoGateway
Subscription subscription EcCIWbJdt EcCsMojoGateway sends the subscription
Notification request Class: Library: notification to the
JDTApplet EcCsMojoGateway Eggl;vt\gb:gttifi/\]z\ijasgp(\f:
Class: a subscription being
EcMjDarQueryxARS | satisfied.
cenesProxy
Export Once at Process: Process: The EcCsMojoGateway
Location system EcCsldNameServer EcCsMojoGateway | sends physical and
Information s::tatrtup aﬂd Libraries: Library: !o?ical stgrvcir Itc;]cation
after eac . information to the
failure EC_Pf’ EcCsMojoGateway EcCsldNameServer.
recovery Middleware, Class:
FoNs, EcMjManagedSrv
Folp,
oodce
Classes:
EcPfManagedServer,
CCSMdwNameServer,
FoNsNameServerProxy,
CCSMdwRwNetProxy
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Table 4.8-14. MOJO Gateway Server Process Interface Events (5 of 6)

Event Event Interface Initiated by Event Description
Frequency
Request One Process: Process: The DCCI CSCI
Communicati | service per | EcCsldNameServer EcCsMojoGateway provides a library of
ons Support request Libraries: Library: services available to
EcPf EcCsMoioGat each SDPS and CSMS
(_: ’ cishiojolateway process. The process
Middleware, Clas_s: services required to
FONs, EcMjManagedSrv perform specific
Folp, assignments are
oodce requested from the DCCI
Classes: _CSIC(Ij. These services
include:
EcPfManagedServer, e CCS Middleware
CCSMdwNameServer, Support
FoNsNameServerProxy, e Database
CCSMdwRwNetProxy Connection Services

Library (Common):

e File Transfer

EcUr Services

Class: * Netwgrk&a I
Distributed File

E_cUrServerUR Services

Library: e Bulk Data Transfer

event Services

Class: o Name/Address

EcLgErrorMsg Services

Process: e Password Services

e Server Request

E.chSubServer Framework (SRF)

Library: e Universal Reference

EcSbCl (UR)

Classes: e Error/Event Logging

EcCIEvent, e Fault Handling

EcCITriggerEventCb, Services _

EcClRegisterEventCb * Mode Information

Process: * QueryRegistry -

) Retrieving the

EcCsRegistry requested

Library: configuration

EcCsRegistry attribute-value pairs

Class: from the

EcRgRegistryServer C Configuration
Registry
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Table 4.8-14. MOJO Gateway Server Process Interface Events (6 of 6)

Event Event Interface Initiated by Event Description
Frequency
Request Per user Process: Process: A request for notification
Subscription request EcSbSubServer EcCsMojoGateway upon a specific event
Library: Library: pccurring i;}] the system
. is sent to the
EcSbCl EcCsMojoGateway EcSbSubServer. A valid
Class: Class: subscription request
ECClSUbSCfiption ECMjECSSbeVPrOXy results in the return of a
subscription identifier.
Notify of Per user Process: Process: The EcSbSubServer
Subscription request EcCsMojoGateway EcSbSubServer subscription identifier is
Library: Library: Bot retu(;nt()ad tho the user,
. ut used by the
EcCsMojoGateway EcSbhCl EcCsMojoGateway to
Class: Class: determine what
ECMjECSSbeVPrOXy ECClSUbSCfiption Subscription event has
been satisfied. The
subscription notification
is passed from the
EcCsMojoGateway to
the EcCIWbJdt for the
user.
Return One per Process: Process: The EcCsRegistry
Configuration configuratio | EcCsMojoGateway EcCsRegistry returns the requested
Parameters n registry Library: configuration parameters
query . to the
EcCsRegistry EcCsMojoGateway.
Class:
EcRgRegistryServer_
C

4.8.1.4.6 MOJO Gateway Server Data Stores

Data stores are not applicable for the MOJO Gateway Server.

4.8.1.5 Configuration Registry Server Software Description

4.8.1.5.1 Configuration Registry Server Functional Overview

The Configuration Registry Server provides an interface to retrieve configuration attribute-value
pairs and another interface to retrieve distribution options for ECS Servers from the
Configuration Registry Database, via a Sybase ASE. The Configuration Registry Server
maintains an internal representation of the tree in which configuration attribute-value pairs and
distribution options are stored. General configuration parameters used by many servers are
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stored in higher nodes in the tree. Parameters specific to a single ECS Server are contained in
the leaf nodes of the tree.

The Configuration Registry Server not only accepts queries to the Configuration Registry
Database with a configuration path and returns a list of attribute-value pairs, but also accepts
queries of distribution options to the Configuration Registry Database with an ESDT short name
and version and returns a hierarchical list of attributes. A wild-card character may be specified as
the last element in the path to retrieve all attributes in the sub-tree specified. Each Configuration
Registry Server is MODE specific, with multiple Registry Servers running in a mode to provide
redundancy.

4.8.1.5.2 Configuration Registry Server Context

Figure 4.8-10 is the Configuration Registry Server context diagrams. Table 4.8-15 provides
descriptions of the interface events in the Configuration Registry Server context diagrams.

ODFRM CSCI
(CLS)
Return Eecqsut-est Return Dist
Configuration Distribution Media Options
Parameters, Media _
Return Dist. Options RCS - Query Registry,
SDSRV CSCl, Media Options RCS_— Reqyest Distribution
poisTcscl, | < 5/~ Configuration™ Media Options -
STMGT CSCI  |RCS - Query Registry, Registry Server ) €—— MSS
(DSS) RCS - Request Distribution CcsC —> ( )
Media Options Return
Configuration Parameters,
Return Configuration Return Dist. Media Options
Parameters, .
Return Dist. RCS - Query Registry,
Media Options RCS - Request Distribution

Media Options

Note:
DCCI CSCI RCS = Request Communications
(CSS) Support,

Dist. = Distribution

Figure 4.8-10. Configuration Registry Server Context Diagram
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Return Dist. Media RCS_- Rquest Distribution
Options Media Options

Return Configuration

INGST CSClI
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Parameters RCS - Query Registry
4+— Configuration +—
- > Registry Server > PLANG CSCI
RCS - Query csc Return Configuration (PLS)
Registry Parameters
Return
Configuration RCS - Query
Parameters Registry
PRONG CSCl,
AITTL CSCI
(DPS)

Figure 4.8-10. Configuration Registry Server Context Diagram (cont.)

Table 4.8-15. Configuration Registry Server Interface Events (1 of 2)

Event

Interface Event Description

RCS - Request
Distribution Media
Options

The ODFRM, MCI, SDSRV, DDIST, STMGT and other DCCI CSCI CSCs query
the Configuration Registry Server for configuration parameters. The ECS Servers
pass in an ESDT short name and version. The Registry Server uses this
information as a starting point in the tree and returns all distribution options
associated with it.

RCS - Query
Registry

Upon startup, the MCI, SDSRV, DDIST, STMGT and other DCCI CSCI CSCs
query the Configuration Registry Server for configuration parameters and their
respective value(s). The ECS Servers pass in a path that corresponds to a sub-
tree in the MODE configuration value tree maintained by the server. The Registry
Server uses this path as a starting point in the tree and returns all parameters and
their associated values in the sub-tree below it.

Return Configuration
Parameters

The Configuration Registry CSC returns the requested configuration parameters to
the SDSRV, DDIST, STMGT, MCI and DCCI, CSCls.

Return Dist. Media
Options

The Configuration Registry CSC returns the requested distribution media options
to the ODFRM, SDSRYV, DDIST, STMGT, MCI and DCCI CSCls.
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Table 4.8-15. Configuration Registry Server Interface Events (2 of 2)

Event

Interface Event Description

RCS - Request
Distribution Media
Options

The DDICT and VO GTWAY CSCls query the Configuration Registry Server for
configuration parameters. The ECS Servers pass in an ESDT short name and
version. The Registry Server uses this information as a starting point in the tree
and returns all distribution options associated with it.

RCS - Query
Registry

Upon startup, the DDICT, VO GTWAY, PLANG, PRONG, AITTL and INGST
CSCls query the Configuration Registry Server for configuration parameters and
their respective value(s). The ECS Servers pass in a path that corresponds to a
sub-tree in the MODE configuration value tree maintained by the server. The
Registry Server uses this path as a starting point in the tree and returns all
parameters and their associated values in the sub-tree below it.

Return Configuration
Parameters

The Configuration Registry CSC returns the requested configuration parameters to
the DDICT, VO GTWAY, PLANG, PRONG, AITTL, and INGST CSCls.

Return Dist. Media
Options

The Configuration Registry CSC returns the requested distribution media options
to the DDICT and VO GTWAY CSCls.

4.8.1.5.3 Configuration Registry Server Architecture

Figure 4.8-11 is the Configuration Registry Server architecture diagram. The diagram shows the
events sent to the Configuration Registry Server process and the events the Configuration
Registry Server process sends to other processes.

4-411 305-CD-610-003




EcDsStDTFServer, EcDsStFtpServer, EcDmVO0ToEcsGateway,
EcSbSubServer and EcCsMtMGateway.

ECS Applications — EcDsScienceDataServer, EcDsHdfEosServer,
EcDsDistributionServer, EcDsStRequestManagerServer, EcDsStArchiveServer,
EcDsStCacheManagerServer, EcDsStStagingDiskServer, EcDsSt8MMServer,

Return Dist. . + N
Media Options RCS - Query \/
RCS - Request Registry Return Registry
Distribution Media Configuration Database
Options L Parameters
Return Dist. Media
Options (onl i
ODFRM pl (only) EcCsRegistry ~_
(ODFM CSCl) R Request Retrieve
RCS - Request Registry Registry
Distribution Media Information Information
Options (only)
Return Sybase
Return Configuration /' oo o ery ﬁ]iglrsr:z:/tion ASE

Parameters (only)

/ Registry (only)

and EcMsAcOrderSrvr.

ECS Applications — EcInReqMgr, EcDmDictServer, EcPISubMgr, EcPIOdMgr, EcDpPrDeletion,
EcDpPriobMgmt, EcCGwWDARServer, EcCsEmailParser, EcCsMojoGateway, ECMsAcRegUserSrvr

Figure 4.8-11. Configuration Registry Server Architecture Diagram

4.8.1.5.4 Configuration Registry Server Process Descriptions

Table 4.8-16 provides a description of the processes in the Configuration Registry Server

architecture diagram.
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Table 4.8-16. Configuration Registry Server Processes

Process Type COTS/ Functionality
Developed
EcCsRegistry Server | Developed The Configuration Registry Server provides an interface

to retrieve configuration attribute-value pairs (the returned
attribute-value pairs are stored in cache memory on the
PF client side). The Configuration Registry Server
provides an interface to retrieve distribution options for
ECS Servers from the Configuration Registry Database,
via a Sybase ASE. The Configuration Registry Server not
only accepts queries to the Configuration Registry
Database with a configuration path and returns a list of
attribute-value pairs, but also accepts queries of
distribution options to the Configuration Registry
Database with an ESDT short name and version and
returns a list of attributes. A wild-card character may be
specified as the last element in the path to retrieve all
attributes in the sub-tree specified. The Configuration
Registry Server provides another interface to retrieve
external data subsetters for Synergy.

4.8.1.5.5 Configuration Registry Server Process Interface Descriptions

Table 4.8-17 provides descriptions of the interface events shown in the Configuration Registry
Server architecture diagram.

Table 4.8-17. Configuration Registry Server Process Interface Events (1 of 4)

Event Event Interface Initiated by Event
Frequency Description
RCS - One per Process: Processes: An ECS
Query client EcCsRegistry EcDsScienceDataServer, application
Registry request Library: EcDsHdfEosServer, (process) sends a
EcCsRegistry EcDsDistributionServer, query request to
Class: EcDsStRequestManagerServ | the Configuration

EcRgRegistryServer_C

er,
EcDsStArchiveServer,

Server to retrieve
a list of attribute-

EcDsStCacheManagerServer, value_ pairs
EcDsStStagingDiskServer, (configuration
EcDsSt8MMServer, parameters)
EcDsStDTFServer, needed by the
EcDsStFtpServer, application.
EcDmMVO0ToEcsGateway,
EcSbSubServer,
EcGwDARServer,
EcCsMtMGateway
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Table 4.8-17. Configuration Registry Server Process Interface Events (2 of 4)

Event Event Interface Initiated by Event Description
Frequency
Return One set per | Processes: Process: The EcCsRegistry
Configuration request EcDsScienceDataServe | EcCsRegistry returns the attribute-
Parameters r, Library: value pairs
EcDsHdfEosServer, EcCsRegistry (configuration
EcDsDistributionServer, | cjass: parameters) to the
EcDsStRequestManage . various ECS
rServer, EcRgRegistryServer_C applications
EcDsStArchiveServer, (processes) upon
EcDsStCacheManager request.
Server,
EcDsStStagingDiskServ
er,
EcDsSt8MMServer,
EcDsStDTFServer,
EcDsStFtpServer,
EcDmMVOToEcsGatewa
Ys
EcSbSubServer,
EcGwDARServer,
EcCsMtMGateway
Retrieve Per client Registry Database Sybase ASE (COTS) The Sybase ASE
Registry request receives the request
Information and retrieves the
necessary attribute-
value pairs and
returns them to the
EcCsRegistry.
Request Per client Sybase ASE (COTS) Process: The Configuration
Registry request EcCsRegistry Server sends the
Information Class: request to the
. Sybase ASE to
EcRgRegistryServer_S retrieve the attribute-
value pairs.
Return Registry | Per client Process: Sybase ASE (COTS) The Configuration
Information request EcCsRegistry Server receives the
Class: registry information

EcRgRegistryServer_S

(attribute-value
pairs) from the
Sybase ASE.
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Table 4.8-17. Configuration Registry Server Process Interface Events (3 of 4)

Event Event Interface Initiated by Event Description
Frequency
RCS - Query One per Process: Processes: An ECS application
Registry (only) client EcCsRegistry EclnRegMgr, (process) sends a
request Library: EcDmDictServer, query request to the
EcCsRegistry EcPISubMgr, Conflgurauon_ Server
to retrieve a list of
Class: EcPIOdMgr, . .
_ EcDpPrDeletion attribute-value pairs
EcRgReqgistryServer_C EchPrJongm’t (configuration
EcGwD ARServer, parameters) needed
EcCsEmaiIParser’ by the application.
EcCsMojoGateway,
EcMsAcRegUserSrvr,
EcMsAcOrderSrvr
Return One set per | Processes: Process: The EcCsRegistry
Configuration request EclnReqMgr, EcCsRegistry returns the attribute-
Parlameters EcDmDictServer, Library: Valu‘]f_ pairs
(only) EcPISubMgr, EcCsRegistry (configuration
EcPIOdMgr Class: parameters) to the
EcDOPID I’t' ' various ECS
cDpFrbeletion, EcRgRegistryServer_C | applications
EcDpPrJobMgmt,
EcGwDARServer, (processes) upon
EcCsEmailParser, request.
EcCsMojoGateway,
EcMsAcRegUserSrvr,
EcMsAcOrderSrvr
RCS - Request | One per Process: Process: The ODFRM, via the
Distribution client EcCsRegistry ODFRM (CGl Interface) | CGl Interface,
Media Options request Library: requests the
(only) EcCsRegistry d|st_r|but|on media
_ options from the
Class: EcCsRegistry.
EcRgRegistryServer_C
Return One per Process: Process: The ODFRM, via the
Distribution client ODFRM (CGl Interface) | EcCsRegistry CGl Interface,
Media Options request Library: receives the
(only) EcCsRegistry d|st_r|but|on media
options from the
Class:

EcRgRegistryServer_C

EcCsRegistry.
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Table 4.8-17. Configuration Registry Server Process Interface Events (4 of 4)

Event Event Interface Initiated by Event
Frequency Description
RCS - Request | One per Process: Processes: An ECS
Distribution client EcCsRegistry EcDsScienceDataServer, application
Media Options | request Library: EcDsHdfEosServer, (process)
EcCsRegistry EcDsDistributionServer, sends a query
Class: EcDsStRequestManagerServer, of distribution
_ EcDsStArchiveServer, options to the
EcRgRegistryServer_C | pepssicacheManagerServer, | Configuration
EcDsStStagingDiskServer, Server to
EcDsSt8MMServer, retrieve a list
EcDsStDTFServer, of distribution
EcDsStFtpServer, options.
EcDmVOToEcsGateway,
EcSbSubServer,
EcCsMtMGateway
Return Dist. One set per | Processes: Process: The
Media Options | request EcDsScienceDataServ | EcCsRegistry EcCsRegistry
er, Library: returns the
EcDsHdfEosServer, EcCsRegistry distribution
EcDsDistributionServer | cjass: media options

EcDsStRequestManag
erServer,
EcDsStArchiveServer,
EcDsStCacheManager
Server,
EcDsStStagingDiskSer
ver,
EcDsSt8MMServer,
EcDsStDTFServer,
EcDsStFtpServer,
EcDmVOToEcsGatewa
Y,

EcSbSubServer,
EcCsMtMGateway

EcRgRegistryServer_C

(tape) to the
various ECS
applications
(processes)
upon request.

4.8.1.5.6 Configuration Registry Server Data Stores

The Configuration Registry Server uses a Sybase ASE database for its persistent storage. The
following is a brief description of the types of data contained in the database:

e Mode: This data store contains the list of modes and a description of the purpose of the

mode.

e Node: This data store contains information that describes each node in the tree.
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NodeContact: This data store contains the information of the person who is responsible for
the information contained in each node of the tree.

Attribute tree: This data store contains a list of tree names and a description of each tree.

Attribute: This data store contains a description of each attribute whose value is assigned to
a particular node.

AttributeValidEnum: This data store contains enumerated string values for attributes of
enumerated types.

AccessControlList: This data store contains the access control information for each node.

ConfiguredValue: This data store contains the value for the parameter stored in a node, and
associated information.

ConfigurationManagementContact: This data store contains a list of configuration

management contacts for information stored in the Configuration Registry.

Table 4.8-18 provides descriptions of the data found in the separate Sybase ASE data stores used
by the Configuration Registry Server. More detailed information on these data stores can be
found in the Configuration Registry Database Design and Schema Specifications for the ECS
Project (Refer to CDRL 311, 311-CD-628).

Table 4.8-18. Configuration Registry Server Data Stores (1 of 2)

Data Store

Type

Functionality

Mode

Sybase

This data store contains the list of modes and a description of the
purpose of the mode. It also contains a mapping of the mode to
the tree name.

AttributeTree

Sybase

This data store contains a list of tree names and a description of
each tree.

Node

Sybase

This data store contains information that describes each node in
the tree. This information includes a NodelD, the tree name to
which it belongs, the node name, its parent NodelD, the node type,
and a node description.

NodeContact

Sybase

This data store contains the information of the person who is
responsible for the information contained in each node of the tree.
It includes the NodelD, and the FirstName, LastName, Org
(organization), and Email address of the person responsible.

AccessControlList

Sybase

This data store contains the access control information for each
node. It includes the NodelD, an AclSequenceNumber, AclType,
AclUser, AclGroup, and Create, Read, Update, and Delete flags.

Attribute

Sybase

This data store contains a description of each attribute whose
value is assigned to a particular node. It lists the attribute type,
minimum and maximum values, and the NodelD.

AttributeValidEnum

Sybase

This data store contains enumerated string values for attributes of
enumerated type. It includes a string name for each enumerated
value, a description of the value, and a NodelD.
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Table 4.8-18. Configuration Registry Server Data Stores (2 of 2)

Data Store Type Functionality

ConfiguredValue Sybase This data store contains the value for the parameter stored in a
node, and associated information. It includes the NodelD,
DataType, and TimeStamp of last change, Comment for the
change, Float, Integer, or String value, ValueVersion number, and
userid of the user who made the change.

ConfigurationManage Sybase This data store contains a list of configuration management
mentContact contacts for information stored in the Configuration Registry.

4.8.1.6 Machine-to-Machine Gateway Server Software Description

4.8.1.6.1 Machine-to-Machine Gateway Server Functional Overview

The Machine-to-Machine Gateway (MTMGW) Server provides an automated ordering capability
to allow the Science Investigator-Led Processing Systems (SIPS) to reprocess data externally
from the ECS. In order to safeguard communications between the MTMGW Server and the
SIPS, a SSH (Secure Shell protocol) is employed to secure the line. A SIPS user account is set up
manually with SSH encryption keys on both the local SIPS host and a DAAC host. The SIPS
Operations Staff initiates the key exchange using the SSH via a script.

The MTMGW Server is capable of receiving inventory search requests from the SIPS,
submitting search requests to the DSS (SDSRV CSCI) for the selected metadata whose type
information is obtained from the DMS (DDICT CSCI), and returning search results back to the
SIPS.

The MTMGW Server is capable of accepting order requests based on UR or GranulelD from the
SIPS, forwarding the corresponding acquire request to the DSS (SDSRV CSCI) and returning a
response message to the SIPS indicating the status of order.

The MTMGW Server is capable of dealing with integrated search and order requests from the
SIPS. In this case, no search result is returned to the SIPS. Instead, the search results are staged
inside the MTMGW Server for further order processing. A response message is returned to the
SIPS indicating the status of orders.

In the last two cases above, the ECS order tracking service keeps track of the MTMGW Server
orders based on the user profile ID provided by the SIPS.

The MTMGW Server supports multiple concurrent servers; each server is independently
configured by the DAAC. Each MTMGW Server supports multiple concurrent requests. DAAC
operations can configure the maximum number of concurrent requests for each server.

4.8.1.6.2 Machine-to-Machine Gateway Server Context

Figure 4.8-12 is the Machine-to-Machine Gateway Server context diagram. Table 4.8-19 shows
descriptions of the interface events in the Machine-to-Machine Gateway Server context diagram.
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Figure 4.8-12. Machine-to-Machine Gateway Server Context Diagram

Table 4.8-19. Machine-to-Machine Gateway Server Interface Event (1 of 3)

Event

Interface Event Description

Send Acquire

The MTMGW Server CSC submits acquire requests to the SDSRV
CSCiI for order or search & order requests from the SIPS.

Send Search

The MTMGW Server CSC sends search requests to the SDSRV CSCI
on behalf of the SIPS.

Retrieve Metadata Type Info

The MTMGW Server CSC retrieves metadata type information from the
DDICT CSCI pertaining to search or search & order requests from the
SIPS.

Return Metadata Info

The MTMGW Server CSC receives metadata information from the
DDICT CSCl.
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Table 4.8-19. Machine-to-Machine Gateway Server Interface Event (2 of 3)

Event

Interface Event Description

Request Search

The MTMGW Server CSC receives search requests from the SIPS for
ECS products.

Request Order

The MTMGW Server CSC receives order requests from the SIPS for ECS
products.

Request Search&Order

The MTMGW Server CSC receives integrated search and order requests
from the SIPS for ECS products.

Request Communications
Support (RCS)

The DCCI CSCI provides a library of services available to each SDPS and
CSMS CSCI/CSC. The CSCI services required to perform specific
assignments are requested from the DCCI CSCI/CSC. These services
include:

CCS Middleware Support

Database Connection Services

File Transfer Services

Network & Distributed File Services

Bulk Data Transfer Services

Name/Address Services

Password Services

Server Request Framework (SRF)

Universal Reference (UR)

Error/Event Logging

Fault Handling Services

Mode Information

Query Registry - Retrieving the requested attribute-value pairs from the
Configuration Registry

e Request Distribution Media Options from the Configuration Registry

Return Dist. Media Options

The MTMGW Server CSC receives the distribution media options from the
Configuration Registry Server CSC.

Return Configuration
Parameters

The MTMGW Server CSC receives the requested configuration parameters
from the DCCI CSCI (Configuration Registry Server).

Request Management
Services

The MCI provides a basic management library of services to the CSCls,
implemented as client or server applications, using the DCCI CSCI Process
Framework. The basic management library of services includes:

e System startup and shutdown - Please refer to the release-related,
current version of the Mission Operations Procedures for the ECS
Project document (611) and the current ECS Project Training Material
document (625), identified in Section 2.2.1 of this document.

e User Profile Request — The MCI provides requesting CSCls with User
Profile parameters such as distribution priority and shipping address to
support their processing activities.

e Order/Request Tracking — The MCI provides an order tracking
service to requesting CSCls for creating and tracking order or search
and order requests from the SIPS.

Return User Profile

The MTMGW Server CSC receives user profile information from the MCI to
authenticate a user.
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Table 4.8-19. Machine-to-Machine Gateway Server Interface Event (3 of 3)

Event Interface Event Description

Return Order Status The MTMGW Server CSC receives the status of an order for the requested
ECS product from the MCI.

Return Order The MTMGW Server CSC receives the product order object from the MCI.

Return URs The MTMGW Server CSC receives Earth Science Data Type (ESDT)
Universal References (URs) for the granules from the SDSRV CSCI.

Return Inventory Granule The MTMGW Server CSC receives the inventory granule metadata

Metadata identifying the scene within the granule from the SDSRV CSCI based on an
inventory search request.

4.8.1.6.3 Machine-to-Machine Gateway Server Architecture

Figure 4.8-13 is the Machine-to-Machine Gateway Server architecture diagrams. The diagrams
show the events sent to the Machine-to-Machine Gateway Server process and the events the
Machine-to-Machine Gateway process sends to other processes.
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Figure 4.8-13. Machine-to-Machine Gateway Server Architecture Diagram
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Figure 4.8-13. Machine-to-Machine Gateway Server Architecture Diagram (cont.)

4.8.1.6.4 Machine-to-Machine Gateway Server Process Descriptions

Table 4.8-20 provides a description of the processes in the Machine-to-Machine Gateway Server
architecture diagrams.
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Table 4.8-20. Machine-to-Machine Gateway Server Processes

Process

Type

COTS / Developed

Functionality

EcCsMtMGateway

Server

Developed

The Machine-to-Machine Gateway Server
receives search, order, and integrated search &
order requests from the SIPS via a sshd
daemon.

To fulfill search requests, the Machine- to-
Machine Gateway Server uses the metadata type
information retrieved from the EcDmDictServer
process as the search request input to the
EcDsScienceDataServer process and returns the
search results back to the SIPS via the sshd.

To process orders, the Machine-to-Machine
Gateway Server process sends user profile
requests to the EcMsAcRegUserSrvr process
(using a user profile ID sent as part of the order
request) to get distribution priority and shipping
information from the user profile. The Machine-
to-Machine Gateway Server process then sends
order tracking requests to the ECMsAcOrderSrvr
process to create an order, and submits acquire
requests to the EcDsScienceDataServer.
Finally, the Machine-to-Machine Gateway
Server returns a response message back to the
SIPS via the sshd.

For search & order requests, the Machine-to-
Machine Gateway Server process integrates the
above two cases into one by staging the search
results of the first step without returning to the
SIPS and making order requests immediately.

4.8.1.6.5 Machine-to-Machine Gateway Server Process Interface Descriptions

Table 4.8-21 provides descriptions of the interface events shown in the Machine-to-Machine
Gateway Server architecture diagram.
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Table 4.8-21. Machine-to-Machine Gateway Server Process Interface Events

(1 of 6)
Event Event Interface Initiated by Event Description
Frequency
Request One Process: Process: The DCCI CSCI
Communications | service per | EcCsldNameServer EcCsMtMGateway provides a library of
Support request Libraries: Library: services available to
EcPf EcCsMtMGat each SDPS and CSMS
cr, cs ateway CSCI/CSC. The CSCI
Middleware, Class: services required to
FoNs, EcCsMtMManagedSrv | perform specific
Folp, assignments are
oodce requested from the DCCI
Classes: _CSIC(Ij. These services
include:
EcPfManagedServer, e CCS Middleware
CCSMdwNameServer, Support
FoNsNameServerProxy, e Database
CCSMdwRwNetProxy Connection Services

Library (Common):
EcUr

Class:
EcUrServerUR
Library:

event

Class:
EcLgErrorMsg
Process:
EcCsRegistry
Library:
EcCsRegistry
Class:
EcRgRegistryServer_C

o File Transfer
Services

o Network &
Distributed File
Services

o Bulk Data Transfer
Services

o Name/Address
Services

e Password Services

e Server Request
Framework (SRF)

e Universal Reference
(UR)

e Error/Event Logging

e Fault Handling
Services

e Mode Information

e Query Registry -
Retrieving the
requested
configuration
attribute-value pairs
from the
Configuration
Registry

e Request Distribution
Media Options from
the Configuration
Registry
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Table 4.8-21. Machine-to-Machine Gateway Server Process Interface Events

(2 of 6)
Event Event Interface Initiated by Event Description
Frequency
Retrieve One or Processes: Process: The EcCsMtMGateway
metadata type more client | EcCsMtMGateway, EcCsMtMGateway retrieves metadata type
info request EcDmDictServer Class: information from the
Libraries: EcCsMtMAttributeDict EcDmDictServer
based upon the
DmAsGwCommon, qualifying metadata
Common, DmGwVO0UTil, contained in the
EcDmDClient, requests sent by the
DmDdMsg SIPS viaa CCS
Class: Middleware call.
DmDdCIRequestServer
Return Per search | Process: Processes: The EcCsMtMGateway
Metadata Info or order EcCsMtMGateway EcCsMtMGateway, receives metadata
request Class: EcDmDictServer information from the
EcCsMtMAttributeDict Libraries: EcDmDictServer.
DmAsGwCommon,
Common,
DmGwVOUtil,
EcDmDClient,
DmDdMsg
Class:
DmDdCIRequestServer
Request Search | One per Process: Process: The SIPS send search
client EcCsMtMGateway sshd (COTS) requests to the sshd.
sshd The sshd decrypts the
Script: request and forwards it
to the
mtmsearch EcCsMtMGateway
Server.
Request Order | One per Process: Process: The SIPS send order
client EcCsMtMGateway sshd (COTS) requests to the sshd.
sshd The sshd decrypts the
Script: request and forwards
the request to the
mtmorder EcCsMtMGateway
Server.
Request Search | One per Process: Process: The SIPS send search
& Order client EcCsMtMGateway sshd (COTS) & order requests to the
sshd sshd. The sshd
o decrypts the request
Script: and forwards the
mtmsearchorder

request to the
EcCsMtMGateway
Server.

4-425

305-CD-610-003




Table 4.8-21. Machine-to-Machine Gateway Server Process Interface Events

(3 of 6)
Event Event Interface Initiated by Event Description
Frequency
Invoke One or Process: Process: The sshd daemon
Command more per sshd sshd (COTS) process invokes the sshd
client Scripts: command on the SIPS
mtmsearch side to send an invoke
' command to start the
mtmorder, scripts on the ECS side of
mtmsearchorder the interface to accept
and process requests.
Send Acquire One or Process: Process: The EcCsMtMGateway
more client | EcDsScienceDataServer | EcCsMtMGateway Server sends acquire
request Libraries: Classes: requests based upon the
DsCl, EcCsMtMDataServer cr_eated orde_r c_onstructed
Mar with the quallfylng _
DsCn, ar, metadata contained in
DsSh, ECCSMIMECSOrderP | o4 yests received from
DsGe, roxy, the SIPS to the
DsSt, EcCsMtMOrderimp, EcDsScienceDataServer
DsDe2, EcCsMtMECSSearch | via CCS Middleware calls.
Gl OrderProxy,
. EcCsMtMSearchOrde
Class: Amp
DsCIESDTReferenceCol
lector
Send Search One or Process: Process: The EcCsMtMGateway
more client | EcDsScienceDataServer | EcCsMtMGateway sends search requests,
request Libraries: Class: constructed based upon
DsCl, EcCSMtMECSSearch | 1€ qualifying metadata
information received from
DsCn, Proxy, the SIPS requests, to the
DsSh, EcCsMtMSearchimp, | gcpsscienceDataServer
DsGe, EcCsMtMSdsrvMgr, | via CCS Middleware calls
DsSr, EcCsMtMDataServer | for inventory searches.
DsDe2, Mar
Gl
Class:
DsCIESDTReferenceCol
lector
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Table 4.8-21. Machine-to-Machine Gateway Server Process Interface Events

(4 of 6)
Event Event Interface Initiated by Event Description
Frequency
Return URs One or more | Process: Process: The EcCsMtMGateway
client request EcCsMtMGateway EcDsScienceDataSer | receives Earth Science
Classes: ver Daf[a Type (ESDT)
EcCsMtMDataServerMgr, | Libraries: Universal References
(URs) for the granules from
EcCsMtMECSOrderProx | DsCl, the
Y, DsSh EcDsScienceDataServer.
EcCsMtMOrderimp, Classes:
EcCsMtMECSSearchOrd | DsCIRequest,
erProxy, DsCICommand,
EcCsMtMSearchOrderlm | DsCIESDTReference
P Collector
Return One or more | Process: Process: The EcCsMtMGateway
Inventory client request | EcCsMtMGateway EcDsScienceDataSer | receives the inventory
Granule Class: ver granule metadata
Metadata EcCSMMECSSearchPro | Libraries: identifying the scene within
Xy, DsCl, _the granule based on an
inventory search request
EcCsMtMSearchimp, DsSh sent to the
EcCsMtMSdsrvMgr, Classes: EcDsScienceDataServer.
EcCsMtMDataServerMgr | DsCIESDTReference,
DsCIESDTReference
Collector
Return Dist. One set of Process: Process: The EcCsMtMGateway
Media options per EcCsMtMGateway EcCsRegistry receives the distribution
Options request Library: Library: media opti_ons from the
EcCsReqgistry EcCsReqgistry EcCsRegistry.
Class: Class:
EcRgRegistryServer_C EcRgRegistryServer_
C
Return One per Process: Process: The EcCsRegistry returns
Configuration | configuration | EcCsMtMGateway EcCsRegjistry the requested configuration
Parameters registry Library: Library: parameters to the
query EcCsReqgistry EcCsReqgistry EcCsMtMGateway.
Class: Class:
EcRgRegistryServer_C EcRgRegistryServer_
C
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Table 4.8-21. Machine-to-Machine Gateway Server Process Interface Events
(5 of 6)

Event

Event
Frequency

Interface

Initiated by

Event Description

Request
Management
Services
(RMS)

One per
service
request

N/A

N/A

The EcMsAcRegUserSrvr
and EcMsAcOrderSrvr
provide a basic management
library of services to the
processes, implemented as
client or server applications,
using the DCCI CSCI
Process Framework. The
basic management library of
services includes the items
below.

RMS (cont.)

At system
startup or
shutdown
and for
restarts

Process:
EcCsMtMGateway

DAAC unique startup
scripts

System startup and
shutdown - Please refer to
the release-related, current
version of the Mission
Operations Procedures for
the ECS Project document
(611) and the current ECS
Project Training Material
document (625), identified in
Section 2.2.1 of this
document.

RMS (cont.)

One or
more per
client

Processes:

EcCsMtMGateway,
EcMsAcRegUserSrvr

Libraries:
MsAcClInt,
MsAcComm

Process:
EcCsMtMGateway
Class:
EcCsMtMAcctSrvMgr

User Profile Request - The
EcMsAcRegUserSrvr
provides requesting
processes with User Profile
parameters such as e-malil
address and shipping
address to support their
processing activities.

RMS (cont.)

One or
more per
client

Processes:

EcCsMtMGateway,
EcMsAcOrderSrvr

Libraries:
MsAcClInt,
MsAcComm

Process:
EcCsMtMGateway
Class:
EcCsMtMAcctSrvMgr

Order/Request Tracking -
The MCI provides an order
tracking service (via the
EcMsAcOrderSrvr) to
requesting CSCls for
creating or tracking order or
search and order requests
from the SIPS.
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Table 4.8-21. Machine-to-Machine Gateway Server Process Interface Events

(6 of 6)
Event Event Interface Initiated by Event Description
Frequency
Return User | One per Process: Processes: The EcCsMtMGateway
Profile user request | EcCsMtMGateway EcCsMtMGateway, receives user profile
Class: EcMsAcRegUserSrvr information from the
EcCsMtMACctSrvMgr Libraries: EcMsAcRegUserSrvr.
MsAcClInt,
MsAcComm
Return One per Process: Processes: The EcCsMtMGateway
Order Status | user request | EcCsMtMGateway EcCsMtMGateway, receives the status of an
Class: EcMsAcOrderSrvr order from the
EcCsMtMACCtSIvMgr Libraries: EcMsAcOrderSrvr.
MsAcClInt,
MsAcComm
Return One per Process: Processes: The EcCsMtMGateway
Order user request | EcCsMtMGateway EcCsMtMGateway, receives the product order
Class: EcMsAcOrderSrvr object from the
EcCsMtMACCtSrvMgr Libraries: EcMsAcOrderSrvr.
MsAcClInt,
MsAcComm

4.8.1.6.6 Machine-to-Machine Gateway Server Data stores

Data stores are not applicable for the Machine-to-Machine Gateway Server.

4.8.1.7 CCS Middleware Support Group Description

The CCS Middleware support group consists of the CCS Name Server.

4.8.1.7.1 CCS Middleware Functional Overview

The CCS Name Server of the CSS enables clients to locate and communicate with the various
ECS servers. The ECS servers register their location information into the CCS Name Server
(EcCsldNameServer) independent of the server’s physical location. Servers registering in the
EcCsldNameServer are available to be accessed by other application clients. Clients use the

remote service name and the ECS operating mode to find the server of interest.

4.8.1.7.2 CCS Middleware Context

Figure 4.8-14 is the CCS Middleware context diagram. Table 4.8-22 provides descriptions of the
interface events shown in the CCS Middleware context diagram.
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Figure 4.8-14. CCS Middleware Context Diagram

Table 4.8-22. CCS Middleware Interface Events

Event Interface Event Description
Import location information An ECS appli