12. Resource Planning

The Resource Planning process is the mechanism by which reservations for non-routine ground
events are defined and controlled. Such events may include testing, preventive maintenance or
upgrades, or any other event that requires DAAC resources. Resource planning defines ground
events, which are also used in production planning; thus, resource planning can take place
whenever a production plan needs to be created. In general, this will occur on a biweekly basis
for 30-day plans, on a weekly basis for ten-day plans, and on a daily basis. However, ground
events can be entered at any time.

The site M&O Resource Planner uses the Resource Scheduler within the Planning Subsystem to
schedule non-routine events against ECS resources.

In addition to the Resource Scheduler, Resource Planning provides a Resource Editor to add
resources or to modify the characteristics of the resources. Step-by-step procedures for using the
Resource Editor are presented in Section 12.2. Step-by-step procedures for using the Resource
Scheduler are presented in Section 12.3.

12.1 Resource Planning Process

Resources, which are defined and subsequently used in production planning, are strings
(computers and storage devices); computers; and disks. Other generic hardware devices may
also be defined and managed. The Resource Planning list is initialized with the resource data
from the Baseline Manager database. Resources may be added to or deleted from the Resource
Planning list without affecting the Baseline Manager database. This is useful, for example, for
identifying resources that will be available in the future.

The Resource Planner views requests for resource reservations to determine if the requests are
valid. Requests for resource reservations come from the local DAAC Resource Manager.
Requests include information, such as activity description, resource requirements, and time
requested to use the resource (acceptable variances may be specified in comments field). The
Resource Planner may decide to forward the request to a "subject-matter-expert,” whose
expertise is particularly relevant to the request, in order to validate a request. (The subject-
matter-expert is referred to as the "sponsor"” by the system; see Section 12.3.2, Step 3.)

Should the subject-matter-expert agree that the request to reserve the resource is valid, the
Resource Planner will approve it along with all other requests that have been validated, and
generate a Resource Plan, which is in effect a set of committed resource reservations. The Plan
will be submitted to a review board (members to be determined) for the board's consideration.
The review board will confirm that the reserved resources will not adversely impact scheduled
events. Once approved by the review board, the Resource Planner will "commit™ the Plan. The
system will then automatically forward the Plan to Production Planning for scheduling.
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Each procedure outlined will have an Activity Checklist table that will provide an overview of
the task to be completed. The outline of the Activity Checklist is as follows:

Column one - Order shows the order in which tasks could be accomplished.

Column two - Role lists the Role/Manager/Operator responsible for performing the task.

Column three -Task provides a brief explanation of the task.

Column four - Section provides the Procedure (P) section number or Instruction (I) section
number where details for performing the task can be found.

Column five - Complete? is used as a checklist to keep track of which task steps have been
completed.

Table 12.1-1, below, provides an Activity Checklist table, of Resource Planning activities.

Table 12.1-1. Resource Planning - Activity Checklist

Order Role Task Section Complete?
1 Resource Planner | Launch the Resource Editor (P)12.2.1
2 Resource Planner | Synchronize Resource Listings (P) 12.2.2
3 Resource Planner | Determine Actual Processing (P)12.2.3
Resources
4 Resource Planner | Add a Resource (P)12.2.4
5 Resource Planner | Modify a Resource (P) 12.2.5
6 Resource Planner | Delete a Resource (P) 12.2.6
7 Resource Planner | Launch the Resource Scheduler (P) 12.3.1
or DAAC Staff
8 Resource Planner | Create a Resource Reservation (P) 12.3.2
or DAAC Staff Request
9 Resource Planner | Edit a Resource Reservation Request (P) 12.3.3
or DAAC Staff
10 Resource Planner | Validate or Reject a Resource (P) 12.3.4
or Sponsor Reservation Request
11 Resource Planner | Approve a Resource Reservation (P)12.35
Request
12 Resource Commit Resource Reservation (P) 12.3.6
Manager/Resource | Requests
Planner
13 Resource Planner | Review the Resource Timeline (P) 12.3.7
14 Resource Planner | Delete a Resource Reservation (P) 12.3.8
Request
15 Resource Planner | Shut Down Resource Planning (P)12.4

or DAAC Staff

Applications
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12.2 Resource Editor

The Resource Editor allows the authorized user to add resources or to modify the characteristics
of the resources. The user can synchronize the resource planning list with the baseline set of
system resources and can add or delete future resources not contained in the baseline resource
list. Modifications to the resource planning list are recorded in the PDPS database. These
modifications are not recorded in the Baseline Manager database.

The hardware resources for which resource planning can be supported include host computers,
storage devices, as well as ‘strings’ that are made up of sets of computers.

12.2.1 Launch the Resource Editor

The Resource Editor is invoked from a UNIX command line prompt. Table 12.2-1 presents (in a
condensed format) the steps required to launch the Resource Editor GUI. If you are already
familiar with the procedures, you may prefer to use the quick-step table. If you are new to the
system, or have not performed this task recently, you should use the following detailed
procedures:

1 At the UNIX command line prompt type xhost hostname then press the Return/Enter
key on the keyboard.
a. hostname refers to the host on which GUIs are to be launched during the current
operating session. Multiple hostnames can be specified on the same line.
b. The use of xhost + is discouraged because of a potential security problem.

2 Type setenv DISPLAY clientname:0.0 then press the Return/Enter key.
a. Use either the X terminal/workstation IP address or the machine-name for the
clientname.
b. When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.

3 Open another UNIX (terminal) window.

4 Start the log-in to the Planning/Management Workstation by typing /tools/bin/ssh
hostname (e.g., e0pls03, gOpls01, I0pls02, or n0pls02) in the new window then press the
Return/Enter key.

a. If you have previously set up a secure shell passphrase and executed sshremote, a |
prompt to Enter passphrase for RSA key "<user@localhost>" appears; continue
with Step 5. |
b. If you have not previously set up a secure shell passphrase; go to Step 6.

5 If a prompt to Enter passphrase for RSA key '<user@localhost>' appears, type your
Passphrase then press the Return/Enter key.
a. Goto Step?7.

6 At the <user@remotehost>’s password: prompt type your Password then press the
Return/Enter key.

7 In the Terminal window, at the command line, enter: |
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cd /usr/ecs/<MODE>/CUSTOM/utilities

a. <MODE> identifies the current operating mode
1. TS1 - Science Software Integration and Test (SSI&T)
2. TS2 - New Version Checkout
3. OPS - Normal Operations
b. *“utilities” is the directory containing the Planning Subsystem start-up scripts.

Set the necessary environment variables by entering:

setenv ECS_HOME /usr/ecs/

a. Application home environment is entered.
b. When logging in as a system user (e.g., cmshared), the ECS_HOME variable may be
set automatically so it may not be necessary to set it manually.

Enter ECPIRpAIIStart <MODE> <application_id>

a. The Resource Planning background processes are launched.

b. The application_id or MSGSRV _ID is a number from 1 to 5. It identifies the
message service in use so messages can be directed to the proper message handler
GUI. Consequently, it is a good idea to use the same application_id consistently
during a resource planning session.

Enter EcPIRpReStart <MODE> <application_id>

a. The Resource Editor GUI is launched.

b. The Resource Editor GUI displays a list of defined resources and a series of buttons
that enable the following operations:

1. New... Add a resource definition. (Section 12.2.3)

2. Modify... Edit or review the details of an existing resource definition.
(Section 12.2.4)

3. Delete Delete a resource definition. (Section 12.2.5)

4. Fetch Baseline Generates a report from the Baseline Manager to the

Resource Planning workstation. The report is an ASCII listing of the production
baseline. Used in synchronizing the baseline. (Section 12.2.2)

5. Load Baseline Synchronizes the PDPS database with the baselined
resource information. (Section 12.2.2)
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Table 12.2-1. Launch the Resource Editor - Quick-Step Procedures

Step What to Enter or Select Action to Take

1 Log in to the ECS System using secure shell enter text, press Enter

2 Enter cd /usr/ecs/<MODE>/CUSTOM/utilities enter text, press Enter

3 Set the environment variables enter text, press Enter

4 Enter EcCPIRpAIIStart <MODE> enter text, press Enter
<application_id>

5 Enter EcPIRpReStart <MODE> enter text, press Enter
<application_id>

12.2.2 Synchronize Resource Listings

NOTE: Before attempting to synchronize resource listings, ask the local Configuration
Management Administrator whether the resources have been defined in the
Baseline Manager database at your site. If the resources have not been defined in
the Baseline Manager, they will have to be added to the Resource Planning list as |
described in the Add a Resource procedure.

This function synchronizes the Resource tables with the Baseline Manager. Table 12.2-2
presents (in a condensed format) the steps required to synchronize resource listings. If you are
already familiar with the procedures, you may prefer to use the quick-step table. If you are new
to the system, or have not performed this task recently, you should use the following detailed
procedure:

1 Launch the Resource Editor GUI by executing Steps 1-10 of Section 12.2.1 (if the
Resource Editor GUI is not currently running) then continue with the following steps.

2 From the Resource Editor GUI, click on the Fetch Baseline button.
a. The Baseline Request pop-up dialog box is displayed requesting entry of the desired
baseline date.

3 Type the date for the desired baseline (in DD MMM YYYY format) in the Enter Baseline
Date field.
a. For example: 01 JAN 1999

4 Click on the OK button to apply the baseline date and dismiss the Baseline Request pop-
up window.
a. This action will generate a report from the Baseline Manager to the Resource
Planning workstation. The report is an ASCII listing of the production baseline.

5 From the Resource Editor GUI, click on the Load Baseline button. This action will |
synchronize the PDPS database with the baselined resource information.

6 To exit, select Exit from the File menu.
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Table 12.2-2. Synchronize Resource Listings - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch the Resource Editor GUI Use procedure in Section 12.2.1
2 Select the Fetch Baseline button single-click
3 Enter the date for the desired baseline enter text
4 Select OK single-click
5 Select the Load Baseline button single-click
6 Select File - Exit to quit the GUI single-click

12.2.3 Determine Actual Processing Resources

The Resource Editor allows the authorized operator to define resources in the following
categories:

a. Disks: Disk partitions that are associated with and provide temporary data storage for
the input and output files used in processing.

b. Virtual Computers: Virtual computers composed of CPUs, random-access memory
(RAM), and associated-disk(s). The CPUs and RAM specified for a virtual computer
are components of the real computer from which the virtual computer is derived.

c. Strings: Sets of one or more virtual computers. Strings are associated with the
processing software (AutoSys). A dual science processor configuration can be
defined by specifying strings containing virtual computers derived from different real
computers.

d. Real Computers: Physical computing devices, each of which contains one or more
CPUs. Each science processor host (“real” computer) is divided into one or more
virtual computers by allocating CPUs and RAM from the real computer to the virtual
computer(s).

e. AutoSys: Identifies the string(s) of virtual computers used by the production
processing software.

f. Hardware: Any type of equipment that is not defined as a computer or disk may be
defined as “hardware.”

The ECS Operational Readiness Plan for Release 2.0 (603-CD-003-001) specifies that initially
disk partitions at the DAACs are to be split among the operating modes as follows:
a. OPS -60%.

b. TS1-20%.
c. TS2-20%.

However, it may be advantageous to reserve some nominal percentage of the disk (e.g., two to
five percent) as a safety buffer. In any case, it is critical to ensure that the sum of the disk space
assigned to the various modes is no more than the total disk space available.

Although the ECS Operational Readiness Plan does not specifically mention allocating resources
other than disk partitions, CPUs and RAM need to be allocated among modes in the same
manner. However, it is not necessary to be exact with the CPU count or RAM amount.
a. There is no one-to-one mapping of CPU allocation with actual CPUs on the science
processor.
b. Actual CPU usage during processing is limited by the operating system (OS).
1. If ten CPUs have been specified for a particular mode, only ten Data Processing
Requests (DPRs) can be running the Execute job at a given time.
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2. What is really being defined is the maximum number of DPRs that will execute at
a given time.

c. Itis important to monitor the load on each science processor.

1. CPUs can be over-allocated or under-allocated as necessary to get the most out of
the CPUs on each science processor.

2. If monitoring indicates that the processor is underused when OPS mode is at full
processing capacity, the number of CPUs allocated to OPS mode could probably
be increased.

3. If the science processor is at full capacity when OPS mode is at full processing
capacity and it is suspected that the processor may be overworked, the number of
CPUs allocated to OPS mode should be reduced.

d. Random-access memory (RAM) is subject to the same considerations as CPUS.

1. RAM can be over-allocated or under-allocated as necessary to get the most out of
the memory on each science processor.

e. The OS takes care of true CPU and RAM allocation.

Another consideration is the throttling of the processing load through the DpPrAutoSysMaxJobs
variable. DpPrAutoSysMaxJobs is defined in the EcDpPrJobMgmt.CFG file in the
/usr/ecssMODE/CUSTOMY/cfg directory on the Queuing Server (e.g., g0sps06).

a. If DpPrAutoSysMaxJobs in OPS mode is set at 64 [allowing AutoSys to
accommodate eight DPRs (consisting of eight jobs each) simultaneously in OPS
mode] and ten CPUs are defined for OPS, it would not be possible to utilize all ten
CPUs.

b. If the value of DpPrAutosysMaxJobs were increased to 120 (15 DPRs times
8 jobs/DPR), there might be times when the processing of some DPRs was held up
because only ten could be running the Execute job at a time.

c. Insuch a case it might be possible to increase the number of CPUs allocated to the
mode so that more than ten DPRs could be running the Execute job simultaneously.

Before data processing resources can be defined, it is necessary to know what resources are
actually available at the DAAC. Some resources are defined in terms of other resources; for
example, a string is defined as one or more virtual computers. However, it is generally necessary
to have the following types of information available in order to define processing resources:

Host names [“real computers™].

Number of processors [CPUs] available on each host.

Operating System (OS) for each host.

Memory [RAM] on each host.

Total disk space.

AutoSys instance(s) at the DAAC.

Table 12.2-3 presents (in a condensed format) the steps required to determine the actual
processing resources to be defined. If you are already familiar with the procedures, you may
prefer to use the quick-step table. If you are new to the system, or have not performed this task
recently, you should use the following detailed procedures:

—~ooo o

NOTE: The procedure to determine the actual processing resources to be defined starts
with the assumption that the xhost hosthname command has been given and the
DISPLAY environment variable has been set (Refer to Section 12.2.1).

1 At the UNIX command line prompt start the log-in to the applicable Science Processor by
typing /tools/bin/ssh hostname (e.g., e0spg01, gOspg01, 10spg01, or n0spg03) in the
window then press the Return/Enter key.
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a. If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key '<user@localhost>" appears; continue

with Step 2.

b. If you have not previously set up a secure shell passphrase; go to Step 3.

If a prompt to Enter passphrase for RSA key '<user@localhost>" appears, type your
Passphrase then press the Return/Enter key.

a. Goto Step 4.

At the <user@remotehost>’s password: prompt type your Password then press the
Return/Enter key.

Type cd

/usr/ecs/<MODE>/CUSTOM/pdps/<processor>/data/DpPrRm/<processor>_disk
then press Return/Enter.

a. Change directory to the disk mount point (e.g.,

/usr/ecs/OPS/CUSTOM/pdps/g0spg01/data/DpPrRm/g0spg01_disk).

Type df -k .

(being sure to include the dot) then press Return/Enter.

a. Information concerning disk size and use is displayed; for example:

Filesystem
Mounted on

/dev/dsk/x1lv/vgol

/voll

Type

xfs 413394688 164646048 248748640

kbytes

use

avail $usel

40

a. Inthe preceding example the total disk space is 413,394,688 kilobytes or
413,394.69 megabytes (413 gigabytes).

Type hinv then press Return/Enter.
Information concerning CPUs and RAM (memory) is displayed; for example (not all
rows are shown):

Processor 0: 194
CPU: MIPS R10000
FPU: MIPS R10010
Processor 1: 194
CPU: MIPS R10000
FPU: MIPS R10010
Processor 2: 194
CPU: MIPS R10000
FPU: MIPS R10010
Processor 3: 194
CPU: MIPS R10000
FPU: MIPS R10010
Processor 4: 194
CPU: MIPS R10000
FPU: MIPS R10010
Processor 5: 194
CPU: MIPS R10000
FPU: MIPS R10010
Processor 6: 194
CPU: MIPS R10000
FPU: MIPS R10010
Processor 7: 194
CPU: MIPS R10000
FPU: MIPS R10010
Processor 8: 194
CPU: MIPS R10000

MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
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Revision: 2.6

Chip Revision:

Revision: 2.6

Chip Revision:

Revision: 2.6

Chip Revision:

Revision: 2.6

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5
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7

NOTE:

FPU: MIPS
Processor
CPU: MIPS
FPU: MIPS
Processor
CPU: MIPS
FPU: MIPS
Processor
CPU: MIPS
FPU: MIPS
Processor
CPU: MIPS
FPU: MIPS
Processor
CPU: MIPS
FPU: MIPS
Processor
CPU: MIPS
FPU: MIPS
Processor
CPU: MIPS
FPU: MIPS
Secondary

R10010
9: 194
R10000
R10010
10: 194
R10000
R10010
11: 194
R10000
R10010
12: 194
R10000
R10010
13: 194
R10000
R10010
14: 194
R10000
R10010
15: 194
R10000
R10010
unified

Data cache size:
Instruction cache
Main memory size:

[..]

Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point
MHZ 1IP25
Processor Chip
Floating Point

32 Kbytes
size:
2048 Mbytes,

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:

Revision: 2.5

Chip Revision:
instruction/data cache

32 Kbytes
8-way interleaved

size:

1 Mbyte

In the example the science processor has 16 CPUs (Processor 0 — Processor 15) and
2048 megabytes of RAM.

Repeat Steps 1 through 6 for all other science processors (if any).

Steps 8 through 14 describe the use of the Netscape browser to determine certain
types of information concerning computer resources (including the number of
CPUs and amount of RAM), which can be determined using the hinv command
as described in Step 6. However, the “as-built” file accessed using the Netscape
browser lists the necessary operating system information in addition to CPU and
RAM data. The advantage of the hinv command is that it provides real-time data
and is reliably up to date. The advantage of the “as-built” file accessed using the
Netscape browser is that it provides operating system data that is not available
using the hinv command.

8 Type netscape & then press Return/Enter.
a. The Netscape web browser is displayed.

9 Type http://pete.hitc.com/baseline in the browser’s Location field then press
Return/Enter.
a. The ECS Baseline Information System page is displayed.

10 Select (click on) the ECS Configuration link.
a. A table of files is displayed.

11 Select (click on) the Asbuilts link for the relevant DAAC.
a. A list of files is displayed.
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12

13

14
15

16

17

18

19

Select (click on) the file name corresponding to the desired host (e.g.,
x0spg01.asbuilt.html).
a. A report containing the following types of information (among other items) is
displayed:
. Host Name [*“real computer”].
Processors [CPUs].
Operating System.
Memory [RAM].
Interrogation Date (useful in determining how up-to-date the information is).

arLNDE

Select (click on) the browser Back button.
a. The list of “as-built” files is displayed.

Repeat Steps 12 and 13 for all other science processors (if any).

To quit the Netscape browser when the necessary information has been acquired select

File — Exit from the browser’s pull-down menu.
a. The Netscape browser disappears.

At the UNIX command line prompt start the log-in to the Queuing Server host by typing
/tools/bin/ssh hostname (e.g., e0sps04, g0sps06, 10sps03, or n0sps08) in the window
then press the Return/Enter key.

a. If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key *<user@localhost>" appears; continue
with Step 17.

b. If you have not previously set up a secure shell passphrase; go to Step 18.

If a prompt to Enter passphrase for RSA key '<user@localhost>" appears, type your
Passphrase then press the Return/Enter key.
a. Goto Step 19.

At the <user@remotehost>"s password: prompt type your Password then press the
Return/Enter key.

Type cd /usr/ecs/<SMODE>/COTS/<autotree>/autouser then press Return/Enter.

a. Change directory to the directory (e.g.,
lusr/ecs/<MODE>/COTS/autotreeb/autouser,
lusr/ecs/<MODE>/COTS/autotree/autouser,
/datal/SHARED/COTS/autotree/autouser) containing the set-up files (e.g.,
FMR.autosys.csh.g0sps06) and the AutoSys configuration files (e.g., config.FMR).

b. The particular path to be typed may vary from site to site.

c. The AutoSys instance at the DAAC is identified by three capital letters appended to
the beginning of the set-up files and the end of the configuration file.

1. Typically, AutoSys instances at the DAACs are identified as FMR.

d. Itis possible to have multiple AutoSys instances installed at a DAAC.
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Table 12.2-3. Determine Actual Processing Resources - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Log-in to the applicable Science Processor enter text, press Enter
2 Enter cd enter text, press Enter

/usr/ecs/<MODE>/CUSTOM/pdps/<processor>/
data/DpPrRm/<processor>_disk

3 Enter df -k . (being sure to include the dot) enter text, press Enter
4 Observe the disk capacity read text
5 Enter hinv enter text, press Enter
6 Observe the number of CPUs and total memory | read text

(RAM)

7 Repeat Steps 1 through 6 for all other science
processors (if any)

8 Launch Netscape enter text, press Enter
9 Enter http://pete.hitc.com/baseline enter text, press Enter
10 | Select ECS Configuration single-click
11 | Select (click on) the Asbuilts for the relevant single-click
DAAC
12 | Select the file name corresponding to the desired | single-click
host
13 | Observe the number of CPUs, total memory read text
(RAM), and Operating System identification
14 | Select the browser Back button single-click

15 | Repeat Steps 12 through 14 for all other science
processors (if any)

16 | Select File - EXxit to exit from Netscape single-click
17 | Log-in to the Queuing Server host enter text, press Enter
18 | Enter cd enter text, press Enter

/usr/ecs/<MODE>/COTS/<autotree>/autouser

19 | Observe the identification of the AutoSys instance | read text

12.2.4 Add a Resource

These procedures address adding such resources as computers, disk partitions, strings, and
generic hardware resources to the resource planning list. The ECS Operational Readiness Plan
for Release 2.0 (603-CD-003-001) specifies that initially disk partitions at the DAACSs are to be
split among the operating modes as follows:

a. OPS-60%.

b. TS1-20%.

c. TS-2-20%.
However, it may be advantageous to reserve some nominal percentage of the disk (e.g., two to
five percent) as a safety buffer. In any case, it is critical to ensure that the sum of the disk space
assigned to the various modes is no more than the total disk space available.

12-11 611-CD-500-001




Table 12.2-4 presents (in a condensed format) the steps required to add a resource. If you are
already familiar with the procedures, you may prefer to use the quick-step table. If you are new
to the system, or have not performed this task recently, you should use the following detailed

procedures:
1 Launch the Resource Editor GUI by executing Steps 1-10 of Section 12.2.1 (if the
Resource EditorGUI is not currently running) then continue with the following steps.
2 From the Resource Editor GUI, select the type of resource to be added from the list on
the Resource Type button.
3 Single-click on the New... button or select the New option from the File menu.
4 Define the resource as specified in the corresponding procedure section.
a. Refer to the specified section for defining the desired type(s) of resources:
1. Disk — Section 12.2.4.1.
2. Virtual Computer — Section 12.2.4.2.
3. Real Computer — Section 12.2.4.3.
4. String — Section 12.2.4.4.
5. Autosys — Section 12.2.4.5.
6. Hardware — Section 12.2.4.6.
b. Resources should generally be added in the preceding order (due to dependencies
among resources).
5 After the data have been entered, click on one of the following buttons:
a. Save to save and exit.
b. Cancel to exit without saving.
Table 12.2-4. Add a Resource - Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Launch the Resource Editor GUI Use procedure in Section 12.2.1
2 Select the type of resource from the Resource single-click
Type button
3 Select the New... button single-click
4 Make entries in the necessary fields Use procedures in Sections 12.2.4.1 through
12.2.4.6
5 Save the new resource definition single-click

12.2.4.1 Disk Partition Details GUI

1

Fill in the following fields on the Disk Partition Details GUI:
a. Resource Name User-defined name for the resource. (required)

1. Example: gOspg0l disk_ OPS.

b. Activity System-generated default activity; can be changed by clicking on the bar
in the Activity field and then clicking on one of the available options.
c. Partition Size  The size of the disk partition, in megabytes. (required)
1. Although the label on the GUI implies that partition size should be entered in
“blocks,” the label is erroneous. Enter the partition size in megabytes.
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2

d.
e.

Block Size Block size in bytes (always 1024) used for the disk. (required)
Comments User comments on the resource.

After the data have been entered, click on one of the following buttons:

a.
b.

12.2.4.2

1

12.2.4.3

1

2

Save to save and exit.
Cancel to exit without saving.

Computer Details GUI

Fill in the following fields on the Computer Details GUI:

a.

b.

C.
d.

g.
h.

Resource Name User-defined name for the virtual computer. (required)

1. Example: gOspg01_vc_OPS.

Activity System-generated default activity; can be changed by clicking on the bar
in the Activity field and then clicking on one of the available options.

Number of CPUs Number of CPUs within the virtual computer. (required)

Total RAM The total memory for the virtual computer in megabytes.
(required)

Operating System The operating system name/version for the computer.
(required)

Disks A list of the disks previously defined for that site. This list of disks from
which to select is used when a disk is associated (or disassociated) with the computer.
After items are highlighted, arrow buttons will move items from this list to
Associated Disks or from the list of Associated Disks to the Disk list.

Associated Disks Disks in this list are associated with the computer.

Comments User comments on the resource.

After the data have been entered, click on one of the following buttons:

a.
b.

Save to save and exit.
Cancel to exit without saving.

Real Computer Details GUI

Fill in the following fields on the Real Computer Details GUI:

a.
b.

C.

d.

e.

Resource Name User-defined name for the real resource. (required)

1. Example: gOspgOl.

Activity System-generated default activity; can be changed by clicking on the bar
in the Activity field and then clicking on one of the available options.

Computers A list of the virtual computers previously defined for that site.
This list of virtual computers from which to select is used when a virtual computer is
associated (or disassociated) with the real computer. After items are highlighted,
arrow buttons will move items from this list to Associated Computers or from the
list of Associated Computers to the Computers list.

Associated Computers Virtual computers in this list are associated with the real
compulter.

Comments User comments on the resource.

After data have been entered, click on one of the following buttons:

a.

Save to save and exit.

b. Cancel to exit without saving.
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1

a.

b.

C.

d.

e.
2

a.

b.
12.2.4.5
1

a.

b.

C.

d.

e.
2

a.

b.
12.2.4.6
1

a.

C.
2

String Details GUI

Fill in the following fields on the String Details GUI:

Resource Name User-defined name for the resource. (required)

1. Example: string_OPS.

Activity System-generated default activity; can be changed by clicking on the bar
in the Activity field and then clicking on one of the available options.

Computers A list of virtual computers previously defined for that site. This
list of computers from which to select is used when a computer is associated (or
disassociated) with the string. After items are highlighted, arrow buttons will move
items from this list to Associated Computers or from the list of Associated
Computers to the Computer list.

Associated Computers Virtual computers in this list are associated with the string.

Comments User comments on the resource.

After the data have been entered, click on one of the following buttons:

Save to save and exit.
Cancel to exit without saving.

AutoSys Details GUI

Fill in the following fields on the Autosys Details GUI:

Resource Name User-defined name for the AutoSys resource. (required)

1. Example: FMR.

Activity  System-generated default activity; can be changed by clicking on the bar
in the Activity field and then clicking on one of the available options.

Strings A list of the strings previously defined for that site. This list of strings
from which to select is used when a string is associated (or disassociated) with the
AutoSys resource. After items are highlighted, arrow buttons will move items from
this list to Associated Strings or from the list of Associated Strings to the Strings
list.

Associated Strings Strings in this list are associated with the AutoSys resource.

Comments User comments on the resource.

After the data have been entered, click on one of the following buttons:

Save to save and exit.
Cancel to exit without saving.

Hardware Resource Details GUI

Fill in the following fields on the Hardware Resource Details GUI:

Resource Name User-defined name for the resource. (required)
1. Example: gOspg0l _cdrom_OPS.

b. Activity System-generated default activity; can be changed by clicking on the bar

in the Activity field and then clicking on one of the available options.
Comments User comments on the resource.

After the data have been entered, click on one of the following buttons:
a. Save to save and exit.
b. Cancel to exit without saving.
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12.2.5 Modify a Resource

Table 12.2-5 presents (in a condensed format) the steps required to modify a resource. If you are
already familiar with the procedures, you may prefer to use the quick-step table. If you are new
to the system, or have not performed this task recently, you should use the following detailed
procedures:

1

Launch the Resource Editor GUI by executing Steps 1-10 of Section 12.2.1 (if the
Resource Editor GUI is not currently running) then continue with the following steps.

2 From the list of resources displayed on the Resource Editor GUI, single-click on the |
resource to be modified.
3 Single-click on the Modify... button to access the appropriate Details GUI.
4 Make the modifications.
a. For field descriptions, refer to Sections 12.2.4.1 through 12.2.4.6.
5 After the data have been entered, click on one of the following buttons:
a. Save to save and exit.
b. Cancel to exit without saving.
Table 12.2-5. Modify a Resource - Quick-Step Procedures
Step What to Enter or Select Action to Take
1 | Launch the Resource Editor GUI Use procedure in Section 12.2.1 |
2 Select the resource to be modified single-click
3 Select the Modify... button single-click
4 Make the modifications Use procedures in Sections 12.2.4.1 through
12.2.4.6
5 Save the modified resource definition single-click

12.2.6 Delete a Resource

Table 12.2-6 presents (in a condensed format) the steps required to delete a resource. If you are
already familiar with the procedures, you may prefer to use the quick-step table. If you are new
to the system, or have not performed this task recently, you should use the following detailed

procedures:

1 Launch the Resource Editor GUI by executing Steps 1-10 of 12.2.1 (if the Resource
Editor GUI is not currently running) then continue with the following steps.

2 From the list of resources displayed on the Resource Editor GUI, single-click on the |
resource to be deleted.

3 Single-click on the Delete button.

a. A dialogue box pops up, to verify whether the resource is really to be deleted.
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4 Single-click on one of the following buttons:
a. OK to remove the resource from the list and from the PDPS database and exit.
b. Cancel to exit without deleting the resource.
Table 12.2-6. Delete a Resource - Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Launch the Resource Editor GUI Use procedure in Section 12.2.1
2 Select the resource to be deleted single-click
3 Select the Delete button single-click
4 Select OK single-click

12.3 Resource Scheduler

12.3.1 Launch the Resource Scheduler

The Resource Scheduler is invoked from a UNIX command line prompt. Table 12.3-1 presents
(in a condensed format) the steps required to launch the Resource Scheduler. If you are already
familiar with the procedures, you may prefer to use the quick-step table. If you are new to the
system, or have not performed this task recently, you should use the following detailed
procedures:

At the UNIX command line prompt type xhost hostname then press the Return/Enter

key on the keyboard.

a. hostname refers to the host on which GUIs are to be launched during the current
operating session. Multiple hostnames can be specified on the same line.

b. The use of xhost + is discouraged because of a potential security problem.

Type setenv DISPLAY clientname:0.0 then press the Return/Enter key.

a. Use either the X terminal/workstation IP address or the machine-name for the
clientname.

b. When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.

Open another UNIX (terminal) window.

Start the log-in to the Planning/Management Workstation by typing /tools/bin/ssh
hostname (e.g., eOpls03, gOpls01, 10pls02, or NnOpls02) in the new window then press the
Return/Enter key.

a. If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key "<user@localhost>" appears; continue
with Step 5.

b. If you have not previously set up a secure shell passphrase; go to Step 6.
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If a prompt to Enter passphrase for RSA key ‘<user@localhost>" appears, type your
Passphrase then press the Return/Enter key.

a.

Goto Step 7.

At the <user@remotehost>’s password: prompt type your Password then press the
Return/Enter key.

In the terminal window, at the command line prompt, enter:
cd /usr/ecs/<MODE>/CUSTOM/utilities

a.

b.

<MODE> identifies the current operating mode

1. TS1 - Science Software Integration and Test (SSI&T)

2. TS2 - New Version Checkout

3. OPS - Normal Operations

“utilities” is the directory containing the Resource Planning scripts.

Set the necessary environment variables by entering:
setenv ECS_HOME /usr/ecs/

a.
b.

Application home environment is entered.
When logging in as a system user (e.g., cmshared), the ECS_HOME variable may be
set automatically so it may not be necessary to set it manually.

Enter ECPIRpAIIStart <MODE> <application_id>

a.
b.

The Resource Planning background processes are launched.

The application_id or MSGSRV _ID is a number from 1 to 5. It identifies the
message service in use so messages can be directed to the proper message handler
GUI. Consequently, it is a good idea to use the same application_id consistently
during a resource planning session.

Enter EcPIRpSiStart <MODE> <application_id>

a.
b.

The Resource Scheduler is launched.

The Resource Scheduler Graphical User Interface (GUI) is accessed. The GUI
displays the Resource Reservation List, activity type, and a series of buttons that
enable the following operations:

1. New... Create a resource reservation request. (Section 12.3.2)

2. Modify... Edit or review the details of an existing resource reservation
request. (Section 12.3.3)

3. Approve Used to indicate that the resource reservation request(s) has (have)

been validated and a draft resource plan can be created. Clicking on this button
causes the Planning Subsystem to determine whether there are conflicts between
this resource reservation and other reservations. The Planning Subsystem detects
conflicts and reports them to the operator. (Section 12.3.5)

4. Commit globally Commit all “approved” resource reservations; at this point
the ground events will be accessible by the production planning software.
(Section 12.3.6)

5. TimeLine Display a timeline-oriented view of the resource plan.
(Section 12.3.7)

6. ReportThe Report option is disabled. The reports have been deleted from the
system requirements.
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Table 12.3-1. Launch the Resource Scheduler - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Log in to the ECS System using secure shell enter text, press Enter
2 Enter cd /usr/ecs/<MODE>/CUSTOM/utilities enter text, press Enter
3 Set the environment variables enter text, press Enter
4 Enter EcCPIRpAIIStart <MODE> enter text, press Enter
<application_id>
5 Enter EcPIRpSiStart <MODE> <application_id> | enter text, press Enter

12.3.2 Create a Resource Reservation Request

Table 12.3-2 presents (in a condensed format) the steps required to create a Resource
Reservation Request. If you are already familiar with the procedures, you may prefer to use this
quick-step table. If you are new to the system, or have not performed this task recently, you
should use the following detailed procedures.

1 Launch the Resource Scheduler GUI by executing Steps 1-10 of Section 12.3.1 (if the |
GUI is not currently running) then continue with the following steps.

2 From the Resource Scheduler GUI, click on the New... button to access the Resource
Reservation Request Edit/Definition GUI.

3 Enter Resource Request Identification Information into the displayed fields. Press [TAB]

to move from field to field. NOTE: Data that is system-generated is identified.

a. Request Name  User-provided name for the resource request. (required)

b. Edited Date System-generated date of request entry.

c. Originator User-provided name of the authorized user preparing the resource
request.

d. Sponsor User-provided name of the individual who is to review and validate the
Resource Request; the subject-matter-expert. (required)

4 Enter Resource Scheduling Information into the displayed fields. Press [TAB] to move |
from field to field.
a. Activity Type  User-provided description of the type of activity; selected by the
user from a selection list of valid options. (required)
b. Priority User-provided priority for the activity. Use the slider to select the
appropriate priority on a scale from 0 to 100. 1 denotes the highest priority and 100
designates the lowest.

c. Description User-provided description of the activity for which the resource is
required. (required)
d. Resource... See Section 12.3.2.1, below. (required)

e. Interval... Not applicable to new resource reservation requests; may be applicable
when editing a resource reservation request. See Section 12.3.2.3, below.
(Section 12.3.2.2 related.)

5 Enter Duration Information into the displayed fields to define the period over which the
resource is required. Press [TAB] to move from field to field.
a. Start DateUser-provided start date of the resource request period. Enter in
MM/DD/YYYY format. (required)
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b. Start Time User-provided start time of the resource request. Enter in
hh:mm:ss format. (required)

c. Start Time User-provided start time of the resource request. Enter in
hh:mm:ss format. (required)

d. Stop Date User-provided stop date of the resource request period. Enter in
MM/DD/YYYY format. If a reservation is to be repeated over some frequency (see
below), the stop date specifies the end date in the date range of the reservation
request. (required)

e. Stop TimeUser-provided stop time of the resource request. Enter in hh:mm:ss
format. (required)

f. Frequency See Section 12.3.1.3, below. (Section 12.3.1.4 related.)

6 Enter comments concerning the resource reservation request in the Comment field.

7 After data is entered, click on the appropriate button(s):
a. Save to save data.
b. Clear to clear entries. Once cleared, the entries are deleted from the system.
c. Cancel to exit screen without saving the request.

8 The resource reservation must be “saved” prior to validating or rejecting. After the
request has been saved, it can then be validated or rejected. The selections Validated
and Rejected are further discussed in Section 12.3.3.

Table 12.3-2. Create a Resource Reservation - Quick-Step Procedures

Step What to Enter or Select Action to Take

1 Launch the Resource Scheduler GUI Use procedure in Section 12.3.1 |
2 New... button single-click

3 Resource identification information enter text, press tab

4 Resource scheduling information enter text, press tab |
5 Duration information enter text, press tab

6 Comments enter text, press tab

7 Save data single-click

8 Exit single-click

12.3.2.1 Selecting Resources...

Clicking on the Resource... button accesses a Resources Selection screen. The Request Name
is blank and is to remain empty when creating a new resource reservation request. This screen |
provides a pair of lists: Resources and Selected Resources. The Resources list itemizes
available resources. The Selected Resources list itemizes those resources that have been
selected for incorporation into the resource reservation. The user selects the desired resource(s)
and, using the arrow buttons, moves the resource(s) from one list to the other list.

1 Click on your selections in the list and click on the desired arrow to move resources
between the Resources and Selected Resources lists.

2 Click OK to save the selections and exit the screen.
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3 Click Cancel to exit the screen without saving changes.

12.3.2.2 Selecting Frequency

The Frequency option button provides the mechanism that allows the user to specify whether
the resource reservation request describes a one-time event or a recurring event. Clicking on
Frequency allows the user to specify options for periodic resource requests; that is, to specify
the frequency of occurrence of a repeating resource need. Several options for expressing the
frequency are available in the Frequency selection list box combined with a text field that
provides a qualifier (i.e., number of days) for the Every_? days selection only. The frequency |
specified defaults to Once to indicate that the resource need covers the entire time period
covered by “Start Time’ and “Stop Time’ (a single Start Date is required for this option only).
Other options are identified in Table 12.3-3. The dates generated are inserted in the Selected
Intervals list box, described in Section 12.3.2.3, below. |

12.3.2.3 Selecting Intervals...

The Interval... button provides the mechanism to tailor a Frequency-based request by
overriding selected intervals (Note: the initial resource reservation must be saved prior to
tailoring frequency-based requests.). Selecting the Interval... button, displays a secondary
screen that provides a pair of lists: Unselected Intervals and Selected Intervals. Unselected
Intervals lists the dates that will not be reserved for the reservation request. Selected Intervals
lists the dates that will be included for the request. The Selected Interval dates are automatically
generated by the system, based upon the Frequency option selected (see Section 12.3.2.2,
above). You can move them to or from the Unselected Intervals list to modify the automated
list. Dates are moved from one list to the other by selecting the dates and using the arrow keys.
The Request Name is also displayed.

1 Click on your selections and click on the desired arrow to move dates between the
Selected Intervals and Unselected Intervals lists.

2 Click OK to save your selections and exit the screen.

3 Click Cancel to exit the screen without saving changes.
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Table 12.3-3. Frequency Qualifiers

Frequency Text Result:
Quialifier:
Once -- The default. Resource reservation covering the period from the start
time and stop time for the start date specified.
Daily -- Resource reservation for every day, between the start date and end
date, for the start time and end time specified.
Weekly -- Resource reservation for every week occurring on the day specified

by the start date, repeated until the end date as specified.

Every 2 weeks

Resource reservation occurring biweekly on the day specified by the
start date, repeated until the end date as specified.

Monthly -- Resource reservation for every month on the start day of the month,
repeated until the end date as specified.

Mon_thru_Fri -- Resource reservation for every Monday through Friday, between the
start date and end date, for the start time and end time specified.

Mon_Wed_Fri -- Resource reservation for every Monday, Wednesday, and Friday,
between the start date and end date, for the start time and end time
specified.

Tues_Thurs -- Resource reservation for every Tuesday and Thursday, between the
start date and end date, for the start time and end time specified.

Every_?_days n Resource reservation for every n days, between the start date and
end date, for the start time and end time specified.

Weekend -- Resource reservation for every Saturday and Sunday, between the
start date and end date, for the start time and end time specified.

12.3.3 Edit a Resource Reservation Request

Table 12.3-4 presents (in a condensed format) the steps required to edit a Resource Reservation
Request. If you are already familiar with the procedures, you may prefer to use the quick-step
table. If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures:

1 Launch the Resource Scheduler GUI by executing Steps 1-10 of Section 12.3.1, if not |
currently running, then continue with the following steps.

2 From the Resource Scheduler GUI, single-click on the resource reservation requestto |
be modified.
3 Single-click on the Modify... button to access the Resource Reservation Request

Edit/Definition GUI. |

4 Make the modifications to affected fields. (See Section 12.3.2, above.)
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5 If appropriate at this time, single-click on either VValidated or Rejected.

a. Validated indicates that the reservation request is complete and ‘makes sense’; that
is, the request includes the appropriate resources consistent with the type of activity
that is being proposed.

b. Rejected indicates that the reservation request is rejected.

At this time, the Comment field may also be updated.
The Status field contains the status of the reservation request.
1. Status is system-generated based on user-input in other fields.

oo

6 After data is entered, single-click on the appropriate button(s):
a. Save to save data and exit screen.
b. Clear to clear entries. Once cleared, the entries are deleted from the system.
c. Cancel to exit screen.

Table 12.3-4. Edit a Resource Reservation Request - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch the Resource Scheduler GUI Use procedure in Section 12.3.1
2 Select the resource reservation request to be single-click

modified
3 Select the Modify... button single-click
4 Make modifications to affected fields Use procedure in Section 12.3.2
5 Select either the Validated button or the single-click
Rejected button, if applicable
6 Save changes single-click

12.3.4 Validate or Reject a Resource Reservation Request

All resource reservation requests must be validated and approved before scheduling. Validation
is the process whereby a request is checked for completeness, and its purpose is deemed
reasonable. After reviewing a resource reservation request, the Resource Planner may choose to
consult with appropriate DAAC staff or assign a staff member (Sponsor) to validate a request.
When the request is rejected, the status of the request is changed to "rejected™” on the screen.

Table 12.3-5 presents (in a condensed format) the steps required to validate or reject a Resource
Reservation Request. If you are already familiar with the procedures, you may prefer to use the
quick-step table. If you are new to the system, or have not performed this task recently, you
should use the following detailed procedures:

1 Launch the Resource Scheduler GUI by executing Steps 1-10 of Section 12.3.1, if not |
currently running, then continue with the following steps.

2 From the Resource Scheduler GUI, single-click on the resource reservation requestto |
be modified.

3 Single-click on the Modify... button to access the Resource Reservation Request Edit
GUI.
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4 Single-click on either Validated or Rejected.

a. Validated indicates that the reservation request is complete and ‘makes sense’; that
is, the request includes the appropriate resources consistent with the type of activity
that is being proposed.

b. Rejected indicates that the reservation request is rejected.

At this time, the Comment field may also be updated.
The Status field contains the status of the reservation request.
1. Status is system-generated based on user-input in other fields.

oo

5 After data is entered, single-click on the appropriate button(s):
a. Save to save data.
b. Clear to clear entries. Once cleared, the entries are deleted from the system.
c. Cancel to exit screen.

Table 12.3-5. Validate or Reject a Resource Reservation Request -
Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch the Resource Scheduler GUI Use procedure in Section 12.3.1
2 Select the resource reservation request to be single-click

modified
3 Select the Modify... button single-click
4 Select either the Validated button or the single-click
Rejected button, as appropriate
5 Save changes single-click

12.3.5 Approve a Resource Reservation Request

The Approve button is used when all reviews that are a part of the resource planning process
have taken place and there are no objections to the resource usage as described by the request.
Clicking on this button will verify that there are no conflicts between this resource reservation
and other reservations. If conflicts are detected, a screen will pop up listing the conflicts to be
addressed for resolution. Click OK to collapse the pop-up screen. Clicking on Approve
generates the pop-up screen again (if conflicts exist). Approval occurs after a request has been
validated and the event time is acceptable.

Table 12.3-6 presents (in a condensed format) the steps required to approve a Resource
Reservation Request. If you are already familiar with the procedures, you may prefer to use the
quick-step table. If you are new to the system, or have not performed this task recently, you
should use the following detailed procedures:

1 Launch the Resource Reservation GUI by executing Steps 1-10 of Section 12.3.1, then
continue with the following steps.

2 From the Resource Scheduler GUI, single-click on the resource reservation request to
be approved.

3 Single-click on the Approve button.
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a. If there are no resource conflicts resulting from the approval of the resource
reservation request, a pop-up dialogue box appears bearing the message, “Success to
approve reservation Name: [name].”

b. If there are resource conflicts resulting from the attempt to approve the resource
reservation request, a pop-up dialogue box appears indicating that the approval failed
and making reference to the Message Handler GUI for further information.

Single-click on the OK button to collapse the pop-up dialogue box.

a. If there are no resource conflicts to be resolved, the entry in the Status column of the
Resource Scheduler GUI indicates that the request is "Approved” (changes from
“Validated”). [End of procedure.]

b. If there are resource conflicts to be resolved, the entry in the Status column of the
Resource Scheduler GUI indicates that the request has "Conflicts" (changes from
“Validated”). [Continue with Step 5.]

If there are resource conflicts to be resolved, examine the information displayed on the

Resource Scheduler GUI.

a. Although the pop-up dialogue box makes reference to the Message Handler GUI for
further information, no relevant data seems to be displayed there. Therefore, it is
more appropriate to check for conflicts in the duration and frequency information for
the resource reservation requests displayed on the Resource Scheduler GUI. When
more than one resource reservation request is scheduled for the same date and time,
there may be a conflict (if the same resource is specified in the requests).

b. It may be necessary to examine individual resource reservation requests in detail. If
s0, use the procedure for Editing a Resource Reservation Request (Section 12.3.3).

If necessary, consult with the resource requester(s), Resource Manager and other
personnel to determine which resource reservation request(s) to modify or delete in order
to create a conflict-free resource plan.

If applicable, go to the procedure for Deleting a Resource Reservation Request
(Section 12.3.8) and delete resource reservation request(s) as necessary to resolve the
conflicts.

If applicable, go to the procedure for Editing a Resource Reservation Request
(Section 12.3.3) and modify/validate resource reservation request(s) as necessary to
resolve the conflicts.

If applicable, return to Step 2 to approve a modified resource reservation request.
a. The modified procedure must have been “validated.” If necessary, refer to the
procedure for Validating or Rejecting a Resource Reservation Request

(Section 12.3.4).

From the File menu, select Exit.
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Table 12.3-6. Approve a Resource Reservation Request - Quick-Step Procedures |

Step What to Enter or Select Action to Take
1 Launch the Resource Scheduler GUI Use procedure in Section 12.3.1
2 Select the resource reservation request to be single-click

approved
3 Select the Approve button single-click
4 Select the OK button single-click
5 If there are resource conflicts to be resolved, observe

examine the information displayed on the
Resource Scheduler GUI

6 Resolve conflicts as necessary Use procedures in Sections 12.3.8 and

12.3.3

7 Select File - Exit single-click

12.3.6 Commit Resource Reservation Requests

Clicking on the Commit globally button commits all approved reservation requests and makes
them accessible to Production Planning.

Table 12.3-7 presents (in a condensed format) the steps required to commit a Resource
Reservation Request. If you are already familiar with the procedures, you may prefer to use the
quick-step table. If you are new to the system, or have not performed this task recently, you
should use the following detailed procedures:

1 Launch the Resource Scheduler GUI by executing Steps 1-10 of Section 12.3.1, then |
continue with the following steps.

2 From the Resource Scheduler GUI, single-click on the Commit globally button. |
a. Status shows Committed for all previously Approved requests.

3 From the File menu, select Exit.

Table 12.3-7. Commit Resource Reservation Requests - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch the Resource Scheduler GUI Use procedure in Section 12.3.1
2 Select the Commit globally button single-click
3 Select File - Exit single-click

12.3.7 Review the Resource Timeline

The Resource Planning utilities allow the user to view the Resource Plan as a timeline.
Table 12.3-8 presents (in a condensed format) the steps required to review the Resource
Timeline. If you are already familiar with the procedures, you may prefer to use the quick-step
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table. If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures:

1 Launch the Resource Scheduler GUI by executing Steps 1-10 of Section 12.3.1, then |
continue with the following steps.

2 From the Resource Scheduler GUI single-click on the Timeline button. |
a. The Resource Timeline GUI is displayed.
b. The display represents a set of resources, arranged along the left side of the screen

and some period of time as indicated across the top edge of the screen.

c. The use of a resource over a period of time is represented by one or more ‘resource
reservation’ bars across the screen.

d. A bar represents a time period during which a resource reservation has been planned
for the resource.

1. Each bar has the name of the resource reservation and a brief description.

2. For time periods during which a reservation has not been placed against a
resource, that resource is planned for use by a default activity, e.g., science
processing computers will be used for science processing unless a reservation has
been placed against that resource .

3. Scroll bars allow scrolling up and down through the full list of resources and left
and right in time.

3 Adjust the Resource Timeline window size and the view of the timeline as necessary
using the mouse.
a. Grab a corner of the timeline window with the cursor and resize the window as
desired.
b. Scroll up or down through the full list of resources.
c. Scroll left or right to go backward or forward in time.

4 If a different time scale (start and end dates and times) is desired, perform Steps 5
through 7; otherwise, go to Step 8.

5 Select Display — Change Time Scale from the pull-down menu:
a. The plan window edit window is displayed.

6 Type date and time for the desired start and end times (in DD MMM YYYY hh:mm:ss
format) in the Plan Win Start and Plan Win End fields of the plan window edit
window.

7 When the appropriate date and time have been entered, click on the appropriate button
from the following selections:
a. OK - to accept the changes and dismiss the plan window edit window.
b. Apply - to accept the changes without dismissing the plan window edit window.
c. Cancel - to cancel the changes and dismiss the plan window edit window.

8 If a different time span is desired, click and hold on the Show option button and select
(highlight then release the mouse button) the desired time span from the option menu that
is displayed:

a. 1lhr
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10

11

12

13

14

15

16

17

18

19

4 hr

8 hr

12 hr

24 hr

48 hr

4 day

1 week
2 week

1 month
full scale

T mSQ oo ooT

If no resources are displayed on the GUI or if different resources should be displayed,
perform Steps 10 through 14; otherwise, go to Step 15.

Select Display —» Change resources from the pull-down menu:
a. The Resource edit window is displayed.

If adding resource(s) from the Available Resources list to the Viewed Resources list,
select (highlight) the resource(s) to be added, then click on the Add button to move the
resource(s) to the Viewed Resources list.

a. Highlighted resource(s) appear(s) on the Viewed Resources list.

If deleting resource(s) from the Viewed Resources list, select (highlight) the resource(s)
to be removed, then click on the Del button to remove the resource(s) from the Viewed
Resources list.

a. Highlighted resource(s) disappear(s) from the Viewed Resources list.

If changing the order in which resources are listed in the Viewed Resources list, select
(highlight) the resource to be moved, then click on the up or down arrow as necessary to
reposition the selected resource.

a. Highlighted resource changes position in the Viewed Resources list.

When the Viewed Resources list contains the desired set of resources, click on the
appropriate button from the following selections:

a. OK - to accept the changes and dismiss the Resource edit window.

b. Apply - to accept the changes without dismissing the Resource edit window.
c. Cancel - to cancel the changes and dismiss the Resource edit window.

If different color coding of the timeline is desired, perform Steps 16 through 20;
otherwise, go to Step 21.

Select Display —» Change colors from the pull-down menu:
a. The Color Selections window is displayed.

Click on the name of one of the resource reservations to be recolored.
a. The resource reservation is highlighted.

Click on the desired color (in the color palette) to be applied to the highlighted resource
reservation.

Repeat Steps 17 and 18 as necessary.
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20 When the appropriate color changes have been made, click on the appropriate button
from the following selections:
a. OK - to accept the changes and dismiss the Color Selections window.
b. Apply - to accept the changes without dismissing the Color Selections window.
c. Cancel - to cancel the changes and dismiss the Color Selections window.
21 Observe the resource reservation information displayed on the Resource Timeline GUI.
22 Repeat the previous steps as necessary.
23 If it becomes necessary to exit from the timeline GUI, select File - Quit from the pull-
down menu.
Table 12.3-8. Review the Resource Timeline - Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Launch the Resource Scheduler GUI Use procedure in Section 12.3.1
2 Select the Timeline button single-click
3 Select Display —» Change Time Scale window | single-click
4 Enter plan window start date and time enter text
5 Enter plan window end date and time enter text
6 Select Ok single-click
7 Select time span single-click
8 Select Display -~ Change Resources single-click
9 Select resources to be viewed single-click resources
10 | Select Add single-click
11 | Select viewed resource to be reordered single-click resource
12 | Reorder viewed resources using up/down arrows | single-click
13 | Select Ok single-click
14 | Select Display — Change Colors single-click
15 | Select resource reservation single-click
16 | Select new color for resource reservation single-click
17 | Select Ok single-click
18 | Observe the resource reservation information observe
19 | Select File - Quit to quit the timeline single-click

12.3.8 Delete a Resource Reservation Request

Table 12.3-9 presents (in a condensed format) the steps required to delete a resource reservation
request. If you are already familiar with the procedures, you may prefer to use the quick-step
table. If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures:
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1 Launch the Resource Scheduler GUI by executing Steps 1-10 of Section 12.3.1, then |
continue with the following steps.

2 From the Resource Scheduler GUI, highlight (click on) the resource reservation request |
you want to delete.

3 Select Delete from the File menu.

a. Status shows "Deleted" for the selected request. The resource reservation request is
not removed from the database at this point and is available for future reporting but
will have no impact on resource planning. Resource reservations are removed from
the Resource reservations (PDPS) database through routine database maintenance
activities.

4 To exit, select Exit from the File menu.

Table 12.3-9. Delete a Resource Reservation Request - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 | Launch the Resource Scheduler GUI Use procedure in Section 12.3.1 |
2 Select the resource reservation request to be single-click
deleted
3 Select File - Delete single-click
4 Select File - Exit single-click

12.4 Shut Down Resource Planning Applications

When resource planning activities have been completed, the Message Handler, System Name
Server, and Resource Model should be shut down to eliminate unneeded processes and allow
other operators to gain access to the resource planning applications. If any of the three processes
remains active, it is likely to interfere with subsequent attempts to launch resource planning
applications.

Shutting down resource planning applications starts with the assumption that the Resource
Editor GUI and the Resource Scheduler GUI have been launched and the GUIs are currently |
being displayed.

Table 12.4-1 presents (in a condensed format) the steps required to shut down resource planning
applications. If you are already familiar with the procedures, you may prefer to use the quick-
step table. If you are new to the system, or have not performed this task recently, you should use
the following detailed procedures:

1 To quit the Resource Editor GUI when resource planning activities have been completed |

select File — Exit from the GUI’s pull-down menu.
a. The Resource Editor GUI disappears. |

2 To quit the Resource Scheduler GUI when resource planning activities have been |
completed select File - Exit from the GUI’s pull-down menu.
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a.

b.

The Resource Scheduler GUI disappears unless there are resource reservation
requests with a status of “approved”.

If there are any resource reservation requests with a status of “approved” listed on the
Resource Scheduler GUI, a Close Application pop-up dialogue box is displayed
with a message “Status of the listed reservations” and a list of the resource reservation
requests with “approved” status.

If the Close Application pop-up dialogue box is displayed, click on the appropriate
button from the following selections:

a.
b.

Ok - to quit the Resource Scheduler GUI and dismiss the dialogue box.
Cancel - to dismiss the dialogue box and return to the Resource Scheduler GUI.

After quitting the Resource Editor/Resource Scheduler GUI(s) click in the UNIX
window used to start the resource planning applications.

Type EcPIRpSlayAll <MODE> <application_id> then press Return/Enter to shut
down the Message Handler, System Name Server, and Resource Model.

a.

The Message Handler GUI disappears.

Type ps -ef | grep <MODE> then press Return/Enter to obtain a list of active
processes in the specified mode.

a.
b.

A list of active processes in the specified mode is displayed.
If an error message is received when ps -ef | grep <MODE> is entered, type
ps -auxwww | grep <MODE> then press Return/Enter.

Examine the list of processes running in the specified mode to determine whether the
Message Handler, System Name Server, and Resource Model processes have actually
been shut down.

a.

None of the following processes should be active:
EcPIRpRe

EcPIRpSI

EcPIRpTI

EcPIMsh

EcPISns

EcPIRpRm

ISR

If any of the specified processes [especially the Message Handler, System Name Server,
and/or Resource Model process(es)] is/are still active, type

kill -15 process_id1 [process_id2] [process_id3] [...]

to terminate the active process(es).

Repeat Steps 6 through 8 as necessary.
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Table 12.4-1. Shut Down Resource Planning Applications -
Quick-Step Procedures

Step What to Enter or Select Action to Take

1 Select File - EXxit to quit the Resource Editor single-click |
GUI

2 Select File - Exit to quit the Resource single-click |
Scheduler GUI

3 Select OK single-click

4 Select the UNIX window single-click

5 Enter EcPIRpSlayAll <MODE> enter text, press Enter
<application_id>

6 Enter ps -ef | grep <MODE> enter text, press Enter

7 Verify that the resource planning processes have | observe
actually been shut down

8 Enter kill -15 process id1 [process id2] enter text, press Enter

[process id3] [...]
to terminate active process(es)
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13. Production Planning

The Planning Subsystem is responsible for supporting site operations in developing a production
plan based on locally defined strategy. Production Planning involves creation of Production
Requests using the Production Request Editor and the scheduling of the Production Requests
using the Production Workbench. The Production Planner issues commands to initiate plan

creation

and plan activation.

The Planning Subsystem submits Data Processing Requests (DPRs). A DPR has the information
needed by Processing, including Product Generation Executive (PGE)-related information. Each
DPR defines a set of related processing jobs.

13.1 Production Request Editor

From the Production Request Editor, the Production Planner can create new production requests,
modify or delete production requests, and review or delete data processing requests.

Each procedure outlined has an Activity Checklist table that provides an overview of the task to
be completed. The outline of the Activity Checklist is as follows:

Column
Column
Column

Column

one - Order shows the order in which tasks should be accomplished.

two - Role lists the Role/Manager/Operator responsible for performing the task.
three - Task provides a brief explanation of the task.
four - Section provides the Procedure (P) section number or Instruction (I) section

number where details for performing the task can be found.

Column

five - Complete? is used as a checklist to keep track of which task steps have been

completed.

The following Activity Checklist, Table 13.1-1, provides an overview of the Production Planning

process.
Table 13.1-1. Production Request - Activity Checklist

Order Role Task Section Complete?
1 Production Planner | Launch the Production Request Editor (P)13.11

2 Production Planner | Create New Production Request (P) 13.1.2

3 Production Planner | Edit/Modify Production Request (P) 13.1.3

4 Production Planner | Delete Production Request (P) 13.1.4

5 Production Planner | Review Data Processing Requests (P) 13.15

6 Production Planner | Delete DPRs (P) 13.1.6

7 Production Planner | Re-Generate Granules Affected by Loss | (P) 13.1.7

of Files from the Archive
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NOTE: The procedures that follow are written under the assumption that PGEs have been
previously created and are available for use with the same rule criteria that you
are attempting to use.

13.1.1 Launch the Production Request Editor

The Production Request Editor is invoked from a UNIX command line prompt. Table 13.1-2
presents (in a condensed format) the steps required to launch the Production Request Editor. If
you are already familiar with the procedures, you may prefer to use this quick-step table. If you
are new to the system, or have not performed this task recently, you should use the following
detailed procedures.

1 At the UNIX command line prompt enter:

xhost <hostname>

a. <hostname> refers to the host on which GUI is to be launched during the current
operating session. Multiple hostnames can be specified on the same line.
b. The use of xhost + is discouraged because of a potential security problem.

2 In the Terminal window, at the command line prompt, enter:

setenv DISPLAY <clientname>:0.0

a. Use either the X terminal/workstation IP address or the machine-name for the
clientname.

b. When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.

3 Open another UNIX (terminal) window.

4 In the terminal window, at the command line prompt, start the log-in to the
Planning/Management Workstation by entering:
/tools/bin/ssh <hostname>

a. Examples of hostnames include eOpls03, gOpls01, 10pls02, nOplsO2.

b. If you receive the message, “Host key not found from the list of known hosts. Are
you sure you want to continue connecting (yes/no)?” enter yes (*y” alone will not
work).

c. If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key "<user@localhost>" appears; continue
with Step 5.

d. If you have not previously set up a secure shell passphrase, go to Step 6.

5 If a prompt to Enter passphrase for RSA key '<user@localhost>" appears, enter:

<Passphrase>
a. Goto Step?7.

6 At the <user@remotehost>’s password: prompt enter:
<Password>
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7 In the terminal window, at the command line, enter:

cd /usr/ecs/<MODE>/CUSTOM/utilities

a. <MODE> is current mode of operation.
1. TS1 - Science Software Integration and Test (SSI&T)
2. TS2 - New Version Checkout
3. OPS - Normal Operations
b. *“utilities” is the directory containing the Planning Subsystem start-up scripts.

8 Set the application environment variables by entering:

setenv ECS_HOME /usr/ecs/

a. Application home environment is entered
b. When logging in as a system user (e.g., cmshared), the ECS_HOME variable may be
set automatically so it may not be necessary to set it manually.

9 Start the Production Request Editor by entering:

EcPIPRE_IFStart <MODE>
a. The Production Request Editor is launched.

Table 13.1-2. Launch the Production Request Editor - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Log in to the Planning host using secure shell enter text, press Enter
2 Enter cd /usr/ecs/<MODE>/CUSTOM/utilities enter text, press Enter
3 Set environment variables if necessary enter text, press Enter
4 Enter EcCPIPRE_IFStart <MODE> enter text, press Enter

13.1.2 Create New Production Request

The process of creating a new Production Request begins with the Production Planner starting
the Production Request Editor GUI. The Production Planner specifies the PGE, duration, and
comments for the new Production Request.

PRODUCTION RULES: Production Rules provide templates for Instrument Teams to
describe the relationship(s) between PGEs and their input and output data. The assumption of
this documentation is that the user has knowledge of the specific production rules under which
the PGE was created. Listed below is a sampling of the available production rules.

Basic Temporal Input times = output times
Advanced Temporal Input and output temporal ranges can be different.
Alternate Inputs PGE is run with different inputs based on the availability of

various alternate input data sets.

Optional Inputs PGE is run with specified optional inputs if available;
otherwise, PGE is run without them.
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Min/Max Granules Minimum number of input granules needed for full data
coverage and maximum number of input granules to search
for may be specified. Minimum and maximum number of
outputs expected from the PGE may be specified.

Optional DPRs The only DPRs executed are those for which the non-
routine key input data actually become available (i.e., are
either produced in data processing or can be acquired from
the archive).

Intermittent Activation Every n" DPR is activated; all other DPRs are skipped.
Metadata Checks Run DPR only if metadata value(s) meet certain criteria.
Metadata Query Input granule selection is based on metadata value(s).

Data Day Input data selection is based on Data Day.

Spatial Query Select input(s) on the basis of the spatial coverage of

another input (i.e., the key input).

Tiling Input data is chosen on the basis of Instrument Team-
defined tiles (geographic areas).

Closest Granule DPR is generated if a required input granule within a
particular time range (rather than an exact time) is
available; otherwise, no DPR is generated. (Supersedes the
Most Recent Granule Production Rule)

Orbital Processing Selection of input times is based on orbit information.

Table 13.1-3 presents (in a condensed format) the steps required to create a new production
request. If you are already familiar with the procedures, you may prefer to use the quick-step |
table. If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures.

1 Launch the Production Request Editor (refer to Section 13.1.1).
a. The Production Request Editor GUI is displayed.

2 Select the Production Request Editor by single-clicking on the PR Edit tab.
a. The PR Edit GUI page is presented.

NOTE: If the GUI is unresponsive, always check to see if a prompt window is hidden
behind the main GUI waiting for a response. Respond to the window, then
continue with the Production Request Editor GUI.

3 Single-click and hold the PR Type option button to display a menu of types of
production requests, move the mouse cursor to the desired selection (highlighting it), then
release the mouse button.

a. The following production request types are listed:
1. Routine.

13-4 611-CD-500-001



2. On-Demand [not currently available for selection].
3. Reprocessing.
4. Ad-hoc Reprocessing.

NOTE: The PR Name and Origination Date fields will be filled automatically when the

10

11

Production Request is saved at the end of the procedure. (You do not need to fill
in these fields.)

Enter <username> or actual name for the Originator.

Single-click the Priority field and enter the <Priority>, then press Tab.

a. Enter a number in the range of one (1) to ten (10).
1. One (1) has the highest priority; ten (10) has the lowest priority.

b. The Priority field specifies the User-Selected Priority to be included in the Data
Processing Request(s) that result(s) from the Production Request.

c. User-Selected Priority is subsequently weighted according to the value specified in
the Production Strategy selected from the Planning Workbench when a Production
Plan is created using the Production Request.

Single-click the PGE... button.
a. The PGE GUI is displayed.

Select the desired PGE by single-clicking on the PGE.
a. The desired PGE is highlighted.

Single-click the Ok button.

a. The PR Edit GUI is displayed.

b. The following fields are automatically filled:
Satellite Name.

Instrument Name.

PGE Name.

PGE Version.

Profile ID.

agrwNE

Select PGE Parameters... button.

a. The PGE Parameters GUI is displayed.

b. PGE parameter data are displayed in a table that has the following columns:
Parameter Name.

Logical Id.

Default Value.

Override Value.

Description.

arwNE

Select the parameter (if any) with the default value to be changed by single-clicking on
the Parameter Name row.

a. The parameter row is highlighted.

b. Only the default values can be modified.

c. Modify parameter values when and as directed by the customer (e.g., MODIS) only.

Enter the desired value in the Parameter Mapping field and press Return.

a. The new value is displayed in the Override Value column.
b. Repeat Steps 10 and 11 to modify additional parameters (if applicable).
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12 Single-click on the Ok button to approve the changes.
a. The PR Edit GUI is displayed.

**The procedures that follow involve the implementation of specific
PRODUCTION RULES.**

MODIS uses 1) Temporal Rules, to include Basic and Advanced Temporal specifications,
2) Orbit-Based Activation and
3) Period/Calendar Specification,
4) Conditional Activation,
5) Additional inputs and
6) DataBase Query.

ASTER uses both Temporal Rules, Basic and Advanced Temporal specifications. In addition,
ASTER routine processing makes use of the Optional DPRs Production Rule to schedule
and execute ASTER PGEs for new data that have been archived. The Production
Planner specifies the insertion time range (i.e., the time period when the desired data
were archived) as opposed to the collection time (when the satellite instrument gathered
the data).

MISR has primarily “orbit™ based PGEs.

Multiple “production rules” can be combined to complete a PR, however, Temporal- and Orbit-
based rules cannot be combined.

To execute either a Basic or Advanced Temporal Production Rule, you must complete Steps 1-
12, specified above in 13.1.2. and specify date and time information for processing (Steps 28 and
29). Then continue processing with Step 33, etc. as necessary.

METADATA-BASED PRODUCTION RULE
13 If the PGE is subject to a metadata-based production rule and the value(s) to be checked

need(s) to be changed, single-click on the Metadata Checks... button, perform Steps 14

through 18 as applicable; otherwise go to Step 19.

a. The MetadataChecks GUI page is displayed.

b. The MetadataChecks GUI has an InputDataType window that lists the input data
types for the PGE.

c. Inaddition, the MetadataChecks GUI has a metadata checks (MetaDataField-
Operator-Value-Type) window in which there is a table that lists the following
information concerning each metadata check:

1. MetaDataField.
2. Operator.

3. Value.

4. Type.

d. [Initial values for metadata checks are entered during SSI&T; however, it is possible to
modify the values using the MetadataChecks GUI when creating a production
request.

1. Modify metadata check values when and as directed by the customer (e.g.,
MODIS) only.

14 If it is necessary to change any value(s) for metadata checks, select an input data type
with a value to be changed by single-clicking on the corresponding row in the
InputDataType window.

a. The input data type row is highlighted.
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15

16
17

18

b. The metadata check information for the highlighted input data type is displayed in the
MetaDataField-Operator-Value-Type window.

Select (highlight) a metadata field with a comparison value to be changed by single-

clicking on the corresponding row in the MetaDataField-Operator-Value-Type

window.

a. The metadata field row is highlighted in the MetaDataField-Operator-Value-Type
window.

b. The identity of the metadata field is displayed in the MetaDataField window.

Enter the new value for the metadata check in the Value field.

Single-click on the appropriate button from the following selections:
a. OK - to approve the new value and dismiss the MetadataChecks GUI.
1. The Production Request - PR Edit GUI is displayed.
2. Goto Step 19.
b. Apply - to approve the new value without dismissing the MetadataChecks GUI.
1. Goto Step 18.
c. Cancel - to return to the Production Request - PR Edit GUI without saving the new
value.
1. The Production Request - PR Edit GUI is displayed.
2. Goto Step 19.

If any additional value(s) to be checked need to be changed, repeat Steps 14 through 17
as necessary.
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19

20

21

22

23

ALTERNATE INPUTS PRODUCTION RULE

If the PGE is subject to the Alternate Inputs Production Rule and the timer settings or

the order of alternate inputs need to be changed, single-click on the Alternate Input

Values... button and perform Steps 20 through 25 as applicable; otherwise go to Step 26.

a. The AlternatelnputValues GUI page is displayed.

b. The AlternatelnputValues GUI has an AlternateListName window that lists the
applicable alternate inputs.

c. Inaddition, the AlternatelnputValues GUI has an alternate input (Order-
DataType-LogicallD-Timer) window in which there is a table that lists the
following information concerning each alternate input:

1. Order.
2. DataType.
3. LogicallD.
4. Timer.

d. The initial set-up for alternate inputs is entered during SSI&T; however, it is possible
to modify the set-up using the AlternatelnputValues GUI when creating a
production request.

If it is necessary to change timer settings or the order of alternate inputs, first select

(highlight) an alternate input to be changed by single-clicking on the corresponding row

in the AlternateListName window.

a. The alternate input row is highlighted.

b. Information concerning the highlighted alternate input is displayed in the Order-
DataType-LogicallD-Timer window.

Select (highlight) an alternate input with timer settings or the order of alternate inputs to

be changed by single-clicking on the corresponding row in the Order-DataType-

LogicallD-Timer window.

a. Alternate input row is highlighted in the Order-DataType-LogicallID-Timer
window.

b. The data type of the alternate input is displayed in the DataType field.

If it is necessary to change the order of alternate inputs, single-click on the up/down
arrow buttons adjacent to the Order-DataType-LogicallD-Timer window as necessary
until the highlighted alternate input has the proper order listed in the Order column of
the window.

a. If necessary, repeat Steps 21 and 22 to change the order of additional alternate inputs.

If the timer setting for an alternate input is to be modified, verify that the alternate input

with the timer setting to be changed has been highlighted then enter the new timer setting

in the Timer fields.

a. Another method of changing timer settings (other than typing the numbers) is to
single-click in each of the timer fields in turn and click on the up/down buttons
adjacent to the Timer fields until the correct time is indicated.
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24 Single-click on the appropriate button from the following selections:

a. OK - to approve the new alternate input setting(s) and dismiss the
AlternatelnputValues GUI.
1. The Production Request - PR Edit GUI is displayed.
2. Goto Step 26

b. Apply - to approve the new alternate input setting(s) without dismissing the
AlternatelnputValues GUI.
1. Goto Step 25.

c. Cancel - to return to the Production Request - PR Edit GUI without saving the new
alternate input setting(s).
1. The Production Request - PR Edit GUI is displayed.
2. Goto Step 26.

25 If any additional alternate input setting(s) need to be changed, repeat Steps 20 through 24 |
as necessary.

ASTER routine processing makes use of the Optional DPRs Production Rule to schedule and
execute ASTER PGEs for new data that have been archived. The Production Planner
specifies the insertion time range (i.e., the time period when the desired data were
archived) as opposed to the collection time (when the satellite instrument gathered the
data).

26 Single-click on either the Collection Time or Insertion Time button (as applicable) if
data are to be processed on the basis of time (rather than orbit or tile).
a. Normally the Collection Time (time when the data were collected by the instrument
on the satellite) is used for specifying what data are to be processed.
b. The Insertion Time option is available primarily for ASTER processing to allow the
generation of DPRs for all data contained on an ASTER tape received from the
ASTER Ground Data System (GDS).

TIME- OR ORBIT-BASED PROCESSING?
27 Single-click on either the UTC Time (Coordinated Universal Time) button or the Orbit
button, depending on whether data to be processed is specified by time or orbit.
a. If UTC Time is selected, go to Step 28.
b. If Orbit is selected go to Step 31.

TEMPORAL PRODUCTION RULES
28 Enter the desired data start date and time (in MM/DD/YYYY hh:mm:ss format) in the
Begin fields.
a. As data are entered in each field the cursor automatically advances to the next field. |
b. Another method of entering date and time (other than typing the numbers) is to
single-click in each of the date/time fields in turn and click on the up/down buttons |
adjacent to the date/time fields until the correct date/time is indicated.

29 Enter the desired data end date and time (in MM/DD/YYYY hh:mm:ss format) in the End |
fields.

TILING PRODUCTION RULE
30 If the Tiling Production Rule applies, enter the tile identification in the Tile Id field.
a. Goto Step 33.

ORBITAL PROCESSING PRODUCTION RULE
31 If the Orbital Processing Production Rule applies, enter the number of the first orbit of
data to be processed in the From field.
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32

33

34
35
36

37

38
39

40

41

If the Orbital Processing Production Rule applies, enter the number of the last orbit of
data to be processed in the To field.

INTERMITTENT ACTIVATION PRODUCTION RULE

If the Intermittent Activation Production Rule applies, enter the number of DPRs to skip

in the Skip field.

a. If the Intermittent Activation Production Rule applies, perform Steps 34 and 35.
b. If the Intermittent Activation Production Rule does not apply, go to Step 36.
Enter the number of DPRs to keep in the Keep field.

If the first DPR is to be skipped, single-click on the SkipFirst button.

Enter any relevant comments in the Comments field.

Select Save As from the File pull-down menu (File - Save As).
a. The File Selection window is displayed.

Enter a file name for the production request in the Selection field.
Single-click on the OK button to save the production request.

a. The production request is saved and the corresponding DPR(S) is/are generated.
b. The PR Name and Origination Date fields are automatically updated.

Select File - New to clear the entries on the Production Request Editor GUI.
a. Return to Step 3 to create another new PR.

Select File - Exit to exit the Production Request Editor.

Table 13.1-3. Create New Production Request - Quick-Step Procedures**

Step

What to Enter or Select Action to Take

=

Launch Production Request Editor GUI Use procedure in Section 13.1.1

Select PR Edit tab single-click

Select PR Type single-click

Enter <originator> press Tab

Enter <Priority> press Tab

Select PGE... button single-click

Select PGE single-click

Select Ok single-click

Ol |N|oco|jo|R|wWIN

Enter characteristics (timeftile/orbit) of data to be | enter text
processed

=Y
o

Open PRE file selection window (File - Save | single-click
As)

11

Enter <PR file name> enter text

12

Select Ok single-click

**Production Rules are not addressed in these Quick-Step Procedures.
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13.1.3 Edit/Modify Production Request

Edits or modifications to a previously created production request result in a new production
request. The new production request must be saved with a new name.

Table 13.1-4 presents (in a condensed format) the steps required to edit/modify a production
request. If you are already familiar with the procedures, you may prefer to use this quick-step
table. If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures.

1

10

11
12

Launch the Production Request Editor by performing procedure 13.1.1.
a. The Production Request Editor GUI is displayed.

Single-click on the PR Edit tab.
a. The PR Edit GUI page is displayed.

Select File - Open from the pull-down menu to display a list of Production Requests
from which to select the PR to be opened..
a. A list of Production Requests is displayed in the File Selection window.

Select (highlight) the PR to be edited/modified by single-clicking on the corresponding
PR name in the list of PRs.

Single-click on the OK button.
a. The PR information appears in the PR Edit GUI.

Modify the Priority, then press Tab.

a. Enter a number in the range of one (1) to ten (10).
1. One (1) has the highest priority; ten (10) has the lowest priority.

b. The Priority field specifies the User-Selected Priority to be included in the Data
Processing Request(s) that result(s) from the Production Request.

c. User-Selected Priority is subsequently weighted according to the value specified in
the Production Strategy selected from the Planning Workbench when a Production
Plan is created using the Production Request.

Select PGE Parameters... button.
a. The PGE Parameters GUI displays.

Select the parameter to be modified by single-clicking on the Parameter Name row.
a. The parameter row is highlighted.

Enter the desired value in the Parameter Mapping field.
a. Single-click ENTER and the value in the Override Value column is updated.
**Some PGEs may NOT have modifiable default parameters.

Single-click on the Ok button to approve the changes.
a. The Production Request Editor GUI is displayed.

Modify MM/DD/YYYY for Duration Start Date, then press Tab.

Modify hh:mm:ss for Duration Start Time, then press Tab.
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13 Modify MM/DD/YYYY for Duration End Date, then press Tab.
14 Modify hh:mm:ss for Duration End Time, then press Tab.
15 Modify Comments.
16 Select File - Save As for a modified Production Request.
a. File Selection Window appears.
17 Enter new PR name in Selection field.
a. Production Request is named. *Must change name.*
18 Single-click on the Ok button.

a. Production Request is saved.

b. Message appears stating that PR was successfully saved to the database.
c. Messages appear stating that the PR has been exploded into DPRs.

Table 13.1-4. Edit/Modify Production Request - Quick-Step Procedures (1 of 2)

Step What to Enter or Select Action to Take
1 Launch Production Request Editor Use procedure in Section 13.1.1
2 Select File - Open single-click
3 Select PR Name single-click
4 Select OK single-click
5 Select PR Edit single-click
6 Modify Priority enter number
7 Select PGE... button single-click
8 Select desired PGE single-click
9 Select OK single-click
10 Select PGE Parameters...button single-click
11 Select Parameter single-click
12 Enter parameter value enter text, press Return
13 Select OK single-click
14 Enter Duration Start Date enter text, press Tab
15 Enter Duration Start Time enter text, press Tab
16 Enter Duration End Date enter text, press Tab
17 Enter Duration End Time enter text, press Tab
18 Modify Comment enter text
19 Select File - Save As single-click
20 Enter <PR file name> enter text
21 Select Ok single-click

13.1.4 Delete Production Request

Production Requests can be deleted if necessary. Table 13.1-5 presents (in a condensed format)
the steps required to delete Production Requests. If you are already familiar with the procedures,
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you may prefer to use this quick-step table. If you are new to the system, or have not performed
this task recently, you should use the following detailed procedures.

1 Launch the Production Request Editor (refer to Section 13.1.1).
a. The Production Request Editor GUI is displayed.

2 Single-click on the PR List tab.
a. The PR List GUI is presented.
b. A list of Production Requests is displayed.

3 Single-click on the Production Request to be deleted.
a. The Production Request to be deleted is highlighted.

4 Select Edit - Delete.
a. A dialog box is displayed requesting confirmation of the decision to delete the
Production Request.

5 Single-click on the OK button to delete the Production Request.
a. A confirmation notice is displayed after completion of deletion.

6 Select File - Exit to quit the Production Request Editor GUI.

Table 13.1-5. Delete Production Request - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch Production Request Editor Use procedure in Section 13.1.1
2 Select PR List tab single-click
3 Select <PR name> single-click
4 Select Edit - Delete single-click
5 Select OK single-click

13.1.5 Review Data Processing Requests

The process of reviewing Data Processing Requests (DPRs) begins with the Production Planner
launching the Production Request Editor. The Production Planner can review DPRs associated
with a specific PR. The Production Planner can review such DPR values as input granule(s),
output granule(s), predicted and actual start times, data start time, status, and priority.

Table 13.1-6 presents (in a condensed format) the steps required to review DPRs. If you are
already familiar with the procedures, you may prefer to use this quick-step table. If you are new
to the system, or have not performed this task recently, you should use the following detailed
procedures.

1 Launch the Production Request Editor (refer to Section 13.1.1).
a. The Production Request Editor GUI is displayed.

2 Single-click on the DPR List tab.
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10

11

12

13

14

15

a. The DPR List GUI is presented.

Single-click on the Production Request pull-down arrow.
a. A list of Processing Requests is displayed.

Single-click on the Production Request for which a DPR listing is desired.
a. The Production Request is entered into the Production Request field.

Single-click on the Filter button.
a. The list of DPRs associated with the selected Production Request is displayed.

Single-click the DPR View tab.
a. The DPR View GUI is displayed.

Select File - Open.
a. The File Selection GUI is displayed.

Single-click on the desired DPR from list.
a. DPR appears in the Selection field.

Single-click on the OK button.
a. The DPR information is displayed on the DPR View GUI.
b. The DPR ID is a modification of the original PGE name.

Review Data Processing Request Identification information displayed.
DPR Name.

PR Name.

Origination Date.

Originator.

PGE ID.

Data Start Time.

Data Stop Time.

@rooooT

Single-click on the PGE Parameters... button.
a. The PGE Parameter Mappings GUI displays.

Review the PGE Parameter Mappings information displayed.

a. PGE parameter data are displayed in a table that has the following columns:
Parameter Name.

Logical Id.

Default Value.

Override Value.

Description.

arLNDE

Single-click on the Ok button.
a. The PGE Parameter Mappings GUI is dismissed.
b. The DPR View GUI is displayed.

Single-click on the PGE File Mappings... button.
a. The UR File Mappings GUI is displayed.

Review the Universal Reference (UR) File Mappings information displayed.
a. Input Data.
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Logical Id.

Granule Id.

Start Time (date and time).
Stop Time (date and time).
Availability (date and time).
. UR (universal reference).

IZEEE AN

b. Output Data (Displays the same data as shown for Input Data).

16 Single-click on the Ok button.
a. The UR File Mappings GUI is dismissed.
b. The DPR View GUI is displayed.
17 Review the DPR Status information displayed.
a. Predicted Start Date and Time.
b. Actual Start Date and Time.
c. Priority.
d. Status.
e. Predicted and Actual Start Date and Times and Status will not be displayed if the
Production Request has not been scheduled.
18 Repeat steps 2 through 17 to review multiple DPRs associated with multiple PRs.
Table 13.1-6. Review Data Processing Requests - Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Launch Production Request Editor Use procedure in Section 13.1.1
2 Select DPR List tab single-click
3 Select <PR name> single-click
4 Select Filter single-click
5 Select <DPR ID> single-click
6 Select DPR View tab single-click
7 Select File - Open single-click
8 Select <DPR ID> from list single-click
9 Select Ok single-click
10 | Review DPR information read text
11 | Select PGE Parameters... single-click
12 | Review PGE parameters read text
13 | Select OK single-click
14 | Select PGE File Mappings... single-click
15 | Review input and output granule information read text
16 | Select OK single-click
17 | Repeat Steps 2 through 16 to review additional

DPRs
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13.1.6 Delete DPRs

DPRs can be deleted manually if necessary. Table 13.1-7 presents (in a condensed format) the
steps required to delete DPRs. If you are already familiar with the procedures, you may prefer to
use this quick-step table. If you are new to the system, or have not performed this task recently,
you should use the following detailed procedures.

1 Launch the Production Request Editor (refer to Section 13.1.1).
a. The Production Request Editor GUI is displayed.

2 Single-click on the DPR List tab.
a. The DPR List GUI is presented.

3 Single-click on the Production Request pull-down arrow.
a. A list of Production Requests is displayed.

4 Single-click on the Production Request for which a DPR listing is desired.
a. The Production Request is entered into the Production Request field.

5 Single-click on the Filter button.
a. A list of the DPRs associated with the Production Request is displayed.

6 Single-click on the DPR to be deleted.
a. The DPR to be deleted is highlighted.

7 Select Edit - Delete.
a. A confirmation dialog box is displayed.

8 Single-click on the OK button to delete the DPR.
a. A confirmation notice is displayed after completion of deletion.

Table 13.1-7. Delete DPRs - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch Production Request Editor Use procedure in Section 13.1.1
2 Select DPR List tab single-click
3 Select <PR name> single-click
4 Select Filter single-click
5 Select <DPR ID> (DPR to be deleted) single-click
6 Select Edit - Delete single-click
7 Select Ok single-click

13.1.7 Re-Generate Granules Affected by Loss of Files from the Archive

The entry point for this procedure is the “Lost or Corrupted Archive File, Granule and Tape
Recovery” procedure in Chapter 17, specifically the “Data Recovery Procedure for Known
Files” section.
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The role of this procedure is to initiate production of replacements for granules previously
generated within this DAAC but now lost due to failure in the ECS Archive. In order to achieve
this, Production Requests (PRs) for the generation of the replacement granules must be created,
entered into a Production Plan, and activated.

The PRs are created using the Production Request Editor (PRE). However, first the necessary
parameters of the PRs must be retrieved from the Production History file (PH) of the lost
granule. The PH file is itself acquired by use of the QA Monitor tool and, though the PH UR is
supplied in the input to this process, this can be achieved only by first using the QA Monitor tool
to search the SDSRV database for granules matching the lost granule. Hence, this process
commences with use in the QA Monitor GUI of the attributes of each lost granule (shortname,
versionID etc.) supplied in the input to this procedure. Refer to Chapter 17 for further
information on the wider context of this procedure.

The input to this procedure is the “Granules for PDPS Re-Generation” list. This is a list of
granules and associated metadata generated by the procedure “SDSRV Retrieval of Granule
Production History Metadata” (refer to Chapter 17). While the list can be obtained electronically,
its use in this procedure is line-by-line. However, if available electronically, entries from it can
be “cut and pasted’ into the input fields of the QA monitor GUI to avoid typing errors.

The outputs of the procedure are as follows:

a. Granule re-generation Production Requests entered into a production plan.

b. The “PDPS Residual Granules List” which is a list of Granules which this PDPS can
not re-generate or which it has been decided do not justify re-generation. This list is
returned to the process in Chapter 17.

Note that the following assumptions apply to the application of this procedure:

a. The Science Data Server (SDSRV) will provide a list of granules to be regenerated
(“Granules for PDPS Re-Generation”). This list will contain information about the
granules to be regenerated and a Universal Reference (UR) for the associated
Production History tar file.

b. When reproducing lost granules, all outputs of the PGE, not just those equivalent to
the lost granule(s), will be produced and archived.

c. It cannot be guaranteed that the PGE re-run will use the same inputs as were used
during its original execution due to the variability of: Optional/Alternate inputs, Ad
Hoc Reprocessing, Metadata Checks, Metadata Query and other Production Rules.

d. Itis possible that at the time of the original run of PGE, certain optional/alternate
inputs were not available, which became available later. During the re-run of the
PGE use of those additional or other optional inputs cannot be avoided. However, it
can be assumed that an equivalent or better product than the original will be produced
as a result.

e. PDPS maintains a minimal amount of granule level versioning. By design, only the
latest version of the granule will be used. If the PGE which is to be re-run uses inputs
which have more than one granule level version, PDPS will use only the latest
version of those inputs. However, if references to those granules have been deleted
from the PDPS database (a delete script, which runs periodically, cleans up unused
database entries), then PDPS will choose the first one returned from SDSRV.
SDSRV does not guarantee any sort of ordering in this case but PDPS will select the
latest granule from those returned (Note: depends on fix to NCR ECSed16326).

f. At Production Request time, the default values for metadata checks can be
overridden. The new values used are stored in the PDPS database but not in the
Production History. If, at the time of re-run of the PGE, the references to that PGE
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have been deleted from PDPS database, the default metadata checks will be used. It
is possible, therefore, that these default values will cause this DPR not to be run in
this instance; e.g. if the metadata checks had been changed in the original run to be
less restrictive. If these types of changes to metadata checks are required in order to
get DPRs to run, then it is assumed that these defaults are saved as part of the PGE
profile.

g. Inamanner that is similar to Metadata Checks, a Metadata Query specifies a query to
be used to determine the input granules to be used for a DPR. For reasons of
production timing or updated QA values, a product reproduced at a later date could
have different granules used as input. Again, it can be assumed that in this case a
better product will result.

h. Other production rules (e.g., tiling) could make it impossible to reproduce identical
granules.

i. IfaPGE (PGE name, version and profile) has to support lost granules regeneration,
then that PGE should not be deleted from the PDPS database. This means, in the
SSIT Operational Metadata GUI, the delete flag for that PGE should not be checked.

Table 13.1-8 presents (in a condensed format) the steps required to re-generate granules affected
by loss of files from the archive. If you are already familiar with the procedures, you may prefer
to use this quick-step table. If you are new to the system, or have not performed this task
recently, you should use the following detailed procedures.

1 Determine whether all the granules in the input list “Granules for PDPS Re-Generation”
should be reproduced.

a. Itis possible that some granules need not be reproduced, e.g. because a newer version
of that product is available.

b. Granules that need not be reproduced should be added to the “PDPS Residual
Granules” list. Also, at any time during this process, if it is determined that some
granules cannot be regenerated or need not be regenerated, then those granules should
be included in the "PDPS Residual Granules” list.

2 Retrieve (using the QA Monitor GUI) the Production History tar file from the archive for
each granule in the “Granules for PDPS Re-Generation” list that needs to be reproduced.
a. Use the lost granule’s datatype, and “begin date” and “end date” values that

encompass its RangeBeginningDateTime and RangeEndingDateTime. Note that the

GUI interprets the dates in UTC format.

b. For each granule that meets the query conditions and is displayed on the QA Monitor
GUI, the granule’s UR, its Production History tar file’s UR, and the name of the
Production History tar file are shown. For only one of the granules will the URs
(both the granule UR and the Production History UR) match the URs for this granule
in the input list.

1. If the Query failed or did not return any hit that matched, add the granule to
“PDPS Residual Granules” list.

c. Retrieve the matching granule.

1. The Production History tar file will be acquired to a directory that is configurable
(the name of the configuration parameter is DpPrQA_DATA_DIR, and the
default value for this parameter is SECS_HOME/<MODE>/CUSTOM/data/DPS).

2. The name of the tar file is the one that appears under the column Production
History File Name on the QA Monitor GUI.

d. Note that if more than one granule in the input list maps to the same Production
History tar file, then the Production History tar file need not be retrieved multiple
times.
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e. The Production History tar file contains the Process Control File (PCF) which has all
the information needed to re-run the PGE. The following particulars have to be
extracted from the PCF:

PGE Name.

PGE Version.

PGE Profile ID.

DPR Start time.

DPR Stop time.

PGE runtime parameters and their associated values.

f. Identification of information in the PCF:

The PGE Name, PGE Version, and the PGE Profile appear in the System Runtime

Parameters section of the PCF. They are concatenated (with a # sign to separate

them) and appear in the place reserved for “Software 1D”.

DPR Start time appears in the User Defined Parameter Section of the PCF under

the logical 1D 10258.

3. DPR Stop time also appears in the User Defined Parameter Section of the PCF
under logical 1D 10259.

4. All other logical IDs in the User Defined Parameter Section of the PCF form the
run time parameters and their associated values. Note the logical ID and its
corresponding values.

5. An automated script could be written to extract the values from the PCF.

PgoukrwnE

N

If the PGE name, version and profile that is extracted from the PCF does not appear as an
Existing/New PGE, then add the granule that is to be regenerated to the “PDPS Residual
Granules” list.

From the SSIT host, launch the SSIT Manager GUI and invoke the PDPS Operational
Metadata GUI.

If the PGE is not registered, register the PGE using the PDPS Science Update Metadata
Update from the SSIT Manager GUI.
a. The PGE must be registered before a production request can be entered.

If it is decided not to re-register the PGE, add the granule that is to be regenerated to the
“PDPS Residual Granules” list.

From the Planning Workstation, launch the Production Request Editor GUI as
described in Section 13.1.1.

Enter a Production Request (as described in Section 13.1.2) for the relevant
PGE/version/profile ID.
a. Use Ad-Hoc Reprocessing for the Processing Type.
b. Use the DPR Start and Stop Time listed in the Production History for the Begin and
End times.
c. View the default PGE runtime parameters and compare them against the runtime
parameters obtained from the Production History tar file.
1. Modify the runtime parameter values to match exactly what was used in the
original run.
d. If granules that need to be regenerated are produced by PGEs that are chained, then
the production requests must be entered in that order.
1. For instance, if granules A and B are to regenerated, and PGEs P1 & P2 produce
them and if P1 & P2 are chained (P2 takes P1’s outputs as its inputs) then the
production request for P1 must be entered before entering one for P2.
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9 Launch the Planning Workbench from the Planning Workstation as described in
Section 13.2.1.

10 Create and activate a production plan that includes the newly created production
request(s) as described in Section 13.2.2.

11 Return the output (“PDPS Residual Granules™) list to the “Data Recovery Procedure for
Known Files” procedure in Chapter 17 for further processing.
a. Those granules which were not re-generated by this process are listed in the output
(“PDPS Residual Granules™) list.

Table 13.1-8. Re-Generate Granules Affected by Loss of Files from the Archive -
Quick-Step Procedures (1 of 2)

Step What to Enter or Select Action to Take

1 Identify granules to be reproduced read text

2 Add not-to-be-reproduced granules to the "PDPS | enter text
Residual Granules "List

3 Retrieve Production History tar file for each Use QA Monitor procedures (Chapter 15)
element to be reproduced using the QA Monitor
GUI

4 Obtain URs from the QA Monitor GUI Use QA Monitor procedures (Chapter 15)

5 Extract PGE parameters from the Process Use QA Monitor procedures (Chapter 15)
Control File

6 Launch the PDPS Operational Metadata GUI Use SSIT procedure for launching the PDPS
from the SSIT Manager GUI if the applicable Operational Metadata GUI (Chapter 11)
PGE is not registered

7 Register the PGE Use SSIT procedure for registering PGEs

(Chapter 11)

8 Launch the Production Request Editor GUI Use procedure in Section 13.1.1

9 Enter the Production Requestfor Ad Hoc Use procedure in Section 13.1.2
Reprocessing

10 | Launch the Planning Workbench Use procedure in Section 13.2.1

11 | Create and activate a plan for the newly created | Use procedure in Section 13.2.2
Production Request

12 | Return the output (“PDPS Residual Granules”) list
to the “Data Recovery Procedure for Known
Files” procedure (Chapter 17)

13.2 Production Planning Workbench

The Production Planner uses the Planning Workbench when creating a plan for production data
processing at the DAAC. The Planning Workbench GUI provides the means by which the
Production Planner selects specific PRs whose DPRs are to be run. The planning tool provides a
forecast of the start and completion times of the jobs based upon historical experience in running
these PGEs (as determined during the SSI&T process). Through the planning tool, when the
generated plan is “activated,” the information included in the plan is transferred to the Data
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Processing Subsystem and loaded into the Platinum AutoSys tool where production processing is
managed.

A Production Strategy is a high-level plan that the Production Planner prepares to notify the
Planning Workbench of the rules for priorities and preferences in the processing of DPRs. The
Production Planner uses the Production Strategies GUI to develop Production Strategies.

Table 13.2-1 lists Production Planning activities.

Table 13.2-1. Production Planning - Activity Checklist

Order Role Task Section Complete?
1 Production Planner | Launch the Production Strategies GUI (P) 13.2.1
2 Production Planner | Define or Modify a Production Strategy | (P) 13.2.2
3 Production Planner | Launch the Planning Workbench and (P) 13.2.3
Planning Timeline GUIs
4 Production Planner | Create New Production Plan (P) 13.2.4
5 Production Planner | Review Plan Timeline (P) 13.2.5

13.2.1 Launch the Production Strategies GUI

The Production Strategies GUI is invoked as described in the procedure that follows. Table
13.2-2 presents (in a condensed format) the steps required to launch the Production Strategies
GUI. If you are already familiar with the procedures, you may prefer to use the quick-step table.
If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures.

1 At the UNIX command line prompt enter:

xhost <hostname>

a. <hostname> refers to the host on which GUI is to be launched during the current
operating session. Multiple hostnames can be specified on the same line.
b. The use of xhost + is discouraged because of a potential security problem.

2 In the Terminal window, at the command line prompt, enter:

setenv DISPLAY <clientname>:0.0

a. Use either the X terminal/workstation IP address or the machine-name for the
clientname.

b. When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.

3 Open another UNIX (terminal) window.

4 In the terminal window, at the command line prompt, start the log-in to the
Planning/Management Workstation by entering:

ftools/bin/ssh <hostname>
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a. Examples of hostnames include eOpls03, gOpls01, 10pls02, nOpls02.

b. If you receive the message, “Host key not found from the list of known hosts. Are
you sure you want to continue connecting (yes/no)?” enter yes (*y” alone will not
work).

c. If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key '<user@localhost>" appears; continue
with Step 5.

d. If you have not previously set up a secure shell passphrase, go to Step 6.

5 If a prompt to Enter passphrase for RSA key ‘<user@localhost>" appears, enter:

<Passphrase>
a. GotoStep7.

6 At the <user@remotehost>’s password: prompt enter:
<Password>
7 In the terminal window, at the command line, enter:

cd /usr/ecs/<MODE>/CUSTOM/utilities

a. <MODE> is current mode of operation.
1. TS1 - Science Software Integration and Test (SSI&T)
2. TS2 - New Version Checkout
3. OPS - Normal Operations
b. *“utilities” is the directory containing the Planning Subsystem start-up scripts.

8 Set the application environment variables by entering:

setenv ECS_HOME /usr/ecs/

a. Application home environment is entered
b. When logging in as a system user (e.g., cmshared), the ECS_HOME variable may be
set automatically so it may not be necessary to set it manually.

9 Start the Production Strategies GUI by entering:

EcPIProdStratStart <MODE> <Application_id>

a. The Production Strategies GUI is launched.

b. The application_id or MSGSRV _ID is a number from 1 to 5. It identifies the
message service in use so messages can be directed to the proper message handler
GUI. Consequently, it is a good idea to use the same application_id consistently
during a production planning session.

Table 13.2-2. Launch the Production Strategies GUI - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Log in to the Planning host using secure shell enter text, press Enter
2 Enter cd /usr/ecs/<MODE>/CUSTOM/utilities enter text, press Enter
3 Set the environment variables if necessary enter text, press Enter
4 Enter EcPIProdStratStart <MODE> enter text, press Enter
<application_id>
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13.2.2 Define or Modify a Production Strategy

The Production Planner uses the Production Strategies GUI to develop Production Strategies.
Table 13.2-3 presents (in a condensed format) the steps required to define or modify a production
strategy. If you are already familiar with the procedures, you may prefer to use this quick-step
table. If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures.

1

Launch the Production Strategies GUI (refer to Section 13.2.1).
a. The Production Strategies GUI is displayed.

If defining a new production strategy, select File — New from the pull-down menu.
a. The fields of the Production Strategies GUI are reset.

If modifying an existing production strategy, first single-click the option button

associated with the Production Strategies field, then highlight (in the option menu) the

name of the production strategy to be modified.

a. Data pertaining to the selected production strategy are displayed in the applicable
fields of the Production Strategies GUI.

b. Alternatively, it is possible to select File — Open from the pull-down menu, select

the desired production strategy from the list on the Open window, and single-click on |
the Ok button to open the production strategy.

If changing the default priority for PR Type, single-click in the Default field below the
PR Type button and enter the desired default value.
a. The range for the default is from 1 to 10.

If changing the default priority for User Type, single-click in the Default field below the
User Type button and enter the desired default value.

If changing the default priority for PGE Type, single-click in the Default field below the
PGE Type button and enter the desired default value.

If defining or modifying a priority for a type of production request, first single-click on |

the PR Type button.

a. The different types of production requests are displayed in the Type List field at the
bottom left of the GUI.

If defining a priority for a type of production request not currently listed in the PR Type

Value-Priority list, single-click on that PR type in the Type List field. |

a. The PR type is highlighted.

b. Itis possible to highlight multiple PR types (by single-clicking on each one in turn) if |
they are all going to be assigned the same priority.

If redefining or deleting a priority for a type of production request already listed in the

PR Type Value-Priority list, single-click on that PR type in the Value-Priority list. |

a. The PR type is highlighted.

b. Itis possible to highlight multiple PR types (by single-clicking on each one in turn |
while holding down either the Shift key or the Ctrl key) if the same action is going to
be taken with respect to all of them.
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10

11

12

NOTE: Although it is possible to enter values for different types of users, values assigned

13

14

15

16

17

If defining or modifying (not deleting) a priority, click on the up/down arrow buttons to

the right of the Priority field until the desired priority value is displayed in the Priority

field.

a. An alternative method of entering the priority is to enter the desired priority value in |
the Priority field.

b. The acceptable range for the priority is from 1 to 10.

Single-click on the appropriate button from the following selections:

a. Add - to approve a priority for an additional PR type and display the selected PR type
and priority in the PR Type Value-Priority list at the left center of the GUI.

b. Modify - to approve a revised priority for the selected PR type and display the PR
type and modified priority in the PR Type Value-Priority list.

c. Delete - to delete the priority for the selected PR type and remove the PR type and
priority from the PR Type Value-Priority list.

Repeat Steps 7 through 11 as necessary until all PR Type priorities (as shown in the PR
Type Value-Priority field) are correct.

to the User Type category are not included in priority calculations. Calculation of
priorities using User Type values may become functional when automated on-
demand processing is implemented; i.e., in the Release 5B time frame. This
affects Steps 13 through 18.

If defining or modifying a priority for a type of user, first single-click on the User Type

button.

a. The different types of users are displayed in the Type List field at the bottom left of |
the GUI.

If defining a priority for a type of user not currently listed in the User Type

Value-Priority list, single-click on that user type in the Type List field. |
a. The user type is highlighted.

b. Itis possible to highlight multiple user types (by single-clicking on each one in turn). |

If redefining or deleting a priority for a user type already listed in the User Type

Value-Priority list, single-click on that user type in the Value-Priority list. |

a. The user type is highlighted.

b. Itis possible to highlight multiple user types (by single-clicking on each one inturn |
while holding down either the Shift key or the Ctrl key).

If defining or modifying (not deleting) a priority, click on the up/down arrow buttons to

the right of the Priority field until the desired priority value is displayed in the Priority

field.

a. An alternative method of entering the priority is to enter the desired priority value in |
the Priority field.

b. The acceptable range for the priority is from 1 to 10.

Single-click on the appropriate button from the following selections:

a. Add - to approve a priority for an additional user type and display the selected user
type and priority in the User Type Value-Priority list near the center of the GUI.

13-24 611-CD-500-001



18

19

20

21

22

23

24

25

Modify - to approve a revised priority for the selected user type and display the user

type and modified priority in the User Type Value-Priority list.

Delete - to delete the priority for the selected user type and remove the user type and

priority from the User Type Value-Priority list.

Repeat Steps 13 through 17 as necessary until all user type priorities (as shown in the
User Type Value-Priority field) are correct.

If defining a priority for a type of PGE, first single-click on the PGE Type button.
a. The different types of PGEs are displayed in the Type List field at the bottom left of

the GUI.

If defining a priority for a type of PGE not currently listed in the PGE Type
Value-Priority list, single-click on that PGE type in the Type List field.

a.
b.

The PGE type is highlighted.

It is possible to highlight multiple PGE types (by single-clicking on each one in turn).

If redefining or deleting a priority for a PGE type already listed in the PGE Type
Value-Priority list, single-click on that PGE type in the Value-Priority list.

a.
b.

The PGE type is highlighted.

It is possible to highlight multiple PGE types (by single-clicking on each one in turn

while holding down either the Shift key or the Ctrl key).

If defining or modifying (not deleting) a priority, click on the up/down arrow buttons to
the right of the Priority field until the desired priority value is displayed in the Priority
field.
a. An alternative method of entering the priority is to enter the desired priority value in

b.

Single-click on the appropriate button from the following selections:
a.

b.

C.

the Priority field.
The acceptable range for the priority is from 1 to 10.

Add - to approve a priority for an additional PGE type and display the selected PGE
type and priority in the PGE Type Value-Priority list near the center of the GUI.
Modify - to approve a revised priority for the selected PGE type and display the PGE

type and modified priority in the PGE Type Value-Priority list.

Delete - to delete the priority for the selected PGE type and remove the PGE type and

priority from the PGE Type Value-Priority list.

Repeat Steps 19 through 23 as necessary until all PGE type priorities (as shown in the
PGE Type Value-Priority field) are correct.

Single-click in the Weight field below the PR Type button and enter the desired weight.

a.

The acceptable range for weights is from 1 to 100.

b. The Total Weight field displays updated totals of all weighting factors as they are

C.

entered.

When entering weights for the PR Type, User Type, PGE Type, and User Selected
factors, relative values can be entered without regard to whether the values in the four |
categories add up to 100. The Normalize button provides a means of eventually

ensuring that the total of all four categories equals 100.

The assigned weight in each category is multiplied by the priority for each type. To
maintain a high priority (low number, such as one), assign a low weight; to ensure a

low priority, assign a relatively high weight.
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Single-click in the Weight field below the User Type button and enter the desired
weight.

Single-click in the Weight field below the PGE Type button and enter the desired
weight.

Single-click in the User Selected Weight field and enter the desired weight.
a. The priority to which the user-selected weight is applied is the priority assigned using
the Production Request Editor when a production request is created.

Single-click on the Normalize button.
a. The Planning Subsystem adjusts all weighting factors to produce a total weight of 100
(as displayed in the Total Weight field).

If it is necessary to change the priority of all jobs that produce data needed by other
DAAC:S, single-click in the Inter DAAC Delta Priority field and enter the desired
value.

a. The range for Inter-DAAC Delta Priority is from 1 to 100.

b. The lower the number, the higher the priority (1 is a high priority, 100 is a low

priority).

If it is necessary to change the priority of jobs that have been waiting in the Production
Queue for more than a day, single-click in the Late Start Delta Priority field and enter
the desired value.

a. The range for the Late Start Delta Priority is from 1 to 100.

Select File - Save As from the pull-down menu.
a. A Save As window similar to the File Selection window is displayed.

Enter the desired file name for the new production strategy in the Save As field.
Single-click on the Ok button to accept the file name in the Save As field.

a. The Save As window is dismissed.
b. The production strategy is saved with the specified file name.

To exit from the Production Strategies GUI select File - Exit from the pull-down
menu.

Table 13.2-3. Define a Production Strategy - Quick-Step Procedures (1 of 2)

Step What to Enter or Select Action to Take
1 Launch Production Strategies GUI Use procedure in Section 13.2.1
2 Select File - New single-click
3 Enter PR Type <default priority> if applicable enter text
4 Enter User Type <default priority> if applicable | enter text
5 Enter PGE Type <default priority> if applicable | enter text
6 Select PR Type button. single-click
7 Select <PR type> from the Type List field single-click
8 Enter <priority> in the Priority field enter text or single-click as necessary
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Table 13.2-3. Define a Production Strategy - Quick-Step Procedures (2 of 2)

Step What to Enter or Select Action to Take
9 Select Add single-click
10 | Repeat Steps 7 through 9 for additional PR types
if applicable
11 | Select User Type button. single-click
12 | Select <user type> from the Type List field single-click
13 | Enter <priority> in the Priority field enter text or single-click as necessary
14 | Select Add single-click
15 | Repeat Steps 12 through 14 for additional user
types if applicable
16 | Select PGE Type button. single-click
17 | Select <PGE type> from the Type List field single-click
18 | Enter <priority> in the Priority field enter text or single-click as necessary
19 | Select Add single-click
20 | Repeat Steps 17 through 19 for additional PGE
types if applicable
21 | Enter PR Type <weight> enter text
22 | Enter User Type <weight> enter text
23 | Enter PGE Type <weight> enter text
24 | Enter User Selected <weight> enter text
25 | Select the Normalize button single-click
26 | Enter <Inter DAAC Delta Priority> enter text
27 | Enter <Late Start Delta Priority> enter text
28 | Select File -~ Save As single-click
29 | Enter production strategy <file name> in the enter text
Save As field
30 | Select Ok single-click
31 | Select File - Exit single-click

13.2.3 Launch the Planning Workbench and Planning Timeline GUIs

The Planning Workbench and Planning Timeline GUISs are invoked from a UNIX command line
prompt. Table 13.2-4 presents (in a condensed format) the steps required to launch the Planning
Workbench and Planning Timeline GUIs. If you are already familiar with the procedures, you
may prefer to use the quick-step table. If you are new to the system, or have not performed this
task recently, you should use the following detailed procedures.

1

At the UNIX command line prompt enter:
xhost <hostname>

a. <hostname> refers to the host on which GUI is to be launched during the current
operating session. Multiple hostnames can be specified on the same line.
b. The use of xhost + is discouraged because of a potential security problem.
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In the Terminal window, at the command line prompt, enter:
setenv DISPLAY <clientname>:0.0

a.

b.

Use either the X terminal/workstation IP address or the machine-name for the
clientname.

When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.

Open another UNIX (terminal) window.

In the terminal window, at the command line prompt, start the log-in to the
Planning/Management Workstation by entering:

ftools/bin/ssh <hostname>

a.
b.

d.

Examples of hostnames include eOpls03, gOpls01, 10pls02, nOplsO2.

If you receive the message, “Host key not found from the list of known hosts. Are
you sure you want to continue connecting (yes/no)?” enter yes (“y” alone will not
work).

If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key "<user@localhost>" appears; continue
with Step 5.

If you have not previously set up a secure shell passphrase, go to Step 6.

If a prompt to Enter passphrase for RSA key '<user@localhost>' appears, enter:
<Passphrase>

a.

Goto Step 7.

At the <user@remotehost>’s password: prompt enter:
<Password>

In the terminal window, at the command line, enter:

cd
a.

b.

fusr/ecs/[<MODE>/CUSTOM/utilities

<MODE> is current mode of operation.

1. TS1 - Science Software Integration and Test (SSI&T)

2. TS2 - New Version Checkout

3. OPS - Normal Operations

“utilities” is the directory containing the Planning Subsystem start-up scripts.

Set the application environment variables by entering:

setenv ECS_HOME /usr/ecs/

a. Application home environment is entered
b. When logging in as a system user (e.g., cmshared), the ECS_HOME variable may be

set automatically so it may not be necessary to set it manually.
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9 Start the Planning Workbench-related applications by entering:

EcPIAlIStart <MODE> <Application_id>

a. The System Name Server, Resource Model, Message Handler, Planning Workbench
GUI and Planning Timeline GUI are launched.

b. The application_id or MSGSRV_ID is a number from 1 to 5. It identifies the
message service in use so messages can be directed to the proper message handler
GUI. Consequently, it is a good idea to use the same application_id consistently
during a production planning session.

10 Adjust the window size of the Planning Timeline (if necessary) to allow access to other
items in the workspace.

Table 13.2-4. Launch the Planning Workbench - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Log in to the Planning host using secure shell enter text, press Enter
2 Enter cd /usr/ecs/<MODE>/CUSTOM/utilities enter text, press Enter
3 Set the environment variables if necessary enter text, press Enter
4 Enter EcPIAlIStart <MODE> <application_id> | enter text, press Enter

13.2.4 Create New Production Plan

The new Production Plan process begins when the Production Planner starts the Planning
Workbench. The Production Planner will perform the high level functions, such as creating a
plan, deciding when to activate, cancel, and replan.

The Production Planner will bring the plan back on track due to late data arrivals, QA issues,
equipment failures and other events that can cause significant delays in the processing of the
associated products.

Table 13.2-5 presents (in a condensed format) the steps required to create a new Production Plan.
If you are already familiar with the procedures, you may prefer to use this quick-step table. If
you are new to the system, or have not performed this task recently, you should use the following
detailed procedures:

1 Launch the Planning Workbench (refer to Section 13.2.3).
a. The Planning Workbench and Planning Timeline GUIs are displayed.

2 Select File - New on the Planning Workbench GUI.
a. The New Plan window is displayed.

3 Enter the plan name in the Plan Name field, then single-click on the Ok button.
a. Name is displayed in Plan Name field.
b. Status is Candidate.

4 If applicable, single-click on the option button associated with the Strategy field, then
select the desired production strategy from the option menu.

5 Single-click inside the Comment field and enter any relevant comments.
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11

a. The “sash” button (the line separating the area between the comment field and the
scheduling PR area with a square box on the right hand side) may be used to expand
or contract the text area.

Select a Production Request to be scheduled by single-clicking on the request line and
single-clicking on schedule/unschedule up and down arrows to move the Production
Request from the Unscheduled panel to the Scheduled panel or vice versa.

a. Production Request will appear in the appropriate panel.

b. Operator can single-click on multiple Production Requests to add them all at the same
time.

c. If the PR depends upon another PR that is not scheduled, then the message
“Production Request “xxx” must be selected before DPR “yyy” of Production
Request “zzz” can be scheduled. If all DPRs associated with a PR have been run, the
PR cannot be rescheduled.

d. If processing of the currently active plan is to be continued when the new plan is
activated, include the PR(s) for the currently active plan in the new plan.

e. Inthe Scheduled list, items with the prefix “GE_" are resource reservations (also
called “ground events”).

f. All ground events are automatically scheduled with any plan; therefore, the ground
events are normally displayed in the Scheduled list.

g. Whenever a plan is activated, the ground events are activated as well as the DPRs
associated with the specified PRs.

h. If a ground event appears in the Unscheduled list, the ground event has lost
allocations.

Select File - Save As from the pull-down menu.
a. The Save Plan window is displayed.

Enter the plan name in the Plan Name field, then single-click on the Ok button.
a. The Save Plan window is dismissed.

b. The production plan is saved with the specified file name.

c. Status is Candidate.

If appropriate, single-click on the Activate button to activate the new Plan.

a. The Rollover Time area is automatically filled when a new plan is activated.

b. Clicking on the Activate button activates a plan and the Data Processing Requests
(DPRs) associated with the planned PRs are transferred to the Data Processing
Subsystem and loaded into the AutoSys production queuing system.

c. Once its data dependencies have been satisfied, each DPR is “released” to be run as
processing resources become available.

d. Clicking on the Activate button causes the current active plan to get "replanned
over" by the selected plan.

If it is desired to a baseline a plan, single-click on the Baseline button then single-click

on Yes.

a. “The current plan is <planname>. Do you wish to baseline it?” window appears.

b. Clicking on the Baseline button records the plan and the time of baselining.

c. A baseline plan can be used as a point of comparison with which to compare future
plans and results.

Select File - Exit to quit the Planning Workbench.
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After quitting the Planning Workbench GUI single-click in the UNIX window used to

start the Planning Workbench GUI.

a. The Message Handler, System Name Server, and Resource Model should be shut
down to eliminate unneeded processes and allow other operators to gain access to the

Planning Workbench if necessary.

Shut down Planning Workbench-related applications by entering:

EcPISlayAll <MODE> <Application_id>

a. The following Planning Workbench-related applications shut down:
Planning Workbench (if it has not already been shut down).
Planning Timeline (if it has not already been shut down).
Message Handler.

System Name Server.

Resource Model.

arwdE

Obtain a list of active processes in the specified mode by entering:
ps -ef | grep <MODE>
a. A list of active processes in the specified mode is displayed.

b. If an error message is received when ps -ef | grep <MODE> is entered, enter:

ps -auxwww | grep <MODE>

Examine the list of processes running in the specified mode to determine whether the
Message Handler, System Name Server, and Resource Model processes have actually

been shut down.

a. None of the following processes should be active:
EcPIWb

EcPITI

EcPIMsh

EcPISns

EcPIRm

arwdE

If any of the specified processes [especially the Message Handler, System Name Server,
and/or Resource Model process(es)] is/are still active, terminate the active process(es) by

entering:

kill -15 <PROCESS_ID1> <PROCESS_ID2> <...> <PROCESS_IDx>

Repeat Steps 14 through 16 as necessary.
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Table 13.2-5. Create New Production Plan - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch Planning Workbench Use procedure in Section 13.2.3
2 Select File -~ New single-click
3 Enter <Plan Name> enter text
4 Select Ok single-click
5 Select <Strategy> single-click
6 Select <Production Request(s)> to single-click

schedule/unschedule
7 Select Schedule button or Unschedule single-click

button as applicable

8 Schedule/Unschedule Production Requests | single-click

9 Select File -~ Save As single-click

10 | Enter <Plan Name> enter text

11 | Select Ok single-click

12 | Select Activate if applicable single-click if applicable

13 | Select File - Exit single-click

14 | Enter EcPISlayAll <MODE> enter text, press Enter
<Application_id>

15 | Enter ps -ef | grep <MODE> enter text, press Enter

16 | Enter kill -15 <PROCESS_ID1> enter text, press Enter if applicable

<PROCESS_ID2> <...> <PROCESS_IDx>
to terminate active process(es)

13.2.5 Review Plan Timeline

Table 13.2-6 presents (in a condensed format) the steps required to review planning timelines. If
you are already familiar with the procedures, you may prefer to use this quick-step table. If you
are new to the system, or have not performed this task recently, you should use the following
detailed procedures.

1 Launch the Planning Workbench and Timeline GUIs (refer to Section 13.2.3).
a. The Planning Timeline GUI is displayed.
b. If you have previously saved a configuration file, you may load it as follows:
1. Select File -~ Load Configuration from menu (change directory in GUI box, if

necessary).
c. Otherwise continue with Step 2.

2 Select File - Open Plan from the pull-down menu bar.
a. List of plans appears.
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Select the plan to be reviewed.
a. The timeline for the specific plan is displayed.
b. Name is displayed in the Title bar.

Single-click on the Ok button.
Observe the production plan information displayed on the timeline GUI.

If a different time scale (start and end dates and times) is desired, perform Steps 7
through 9; otherwise, go to Step 10.

Select Time - Change Plan Window.
a. plan window edit window appears with default times.

Enter Plan Win Start date and time.
a. DD MMM YYYY and hh:mm:ss are displayed.

Enter Plan Win End date and time then single-click on Ok.
a. DD MMM YYYY and hh:mm:ss are displayed.

If a different time span is desired, single-click on the Show pushbutton and select one of
12 time increments between 5 min to 168 hrs for the timeline scale.
a. The entry “OTHER” has no purpose at this time.

If no resources are displayed on the GUI or if different resources should be displayed,
perform Steps 12 through 15; otherwise, go to Step 16.

Select Display — Change resources.
a. Resource edit window with lists of Available Resources and Viewed Resources is
displayed.

Single-click resource(s) in desired list then single-click Add or Del.
a. Add move the resource(s) from the Available list to the Viewed list.
b. Del removes items from the Viewed List.

To change to order in which resources are displayed on the timeline, single-click on an
item in the Viewed Resources list then single-click on the up or down arrow as
appropriate.

a. Selected resource moves up or down in order on the list.

Single-click on the Ok button.

If different color coding of the timeline is desired, perform Steps 17 through 19;
otherwise, go to Step 20.

Select Display — Change colors.
a. Color grid appears with a list of Production Requests.

Single-click on the Production Request name then single-click desired color for that

Production Request.
a. Color is changed for the selected Production Request.
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b. New color appears on the horizontal bar between color and Production Request

selections.
19 Single-click on the Ok button.
20 Observe the production plan information displayed on the timeline GUI.
21 If desired, save your current configuration as a file. If you have not previously saved
your current configuration and wish to do so:
a. Select File — Save Configuration from menu.
22 To exit the Planning Master Timeline, select File — Exit from the pull-down menu.
Table 13.2-6. Review Plan Timeline - Quick-Step Procedures (1 of 2)
Step What to Enter or Select Action to Take
1 Launch Planning Workbench and Timeline Use procedure in
Section 13.2.3
2 Load configuration file (File — Load Configuration) single-click
(optional)
3 Select File - Open Plan single-click
4 Select <Plan> single-click
5 Observe the production plan information read text
6 Select Time - Change Plan window single-click
7 Enter plan window <start date and time> enter text
8 Enter plan window <end date and time> enter text
9 Select Ok single-click
10 | Select <time span> single-click
11 | Select Display - Change resources single-click
12 | Select <resources> single-click
13 | Select Add single-click
14 | Select <viewed resource> to be reordered single-click
15 | Reorder viewed resources using up/down arrows single-click
16 | Select Ok single-click
17 | Select Display —» Change colors single-click
18 | Select <Production Request> single-click
19 | Select <color> for Production Request single-click
20 | Select Ok single-click
21 | Observe the production plan information read text
22 | Select File -~ Save Configuration single-click
23 | Enter <file name> enter text
24 | Select Ok single-click
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13.3 Submitting or Withdrawing a Subscription Using the
Subscription Editor

The Subscription Editor is a character-based user interface that may be used to either submit or
withdraw subscriptions for notification of data arrival (i.e., insertion of data into the archive) or
other subscribable system events.
a. Subscriptions may be submitted on behalf of a general user or on behalf of the
Planning Subsystem (i.e., the PLS Subscription Manager).

b. An advantage of the character-based Subscription Editor over the Subscription GUI is
the ability to submit subscriptions without being a registered user of ECS.

Submitting or withdrawing a subscription using the Subscription Editor starts with the
assumption that the applicable servers are running and the Production Planner has logged in to
the ECS system.

Table 13.3-1. Subscription - Activity Checklist

Order Role Task Section Complete?

1 Production Planner | Submit or Withdraw a Subscription (P) 13.3.1
Using the Subscription Editor

13.3.1 Submit or Withdraw a Subscription Using the Subscription Editor

Table 13.3-2 presents (in a condensed format) the steps required to submit or withdraw a
subscription using the subscription editor. If you are already familiar with the procedures, you
may prefer to use this quick-step table. If you are new to the system, or have not performed this
task recently, you should use the following detailed procedures.

1 At the UNIX command line prompt enter:

xhost <hostname>

a. <hostname> refers to the host on which GUI is to be launched during the current
operating session. Multiple hostnames can be specified on the same line.
b. The use of xhost + is discouraged because of a potential security problem.

2 In the Terminal window, at the command line prompt, enter:

setenv DISPLAY <clientname>:0.0

a. Use either the X terminal/workstation IP address or the machine-name for the
clientname.

b. When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.

3 Open another UNIX (terminal) window.

4 In the terminal window, at the command line prompt, start the log-in to the
Planning/Management Workstation by entering:

/tools/bin/ssh hostname
a. Examples of hostnames include eOpls03, gOpls01, 10pls02, nOpls02.
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b. If you receive the message, “Host key not found from the list of known hosts. Are
you sure you want to continue connecting (yes/no)?” enter yes (*y” alone will not
work).

c. If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key '<user@localhost>" appears; continue
with Step 5.

d. If you have not previously set up a secure shell passphrase, go to Step 6.

If a prompt to Enter passphrase for RSA key ‘<user@localhost>" appears, enter:

<Passphrase>
a. GotoStep7.

At the <user@remotehost>’s password: prompt enter:
<Password>

In the terminal window, at the command line, enter:

cd /usr/ecs/<MODE>/CUSTOM/utilities

a. <MODE> is current mode of operation.
1. TS1 - Science Software Integration and Test (SSI&T)
2. TS2 - New Version Checkout
3. OPS - Normal Operations
b. *“utilities” is the directory containing the Planning Subsystem start-up scripts.

Set the application environment variables by entering:

setenv ECS_HOME /usr/ecs/

a. Application home environment is entered
b. When logging in as a system user (e.g., cmshared), the ECS_HOME variable may be
set automatically so it may not be necessary to set it manually.

Start the Subscription Editor by entering:

EcPISubsEditStart <MODE> <Application_id>
a. The following message is displayed:

This program may be used to submit subscriptions for
notification of data arrivals, on behalf of a general
user, or on behalf of the PDPS production system (ie.
the PLS Subscription Manager)

Would you like to view the complete list of ESDTs known to PDPS? (y/n):

Enter either y or n (as appropriate).
a. Either lower-case or upper-case letters may be entered.
b. Ify was entered, a message similar to the following message is displayed:

AP#0 Subscription Flag: 1
DAP#0 Subscription Flag: 1
FAILPGE#0 Subscription Flag: 1
MODOQ0#0 Subscription Flag: 0
MODOQ1#0 Subscription Flag: 0
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MODO021KM#0 Subscription Flag: O-
MODO2LUT#0 Subscription Flag: 0-
MODOQ3#0 Subscription Flag: 0-
MODO3LUT#0 Subscription Flag: O-
MOD29#0 Subscription Flag: 0-

PGEEXE#0 Subscription Flag: 1-

PH#0 Subscription Flag: 1-

SSAPC#0 Subscription Flag: 1-

Is recipient PLS Subscription Manager (Y/N):-

c. If n was entered, the following message is displayed:
Is recipient PLS Subscription Manager (Y/N):

Enter either y or n (as appropriate).
a. If y was entered, the following message is displayed:

Enter ESDT data type name (as appears in the PDPS database):

b. Ify was entered, skip Steps 12 and 13, and go to Step 14.
c. If n was entered, the following message is displayed:

Enter user id:

In response to the “Enter user id” message enter:
<UserID>
a. The following message is displayed:

Enter email address (for subscription notification):

In response to the “Enter email address...” message enter:
<e-mail address>
a. The following message is displayed:
Enter ESDT data type name (as appears in the PDPS database):

Enter <ESDT>
a. Forexample: FAILPGE#0 Subscription Flag: 1
b. The following message is displayed:

Override the provider [SYSTEM] defined for this ESDT (Y/N)

Enter either Y or N (as appropriate).
a. The following message is displayed:

Submit(S)/Withdraw(W) :

Enter either S or W (as appropriate).
a. If S was entered, the following message is displayed:

Specify the Internal Service Name
Enter 'd" for default Insert Event service

b. If W was entered, the following message is displayed:
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Specify the Internal Service Name

17 Enter either <internal service name> or d (as appropriate).
a. A message similar to the following message is displayed:
Client Path: /.:/subsys/ecs/TS2/EcloAdServer-
client: server binding is 03b894b0-c7e6-11d1-a691 -
9b9d7b23aa77@ncacn_ip_tcp:155.-
157.123.35[58765]-
Client Path: /.:/subsys/ecs/TS2/EcloAdServer-
client: server binding is 03b894b0-c7e6-11d1-a691 -
9b9d7b23aa77@ncacn_ip_tcp:155.-
157.123.35[58764]-
Client Path: /.:/subsys/ecs/TS2/EcSbSubServer-
Table 13.3-2. Submit/withdraw Subscription - Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Log in to Planning host using secure shell enter text, press Enter
2 Enter cd usr/ecs/<MODE>/CUSTOM/utilities enter text, press Enter
3 Set environment variables if necessary enter text, press Enter
4 Enter EcPISubsEditStart <MODE> <Application_id> | enter text, press Enter
5 Enter Y or N to view ESDTs or not enter text, press Enter
6 Enter Y or N to have notification or not enter text, press Enter
7 Enter <user id> if prompted enter text, press Enter
8 Enter <e-mail address> if prompted enter text, press Enter
9 Enter <ESDT> enter text, press Enter
10 | Enter Y or N to override the provider defined for the enter text, press Enter
ESDT or not
11 | Enter S to submit or W to withdraw a subscription enter text, press Enter
12 | Enter either <Internal Service Name> or d (for single-click

default)
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14. Production Processing

The Data Processing Subsystem provides a batch processing environment to support the
generation of data products. It manages, queues, and executes Data Processing Requests (DPR)
on the processing resources at a DAAC. A DPR can be defined as one science processing job.
Each DPR encapsulates all of the information needed to execute the processing job. DPRs are
submitted from the Planning Subsystem and their processing is triggered by the availability of
their input data.

DPRs use Product Generation Executives (PGESs) to perform processing. PGEs result from the
integration and test of delivered science algorithms and also user-specific methods in the Data
Processing Subsystem. They are encapsulated in the ECS environment through the SDP Toolkit.
The Data Processing Subsystem provides the operational interfaces needed to monitor the
execution of science software PGEs.

Each procedure outlined will have an Activity Checklist table that will provide an overview of
the task to be completed. The outline of the Activity Checklist is as follows:

Columnone - Order shows the order in which tasks should be accomplished.

Columntwo - Role lists the Role/Manager/Operator responsible for performing the task.
Column three - Task provides a brief explanation of the task.

Column four - Section provides the Procedure (P) section number or Instruction (1) section

number where details for performing the task can be found.

Column five - Complete? is used as a checklist to keep track of which task steps have been
completed.

The following Activity Checklist, Table 14.1-1, provides an overview of production processing.

Table 14.1-1. Production Planning - Activity Checklist (1 of 2)

Order Role Task Section Complete?
1 Production Monitor | Launch the AutoSys GUI Control Panel | (P) 14.1.1
2 Production Monitor | Configure AutoSys/AutoXpert Runtime (P)14.1.2
Options
3 Production Monitor | Configure Hardware Groups (P) 14.1.3
4 Production Monitor | Review Hardware Status (P)14.21
5 Production Monitor | Select Hardware Status View Options (P) 14.2.2
6 Production Monitor | Review DPR Dependencies (P) 14.3
7 Production Monitor | Review DPR Production Timeline (P) 14.4
8 Production Monitor | Review Alarms (P)14.5.1
9 Production Monitor | Select Alarms for Alarm Manager (P) 14.5.2
Display
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Table 14.1-1. Production Planning - Activity Checklist (2 of 2)

Order Role Task Section Complete?

10 Production Monitor | Specify Job Selection Criteria (P) 14.6.1

11 Production Monitor | Review Job Activities Using the (P) 14.6.2
AutoSys Job Activity Console

12 Production Monitor | Determine the Ownership of an (P)14.7.1
AutoSys Job

13 Production Monitor | Modify Job Status (P) 14.7.2

14 Production Monitor | Cancel a Sent Event (P)14.7.3

15 Production Monitor | Perform Job Management Functions (P) 14.7.4

16 Production Monitor | Review Activity Log (P) 14.8.1

17 Production Monitor | Review Job Dependency Log (P) 14.8.2

18 Production Monitor | Define Monitors/Browsers (P)14.9.1

19 Production Monitor | Run Monitor/Browser from the (P) 14.9.2
Monitor/Browser GUI

20 Production Monitor | Run Monitor/Browser from the (P) 14.9.3
Command Shell

21 Production Monitor | Change AutoSys Event Processor (P) 14.10.1
Database Maintenance Time

22 Production Monitor | Modify the Maximum Number of Jobs in | (P) 14.10.2
AutoSys

14.1 Launch the AutoSys GUI Control Panel and Configure AutoSys
Runtime Options

The process of configuring AutoSys begins when the Production Monitor starts the AutoSys
graphical user interface (GUI) Control Panel and changes runtime options or uses the vi editor to
modify configuration files.

The procedures in this section concern launching the AutoSys GUIs, configuring AutoSys run-
time options, and configuring AutoSys hardware groups.

14.1.1 Launching the AutoSys GUI Control Panel

The AutoSys GUI Control Panel is invoked from a UNIX command line prompt. Table 14.1-2
presents (in a condensed format) the steps required to launch the AutoSys GUI Control Panel. If
you are already familiar with the procedures, you may prefer to use the quick-step table. If you
are new to the system, or have not performed this task recently, you should use the following
detailed procedures:

1 At the UNIX command line prompt enter:

xhost <hostname>

a. <hostname> refers to the host on which GUI is to be launched during the current
operating session. Multiple hostnames can be specified on the same line.
b. The use of xhost + is discouraged because of a potential security problem.
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In the Terminal window, at the command line prompt, enter:

setenv DISPLAY <clientname>:0.0

a. Use either the X terminal/workstation IP address or the machine-name for the
clientname.

b. When using secure shell, the DISPLAY variable is set just once, before logging in to
remote hosts. If it were to be reset after logging in to a remote host, the security
features would be compromised.

Open another UNIX (terminal) window.

In the terminal window, at the command line prompt, start the log-in to the Queuing
Server by entering:

ftools/bin/ssh <hostname>

a. Examples of hostnames include e0sps04, g0sps06, 10sps03, nO0sps08.

b. If you receive the message, “Host key not found from the list of known hosts. Are
you sure you want to continue connecting (yes/no)?” enter yes (“y” alone will not
work).

c. If you have previously set up a secure shell passphrase and executed sshremote, a
prompt to Enter passphrase for RSA key "<user@localhost>" appears; continue
with Step 5.

d. If you have not previously set up a secure shell passphrase, go to Step 6.

If a prompt to Enter passphrase for RSA key '<user@localhost>" appears, enter:

<Passphrase>
a. Goto Step?7.

At the <user@remotehost>’s password: prompt enter:
<Password>

In the terminal window, at the command line, enter:

cd /usr/ecs/ <MODE>/COTS/autotree/autouser

a. <MODE> is current mode of operation.
1. TS1 - Science Software Integration and Test (SSI&T)
2. TS2 - New Version Checkout
3. OPS - Normal Operations
b. “autouser” is the directory containing the AutoSys configuration files.
c. The path may vary with the specific site installation; e.g., the autotree directory may
be identified as autotreeb at some sites.
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Set the application environment variables by entering:
setenv ECS_HOME /usr/ecs/

source <AUTOSERV_INSTANCE>.autosys.csh.<hostname>

a.
b.

C.

Application home environment is entered.

When logging in as a system user (e.g., cmshared), the ECS_HOME variable may be

set automatically so it may not be necessary to set it manually.

<AUTOSERV_INSTANCE> (also called an AUTOSYS instance) is installed as |

part of the Data Processing Subsystem and is identified by three capital letters.

1. AUTOSERYV instances at the DAACs are typically identified as FMR. |

2. Configuration files in the autouser directory identify the available AUTOSERV
instances. For example, config.FMR is the configuration file for AUTOSERV
instance FMR.

Launch the AutoSys GUI Control Panel by entering:
cd /usr/ecs/ <MODE>/CUSTOM/utilities

EcDpPrAutosysStart <MODE> <AUTOSERV_INSTANCE>

a.

The AutoSys GUI Control Panel is displayed.

Table 14.1-2. Launch AutoSys GUI Control Panel - Quick-Step Procedures

Step

What to Enter or Select Action to Take

1

Log in to the ECS System using secure shell enter text, press Enter

Set the environment variables enter text, press Enter

Enter cd /usr/ecs/ <MODE>/COTS/autotree/autouser | enter text, press Enter

2
3
4

Enter source enter text, press Enter
<AUTOSERV_INSTANCE>.autosys.csh.<hostname>

(6]

Enter cd /usr/ecs/<MODE>/CUSTOM/utilities enter text, press Enter

Enter EcDpPrAutosysStart <MODE> enter text, press Enter
<AUTOSERV_INSTANCE>

14.1.2 Configuring AutoSys/AutoXpert Runtime Options

The following AutoSys/AutoXpert Runtime Options may be defined by the Production Monitor
operator:

a.

b.
C.

d.

Refresh Interval - The Refresh Interval is how often the GUI View Region display is |
updated.

Ping Interval - The Ping Interval is defined by how often the connectivity is

evaluated.

Hang Time - The Hang Time is the length of time jobs continue to be displayed

within a machine after they have completed running.

Inches/Hour- Inches/Hour specifies how much information is displayed on the screen.
All values are initially set to default values by the AutoSys system.

Table 14.1-3 lists the runtime options available for HostScape, TimeScape, and JobScape. Not
all options are available for all GUIs.

14-4 611-CD-500-001



HostScape displays jobs on a machine-by-machine basis, indicating which AutoSys server/client
machines are up and active, and which jobs are running or have recently run on each machine.
This interface is used to monitor hardware status in real-time.

TimeScape presents a Gantt-like view of a job processing from a temporal (or time-related)
point-of-view. This interface depicts both “command jobs” and “box jobs.” It also depicts the
nesting of jobs within boxes and the duration of time it will take for jobs to complete. This
interface is used to monitor job flow in real-time.

JobScape presents a Pert-like view of job processing from a logical (or job dependency) point of
view. This interface depicts both “command jobs” and “box jobs.” It also depicts the nesting of
jobs within boxes and the dependencies between jobs. This interface can be used to monitor job
flow in real-time.

Table 14.1-3. Runtime Options Table

Interface Refresh Interval Hangtime PING Inches/Hour
HostScape X X X
TimeScape X X
JobScape X

Table 14.1-4 presents (in a condensed format) the steps required to configure AutoSys runtime
options. If you are already familiar with the procedures, you may prefer to use the quick-step
table. If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures (perform only those steps applicable to the interface, as defined in
Table 14.1-3.):

1 Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

2 Single-click on either HostScape, TimeScape, or JobScape button on the AutoSys GUI
Control Panel.
a. The desired GUI dialog box is displayed.

3 Display the Runtime Options dialog box by executing the following menu path:

Options - Edit Runtime Options
a. The Runtime Options dialog box is displayed.

4 Single-click Refresh Interval (Seconds) and enter a value between 1 and 99999.
a. Value is entered.
b. Default value is 30
c. Reloading Job Data window reappears every ## seconds.
d. If Freeze Frame feature is enabled, changes will not take place until it is disabled.
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5 Single-click Ping Interval (Seconds) (if applicable) and enter a value between 1 and
99999.
a. Value is entered.
b. Default value is 300
c. 99999 means no ping commands are issued.
d. If Freeze Frame feature is enabled, changes will not take place until it is disabled.

6 Single-click Hang Time (Minutes) (if applicable) and enter a value between 1 and
99999.
a. Value is entered.
b. Default value is 1
c. If Freeze Frame feature is enabled, changes will not take place until it is disabled.

7 Single-click Inches/Hr (inches) (if applicable) and enter a value between 1 and ###.
a. Value is entered.
b. Default value is 2
c. If Freeze Frame feature is enabled, changes will not take place until is disabled.

8 Single-click Apply.
a. The Runtime Options are set.

9 Single-click OK.
a. The dialog box closes.

Table 14.1-4. Configure AutoSys Runtime Options - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1
2 Select either HostScape, TimeScape, or single-click

JobScape

Select Options - Edit Runtime Options single-click

Select Refresh Interval (Seconds) single-click

Enter a value between 1 and 99999 enter number

Enter a value between 1 and 99999 (if applicable) | enter number

3
4
5
6 Select Ping Interval (Seconds) (if applicable) single-click
7
8
9

Select Hang Time (Minutes) (if applicable) single-click

Enter a value between 1 and 99999 (if applicable) | enter number
10 | Select Inches/Hr (inches) (if applicable) single-click
11 | Enter value (if applicable) enter number
12 | Select Apply single-click
13 | Select OK single-click

14.1.3 Configure Hardware Groups

This section explains how to configure AutoSys hardware groups. The default group is “All
Machines.” If the Production Monitor needs to monitor specific sets of machines, groups may be
defined.
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Table 14.1-5 presents (in a condensed format) the steps required to configure AutoSys hardware
groups. If you are already familiar with the procedures, you may prefer to use the quick-step
table. If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures:

1

At the UNIX command line prompt enter:
cd /usr/ecs/ <MODE>/COTS/autotree/autouser

Edit the file called xpert.groups.<AUTOSERV_INSTANCE> using an appropriate text |
editor (e.g., vi).

Enter:
groupname: <groupname>

Enter:

<machine name>

Groupname: Modis-
dOpls01-
dOsps03-
Groupname: SSI&T-
dOais01-
d0spg02-

Figure 14.1-1. AutoSys Hardware Group File Example

(Repeat Step 4 for each item in the group.)

Repeat Steps 3 and 4 for additional groups.

Save the file.

Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

Single-click HostScape.
a. The HostScape GUI page is presented.
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8 Display the Machine Group Selection dialog box by executing the following menu path:

View - Select Machine Group
a. The Machine Group Selection dialog box is presented.

9 Select <machine group>.
a. The machine group is highlighted.

10 Single-click Apply button.
a. The selected machine group is applied.

11 Single-click OK button.

a. The Machine Group Selection dialog box is closed
b. The HostScape display should now show the selected group of machines.

Table 14.1-5. Configure AutoSys Hardware Groups - Quick-Step Procedures

Step What to Enter or Select Action to Take

1 cd /usr/ecs/ <MODE>/COTS/autotree/autouser | enter text, press Enter

2 Edit file enter text, press Enter
xpert.groups.<AUTOSERV_INSTANCE>

3 Enter groupname: <groupname> enter text, press Enter

4 Enter <machine name > enter text, press Enter

5 Repeat Steps 3 and 4 as necessary for additional | enter text, press Enter
groups/machines

6 Save the file enter text, press Enter

7 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1

8 Select HostScape single-click

9 Execute menu path: View - Select Machine single-click
Group

10 | Select <machine group> to be presented single-click

11 | Select Apply single-click

12 | Select OK single-click

14.2 Review Hardware Status

The process of reviewing hardware status begins with the Production Monitor launching
AutoSys HostScape. Hardware status is reviewed using the AutoSys HostScape GUI, which
allows real-time monitoring.

14.2.1 Review Hardware Status

Table 14.2-1 presents (in a condensed format) the steps required to review hardware status using
AutoSys HostScape. If you are already familiar with the procedures, you may prefer to use the
quick-step table. If you are new to the system, or have not performed this task recently, you
should use the following detailed procedures:
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Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

Single-click on the HostScape button on the AutoSys GUI Control Panel.
a. The HostScape GUI page is presented.
b. View presented is Normal View.

Review the Control Region (left side of display) to identify color code for status of
machines. This code is displayed on the machine box border in the View Region.
a. MACHINE UP (active) is Green.

b. MACHINE DOWN (inactive and cannot be reached) is Red.

c. Machine Inactive is Black. (Not shown in Control Region)

Review machine type in View Region.

The machine name is displayed.

Server machines are in the first (top) row of the display.

Event Server (database server) name appears below list of jobs, if applicable.
Event Processor name appears below list of jobs, if applicable.

Client machines are in the subsequent rows of the display.

P00 oW

Review machine boxes in the View Region to ascertain status of individual machines.
a. The total number of jobs STARTING or RUNNING.
b. All jobs RUNNING are listed.

Review the Alarm indicator/buttons of individual machines in the View Region.

a. If an alarm is present, single-clicking alarm buttons brings up the Alarm Manager.
b. Red indicates that an alarm has been generated.

c. Gray (default color) indicates normal operation.

Review machine connection status in the View Region.

a. Solid black line indicates AutoSys can communicate with the client machine Internet
daemon.

b. Solid red line indicates AutoSys cannot communicate with the client machine Internet
daemon; however, the daemon does respond to ping commands.

c. Dashed red line indicates AutoSys cannot communicate with the client machine;
machine is probably turned off.

Start the exit from Hostscape by executing the following menu path:
File - Exit

Single-click on the OK button.
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Table 14.2-1. Review Hardware Status Using AutoSys HostScape -
Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1
2 Select HostScape single-click

3 Review Control Region to identify color code for | observe
machine status

4 Review individual machine data in View Region observe

5 Execute menu path File - Exit single-click

6 Select OK single-click

14.2.2 Select Hardware Status View Options

The View Options provide three methods to view the hardware status:

a. The Normal view (default) displays three rows of machines with job activities.
b. The Global view displays seven rows of machines but not job activities.
c. The Zoom view displays one machine with great detail: Job name, description,
status, and commands.
The Production Monitor may select the Global view to monitor the entire system and in the case
of a malfunction, use the Zoom view to focus on the specific problem machine.

Table 14.2-2 presents (in a condensed format) the steps required to change the hardware status
view in AutoSys HostScape. If you are already familiar with the procedures, you may prefer to
use the quick-step table. If you are new to the system, or have not performed this task recently,
you should use the following detailed procedures:

1 Select global view by executing the following menu path:

View - Select View Level - Global View

a. The Global view is displayed.
b. Up to seven rows of machines are displayed.
c. No job information is displayed.

2 Select a machine by single-clicking on <machine name> then execute the following
menu path:

View - Zoom in Machine

a. The Zoom view is displayed.
b. A table of Job Name, Description, Status, and Commands is displayed.

3 Select Dismiss.
a. The Global view is displayed.
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4 Display the Normal view of hardware status by executing the following menu path:

View - Select View Level - Normal view

a. The Normal view is displayed.
b. Up to three rows of machines are displayed.
c. Limited job information is displayed.

Table 14.2-2. Change the Hardware Status View in AutoSys HostScape -
Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Execute menu path: View - Select View single-click
Level - Global View
2 Select < machine name> single-click
3 Execute menu path: View - Zoom in Machine | single-click
4 Review individual machine data in table observe
5 Select Dismiss single-click
6 Execute menu path: View - Select View Level | single-click
- Normal View

14.3 Review DPR Dependencies

The process of reviewing DPR dependencies begins with the Production Monitor launching
AutoSys Jobscape. The JobScape interface is used to monitor job flow in real-time.

Table 14.3-1 presents (in a condensed format) the steps required to review DPR dependencies in
AutoSys JobScape. If you are already familiar with the procedures, you may prefer to use the
quick-step table. If you are new to the system, or have not performed this task recently, you
should use the following detailed procedures:

1 Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

2 Single-click on the JobScape button on the AutoSys GUI Control Panel. |
a. The JobScape GUI page is presented.

3 Review the Control Region (left side of display) to identify True or False Dependency
Legend.
a. True (default solid arrow) indicates job dependencies have been met.
b. False (default dashed arrow) indicates job dependencies have not been met.
1. Dependency arrows indicate that a job dependency exists for a job. They do not
define time-related starting conditions, nor do they describe the type of job
dependency, such as success, failure, or running.
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10

11

12

Review the Job Display for status. The following colors represent the default values:

White indicates job status of ACTIVATED.

Yellow indicates job status of QUE_WAIT.

Orange indicates job status of RESTART.

Green indicates job status of STARTING or RUNNING.
Red indicates job status of FAILURE or TERMINATED.
Light Blue indicates job status of SUCCESS.

Q@hoo0 oW

Review the Job Display for job types:
a. Rectangle depicts Box Job.
b. Ellipse depicts Command Job.

Dark Blue indicates job status of INACTIVE or ON_HOLD or ON_ICE.

c. Hexagon depicts File Watcher Job (not displayed in ECS implementation of

AutoSys).

Select a job by placing the cursor on a job and pressing the left mouse b
a. Border around selected job changes to yellow.
b. Job name appears in Current Job Name area of the Control Region.

Review job descendants by placing the cursor on a job and pressing the
button.

a. Descendants pop-up menu appears.

b. Border around selected job changes to yellow.

c. Job name appears in Current Job Name area of the Control Region.

Select Show Children on the Descendants pop-up menu.
a. Job’s first level Command and Box Jobs appear.
b. Repeat Step 6 to change job selection.

Select Show All Descendants on the Descendants pop-up menu.
a. Job’s Command and Box Jobs appear for all levels.

Select Hide All Descendants on the Descendants pop-up menu.
a. Default view is displayed.
b. All dependents are hidden.

Start the exit from JobScape by executing the following menu path:
File - Exit

Single-click on the OK button.
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Table 14.3-1. Review DPR Dependencies in AutoSys JobScape -
Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1
2 Select JobScape single-click
3 Review Control Region to identify True or False | observe
Dependency Legend and status color code

4 Review the job status in View Region observe

5 Select <job name> single-click

6 Execute menu path: <job name> - Show right-click
Children

7 Review the job status in View Region observe

8 Execute menu path: <job name> - Show All right-click
Descendants

9 Review the job status in View Region observe

10 | Execute menu path: <job name> - Hide All right-click
Descendants

11 | Review the job status in View Region observe

12 | Execute menu path File - Exit single-click

13 | Select OK single-click

14.4 Review DPR Production Timeline

The process of reviewing the DPR Production Timeline begins with the Production Monitor
launching AutoSys TimeScape. The TimeScape interface is used for monitoring actual versus
projected job progress in real time.

Table 14.4-1 presents (in a condensed format) the steps required to review the DPR production
timeline in AutoSys TimeScape. If you are already familiar with the procedures, you may prefer
to use the quick-step table. If you are new to the system, or have not performed this task
recently, you should use the following detailed procedures:

1

Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

Single-click on the TimeScape button on the AutoSys GUI Control Panel.
a. The TimeScape GUI page is presented.
b. Current time is displayed in red.

Review Actual/Projected Legend in lower left of the Control Region and compare to

View Region.

a. Projected is a rectangular (blue filled) graphic, to show average job completion time.

b. Actual is a striped (white and blue) ribbon, to show how much of the job has
completed.

c. If stripe is green, job is running.

d. If stripe is black, job has completed.
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4 Review job descendants by placing the cursor on a job and pressing the right mouse
button.
a. Descendants pop-up menu appears.
b. Anasterisk (*) indicates that a Box Job’s descendants have been hidden.
5 Select Show Children on the Descendants pop-up menu.
a. Job’s first level Command and Box Jobs appear.
6 Select Show All Descendants on the Descendants pop-up menu.
a. Job’s Command and Box Jobs appear with all levels.
7 Select Hide All Descendants on the Descendants pop-up menu.
a. Default view is displayed.
8 Start the exit from TimeScape by executing the following menu path:
File - Exit
9 Single-click on the OK button.
Table 14.4-1. Review the DPR Production Timeline in AutoSys TimeScape -
Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1
2 Select TimeScape single-click
3 Review Control Region to identify observe
Actual/Projected Legend and status color code
4 Review the job status in View Region observe
5 Select <job name> single-click
6 Execute menu path: <job name> - Show right-click
Children
7 Review the job status in View Region observe
8 Execute menu path: <job name> - Show All right-click
Descendants
9 Review the job status in View Region observe
10 | Execute menu path: <job nhame> - Hide All right-click
Descendants
11 | Review the job status in View Region observe
12 | Execute menu path File - Exit single-click
13 | Select OK single-click
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14.5 Review Alarms

The process of reviewing alarms begins with the Production Monitor starting the AutoSys
Alarm Manager. The Alarm Manager allows the Production Monitor to view alarms as they
arrive, provide a response, and change the alarm status. The Alarm Manager is also configurable
for the types of alarms that are displayed.

14.5.1 Review Alarms

Table 14.5-1 presents (in a condensed format) the steps required to review alarms using the
AutoSys Alarm Manager. If you are already familiar with the procedures, you may prefer to use
the quick-step table. If you are new to the system, or have not performed this task recently, you
should use the following detailed procedures:

1

10

Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

Single-click on the Ops Console button on the AutoSys GUI Control Panel.
a. The Ops Console GUI is displayed.

Single-click on the Alarm button.

a. The Alarm Manager GUI page is presented.

b. Alarms are displayed in reverse order of occurrence; the most recent alarm appears at
the top of the list.

Perform the procedure Select Alarms for Alarm Manager Display to display a
particular selection of alarms on the AutoSys Alarm Manager if desired (refer to
Section 14.5.2).

Single-click on an alarm in the Alarm List.

a. Information for Alarm Type, Job Name, Time, State, Comment is displayed.

b. Alarm is displayed in detail in the Currently Selected Alarm region of the display.
c. Refer to Table 14.5-2 for descriptions of AutoSys alarms.

Single-click in the Response edit box and enter response, if desired.
a. Response is entered.

Update Alarm State by single-clicking proper radio button of Open, Acknowledged, or
Closed.
a. Alarm State is updated.

Single-click Apply.
a. Response is entered.

Repeat Steps 5 - 8 to update/review multiple alarms.
a. Alarms are updated/reviewed.

Single-click Ok.

a. Alarm Manager GUI closes and the user is back to the AutoSys Job Activity
Console.
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11 Start the exit from the AutoSys Job Activity Console (Ops Console) by executing the
following menu path:
File - Exit
12 Single-click on the OK button.
Table 14.5-1. Review Alarms Using the AutoSys Alarm Manager -
Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1
2 Select Ops Console single-click
3 Select Alarm single-click
4 Select alarms for Alarm Manager display if Use procedure in Section 14.5.2 if applicable
desired
5 Select an alarm in the Alarm List single-click
6 Enter a response in the Response edit box if enter text
desired.
7 Update the Alarm State by selecting the proper | single-click
radio button (Open, Acknowledged, or Closed)
8 Select Apply single-click
9 Repeat Steps 4 through 7 to review/update
additional alarms
10 | Select Ok single-click
11 | Execute menu path File - Exit single-click
12 | Select OK single-click
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Table 14.5-2. AutoSys Alarms (1 of 2)

ALARM

CODE*

DESCRIPTION

AUTO_PING

The autoping command has found a problem in trying to
communicate with the Remote Agent on a client machine.

CHASE

514

The chase command has found a problem with a job that is
supposedly running. The job and problem are listed.

DATABASE_COMM

516

The Remote Agent had trouble sending an event to the
database. The job probably ran successfully. Inspect the
Remote Agent Log file to determine what happened.

DB_PROBLEM

523

There is a problem with one of the AutoSys databases. This
alarm can trigger a user-specified notification procedure.

DB_ROLLOVER

519

AutoSys has rolled over from Dual Server to Single Server
Mode. This alarm can trigger a user-specified notification
procedure.

DUPLICATE_EVENT

524

Duplicate events have been received in the Event Server.
Typically, this means that two Event Processors are running,
although “duplicate events” can also be caused by Event Server
configuration errors.

EP_HIGH_AVAIL

522

The Event Processor High Availability system has detected
some system or network problems. This alarm can trigger a
user-specified notification procedure.

EP_ROLLOVER

520

The Shadow Event Processor is taking over processing. This
alarm can trigger a user-specified notification procedure.

EP_SHUTDOWN

521

The Event Processor is shutting down. This may be due to a
normal shutdown (SEND_EVENT) or due to an error condition.
This alarm can trigger a user-specified notification procedure.

EVENT_HDLR_ERROR

507

The Event Processor had an error while processing an event.
The job associated with the event should be inspected to see if
manual intervention is required.

EVENT_QUE_ERROR

508

An event could not be marked as processed. This is usually
due to a problem with the Event Server.

FORKFAIL

501

The Remote Agent was unable to start the user command
because it was unable to get a process slot on the machine.
AutoSys automatically attempts a RESTART when this
happens.

INSTANCE_UNAVAILABLE

525

When different AutoSys instances communicate with each
other, this alarm is generated when a receiving AutoSys
instance (i.e., its Event Server) cannot be reached. The Event
Server is probably down.

JOBFAILURE

503

A job has failed. Its current status is FAILURE.

JOBNOT_ONICEHOLD

509

To place a job either ON_HOLD or ON_ICE, a JOB_ON_HOLD
or JOB_ON_ICE event (as applicable) is sent. There are
certain conditions when the job cannot be placed ON_HOLD or
ON_ICE (e.g., if it is already running). In such cases the alarm
is sent alerting the operator that the job could not be put
ON_HOLD or ON_ICE (as applicable).
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Table 14.5-2. AutoSys Alarms (2 of 2)

ALARM

CODE*

DESCRIPTION

MAXRUNALARM

510

The job has been running for a time greater than that defined in
the Maximum Run Alarm (max_run_alarm) field for the job.
The job may continue to run; however, a warning alarm is
generated.

MAX_RETRYS

505

AutoSys continues attempting to restart a job if there are
system problems or if the job is configured for application
restarts (n_retrys). There is a limit to the number of times it will
attempt a restart, as defined in the configuration files (using
MaxRestartTrys). When that limit has been reached, the
MAX_RETRYS alarm is sent to alert operators that AutoSys
has given up trying to start the job. After the problem has been
fixed the job must be started manually.

MINRUNALARM

502

The job has completed running in a time less than that defined
in the Minimum Run Alarm (min_run_alarm) field for the job.

MISSING_HEARTBEAT

513

A job has not sent a HEARTBEAT within the interval specified
for the job. The operator should inspect the job to determine
the cause.

RESOURCE

512

A resource needed for the job was not available. The types of
resources are: (a) number of process slots and (b) file space.
Specific information about the problem is in the comment
associated with the alarm. If AutoSys encounters a resource
problem, it attempts to restart the job after a suitable delay.

STARTJOBFAIL

506

AutoSys was unable to start the job. This is generally due to
communication problems with the remote machine. AutoSys
attempts to restart the job.

VERSION_MISMATCH

518

Generated by the Remote Agent when calling the routine (e.g.,
Event Processor, chase, clean_files, autoping, etc.) has a
different version number than the Remote Agent. Inspect the
Remote Agent Log file for the exact version mismatch. The
proper Remote Agent version should be installed.

*The code number is used

or viewing the event in the event table in the AutoSys database.

14.5.2 Select Alarms for Alarm Manager Display

Table 14.5-3 presents (in a condensed format) the steps required to select the types of alarms to
be displayed on the AutoSys Alarm Manager for controlling which alarms are displayed. If you
are already familiar with the procedures, you may prefer to use the quick-step table. If you are
new to the system, or have not performed this task recently, you should use the following

detailed procedures:

1 Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

2 Single-click on the Ops Console button on the AutoSys GUI Control Panel.
a. The Ops Console GUI is displayed.
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10

11

12

13

14

15

Single-click on the Alarm button.
a. The Alarm Manager GUI page is presented.

To display the Alarm Selection GUI execute the following menu path:

View - Select Alarms...

a. Alarm Selection GUI is displayed.

b. Alarm Selection defaults are
1. All Types for Select by Type,
2. Open and Acknowledge for Select by State, and
3. All Times for Select by Time.

To have a single type of alarm displayed, single-click on either a type of alarm in the

Select by Type list or select All Types.

a. Alarm types are selected.

b. If All Types is selected, the button turns yellow.

c. Referto Table 14.5-2 for descriptions of AutoSys alarms.

To select multiple alarms: press and hold the Control key while single-clicking alarms

in the Alarm List.
a. Multiple alarms are selected.

To Select by State, single-click on the appropriate toggle buttons.
a. Options are Open, Acknowledge, Closed, or All States.

b. Any or all buttons can be selected.

c. Button turns yellow when selected.

To Select by Time, enter From Date (MM/DD/YY) and press Tab, or
a. MM/DD/YY is entered (if applicable).
b. If All Times, proceed to Step 12.

Enter From Time (hh:mm), and press Tab.
a. hh:mm is entered.

Enter To Date (MM/DD/YY), and press Tab.
a. MM/DD/YY is entered.

Enter To Time (hh:mm), and press Tab.
a. hh:mm is entered.

Select Apply.

select All Times.

a. Selections are applied and the matching alarms are shown on the Alarm Manager

display.

Select OK.
a. Alarm Selection GUI is closed.
b. Alarm Manager GUI is displayed.

If an audible signal is desired for alarm notification, execute the following menu path:

Options - Sound On

a. Sound On Toggle button appears yellow when sound function has been activated.

Exit from the Alarm Manager by single-clicking on the Cancel button.
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Table 14.5-3. Select Types of Alarms to be Displayed on the
AutoSys Alarm Manager - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1
2 Select Ops Console single-click
3 Select Alarm single-click
4 Execute menu path: View - Select Alarms.... single-click
5 Select type(s) of alarms to be displayed from the | single-click

Select by Type list or select All Types

6 Select state(s) of alarms to be displayed from the | single-click
Select by State list or select All States

7 Select All Times for time(s) of alarms to be single-click or enter text, press Tab
displayed or enter dates and times (From/To)

8 Select Apply single-click

9 Select Ok single-click

10 | Execute menu path: Options — Sound On if single-click if applicable
desired

11 | Select Cancel single-click

14.6 Review Job Activities

During start-up, the Job Management server in the Data Processing Subsystem determines the
number of jobs in the PDPS database associated with Job Management’s operating mode and
compares the number with the maximum allowable for the mode. The maximum is specified in
the Job Management configuration file (i.e., as DpPrAutoSysMaxJobs in
EcDpPriobMgmt.CFG). Job Management deletes from AutoSys the successfully completed jobs
associated with the applicable mode only. Deleting completed jobs makes room for other jobs in
the processing queue. It is possible to distribute the optimum number of jobs among the active
modes according to their level of activity (refer to Section 14.10.2).

The process of reviewing Job Activities begins with the Production Monitor launching the
AutoSys GUI Control Panel. The Job Activity Console (Ops Console), which is accessible
from the control panel, is the primary interface that allows the operator to monitor all jobs that
are defined to AutoSys. The Job Selection GUI sets the criteria for jobs to be displayed on the
Job Activity Console.

14.6.1 Specify Job Selection Criteria

Table 14.6-1 presents (in a condensed format) the steps required to filter (select) jobs to be
displayed on the Job Activity Console (Ops Console) GUI. If you are already familiar with the
procedures, you may prefer to use the quick-step table. If you are new to the system, or have not
performed this task recently, you should use the following detailed procedures:

1 Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.
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Single-click on the Ops Console button on the AutoSys GUI Control Panel.

a. The AutoSys Job Activity Console (Ops Console) is displayed.

b. No job information is displayed on the Job Activity Console when it is brought up
using the Ops Console button on the AutoSys GUI Control Panel.

To display the Job Selection GUI execute the following menu path:

View - Select Jobs

a. The Job Selection view is displayed.

b. Job selection has the following default settings:
All Jobs (Job Name) for Select by Name.
All Statuses for Select by Status.

All Machines for Select by Machine.
Unsorted for Sort Order.

PwnhpE

Single-click on the desired option in the Select by Name area, and enter required name
or select All Jobs.

c. Options are Job Name, Box Name, or Box Levels or All Jobs.

d. Selection button turns yellow.

Single-click desired status in the Select by Status area
e. Options are Starting, Running, Success, Failure, Terminated, Restart, Que Wait,
Activated, Inactive, On Hold, and On Ice.

Single-click desired machine in Select by Machine area or select All Machines.
a. Machine is highlighted.
b. All Machines button turns yellow.

Single-click desired Sort Order.
a. Options are Start Time, End Time, Job Name, Job Status, Machine Name, and
Unsorted.

Single-click on the Apply button.
a. Selections are applied.

Single-click on the OK button.
a. Job Activity Console (Ops Console) is displayed.
b. Job List is displayed in accordance with the specified selection criteria.
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Table 14.6-1. Specify Job Selection Criteria for the AutoSys Job Activity Console - |
Quick-Step Procedures

Step What to Enter or Select Action to Take

1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1

2 Select Ops Console single-click

3 Execute menu path: View - Select Jobs single- click

4 Select the desired option in the Select by Name | single-click; enter text if applicable
area and enter required name if applicable

5 Select the desired status(es) in the Select by single-click
Status area

6 Select the desired machine(s) in Select by single-click
Machine area

7 Select the desired Sort Order single-click

8 Select Apply single-click

9 Select OK single-click

14.6.2 Review Job Activities Using the AutoSys Job Activity Console

Table 14.6-2 presents (in a condensed format) the steps required to review job activities using the
AutoSys Job Activity Console. If you are already familiar with the procedures, you may prefer
to use the quick-step table. If you are new to the system, or have not performed this task
recently, you should use the following detailed procedures:

1 Specify job selection criteria for the AutoSys Job Activity Console - Refer to Section
14.6.1. |

2 Review jobs in the Job List region of the Job Activity Console.
a. Job Name, Description, Status, Commands, and Machine are displayed in a table.

3 Single-click anywhere on a job row to display detailed information.
a. Job details are displayed in the Currently Selected Job region of the Job Activity
Console.

4 Review the data in the Currently Selected Job region of the display.
a. Job name (Currently Selected Job), Description, Command, Start Time (and
date), End Time (and date), Run Time, Status, Exit Code, Next Start, Machine,
Queue Name, Priority, and Num. of Tries are displayed in a table.

5 Review Starting Conditions.

a. All job Starting Conditions are displayed.

b. Individual (atomic) starting conditions are displayed, including Atomic Condition,
Current State, and T/F (whether the current state evaluates true or false) are
displayed.

c. Single-clicking on a specific starting condition causes the Currently Selected Job to
be updated to reflect the selected “upstream” dependency.

6 Review the Job Report region.
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7

8

a. Single-click on the Summary, Event, and None buttons in the Reports area to view

different reports.

b. Summary, Event, and Job Reports are displayed as selected.

c. Selected report button turns yellow.

Single-click Exit.
a. AutoSys JAC Exit GUI appears.

Single-click OK.

a. AutoSys Job Activity Console (Ops Console) GUI is exited.

Table 14.6-2. Review Job Activities Using the AutoSys Job Activity Console -
Quick-Step Procedures

Step

What to Enter or Select

Action to Take

1

Specify job selection criteria for the Job Activity
Console

Use procedure in Section 14.6.1

2 Review jobs in the Job List region observe
3 Select a job row for which detailed information is | single-click
to be displayed
4 Review the data in the Currently Selected Job observe
region
5 Review the data in the Starting Conditions observe
region
6 Review reports in the Job Reports region single-click
7 Select Exit single-click
8 Select OK single-click
14.7 Modify Job Status
At times the Production Monitor may need to modify a particular job in any of the following
ways:
a. Start the job.
b. Kill the job.

c. Force the job to start.
d. Place the job on hold.
e. Take the job off hold.

The Production Monitor has the option of the following three methods for making those types of
modifications to a particular job:

a. Buttons in the Actions region of the Job Activity Console (Ops Console).
b. Menu accessed by clicking the right mouse button on the relevant job name on either

the JobScape or TimeScape GUI.
c. AutoSys Send Event GUI.

In addition to the previously mentioned modifications to job status, the buttons in the Actions
region of the Job Activity Console (Ops Console) allow the Production Monitor to generate one
of the following types of reports:
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a. Jobs Completed.
b. Jobs Waiting.

The menu accessed using the right mouse button on one of the AutoXpert GUIs allows the
Production Monitor to initiate either of the following actions (in addition to the previously
mentioned modifications to job status):

a. Putthe job on ice.
b. Take the job off ice.

The Send Event GUI allows the Production Monitor to initiate a very broad range of actions,
including any of the following items:

Start the job.
Kill the job.
Force the job to start.
Place the job on hold.
Take the job off hold.
Change the job’s status.
Change the job’s queue priority.
Put the job on ice.
Take the job off ice.
Stop the daemon (stop the Event Processor in an emergency).
Set a global value.
Send a signal concerning the job.
. Make a comment (for example, why a job start was forced).

In any case the Production Monitor may implement certain changes of job status only when the
Production Monitor “owns” the job affected by the modification.

AT TSQeo0Te

14.7.1 Determine the Ownership of an AutoSys Job

AutoSys is very much ownership-aware. Only the “owner” of a job has “edit” privileges and can
make changes to the status of an owned job.

AutoSys recognizes ownership in terms of two factors:

a. User ID.
b. Machine where the operator (user) logged in.

For example, cmshared@g0sps06 identifies the operator who logged in as “cmshared” at
machine g0sps06. Any operator who logs in as “cmshared” at another machine (e.g., gOpls01)
would not be able to change the status of a job “owned” by cmshared@g0sps06. Consequently,
to have any real effect on a job first it is necessary to log in as the job’s owner and launch the
AutoSys GUIs as that owner.

Table 14.7-1 presents (in a condensed format) the steps required to determine the ownership of a
job. If you are already familiar with the procedures, you may prefer to use the quick-step table.
If you are new to the system, or have not performed this task recently, you should use the
following detailed procedures:

1 Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

2 Click on the JobScape button on the AutoSys GUI Control Panel.
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a. The JobScape GUI is displayed.

3 Place the mouse cursor on the relevant job and single-click and hold the right mouse
button.
a. Descendants pop-up menu appears.
b. Options are Show Children, Show All Descendants, Hide All Descendants, Show
Job Arrows, Hide Job Arrows, Show Box Arrows, Hide Box Arrows, Job
Definition, View Dependencies, Set Simulation Overrides [grayed out], Start Job,
Kill Job, Force Start Job, On Hold, Off Hold, On Ice, Off Ice.

4 Select Job Definition from the Descendants pop-up menu (release the right mouse
button).
a. The Job Definition GUI is displayed.

5 Review the entry in the Owner field of the Job Definition GUI.

a. Job owner is identified in the Owner field of the Job Definition GUI.
b. Job name is listed in the Job Name field of the Job Definition GUI.

NOTE: Jobs should not be deleted using the AutoSys Job Definition GUI because it does
not communicate with the PDPS database.

6 To exit from the Job Definition GUI, single-click on the Exit button.

Table 14.7-1. Determine the Ownership of an AutoSys Job - Quick-Step
Procedures (1 of 2)

Step What to Enter or Select Action to Take
1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1
2 Select JobScape single-click
3 Select <job name> single-click
4 Execute menu path <job name> - Job right-click
Definition

5 Review the job owner information in the Owner observe
field

6 Select Exit to quit Job Definition single-click

14.7.2 Modify Job Status |

The process of modifying job status begins after the Production Monitor has selected the Job
Activity Console (Ops Console).

Table 14.7-2 presents (in a condensed format) the steps required to modify job status using the |
AutoSys Job Activity Console. If you are already familiar with the procedures, you may prefer
to use the quick-step table. If you are new to the system, or have not performed this task
recently, you should use the following detailed procedures:
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Specify job selection criteria for the AutoSys Job Activity Console - Refer to Section
14.6.1.

Verify that the job with the status to be modified is listed in the Currently Selected Job
field of the Job Activity Console (Ops Console) .
a. Single-click on the job row in the Job List region of the Job Activity Console if
necessary.
1. Information concerning the selected job is displayed in the Currently Selected
Job region of the Job Activity Console.

Single-click on the button corresponding to the desired action to be taken with respect to
the selected job (if there is a corresponding button in the Actions region of the Job
Activity Console).
a. Options are Start Job, Kill Job, Force Start Job, [Put Job} On Hold, [Take Job]
Off Hold, [Display] Jobs Completed [Report], [Display] Jobs Waiting [Report].
1. If one of the buttons in the preceding list was selected, the procedure has been
completed.
b. If there is no button corresponding to the desired action, modify job status using
either the Send Event GUI (continue with the next step) or the Client Tool button.
1. If Send Event was selected, perform Steps 4 through 16 as applicable.
2. Procedures for performing job management functions using the Client Tool
button are described in Section 14.7.3.

Single-click on the Send Event button in the Actions Region of the Job Activity
Console.
a. Send Event GUI is displayed.
b. Send Event defaults are:
1. Start Job for Event Type.
2. Now for Time.
3. Normal for Send Priority.

Single-click on the Event Type to be sent to the job in AutoSys.

a. Options are Start Job, Job On Hold, Job Off Hold, Comment, Stop Demon, Force
Start Job, Job On Ice, Job Off Ice, Kill Job, Change Status, Change Priority, Set
Global, and Set Signal.

Verify <Job Name>.
a. <Job Name> appears in the Job Name field.
b. Enter the proper <Job Name> if incorrect.

Enter the desired date and time, either Now or Future.

a. Single-click Now or single-click Future and enter Date (MM/DD/YY), Time
(hh:mm), and single-click A.M. or P.M.
1. Now for immediate execution.
2. Future for future time and date. (Current date and time are default values.)

Enter a <comment> if desired or necessary.
a. Free-form field for text entry to associate with the event being sent to the specified
job.

Review the AUTOSERYV Instance field.

a. Displays the current AutoSys instance identifier.
b. Enter the proper <AUTOSERYV Instance> if incorrect.
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10 Review the Global Name and Global Value fields if Set Global was selected as the
Event Type.
a. Enter the <Global Name> and <Global Value> if applicable.

11 Review the Signal field if either Send Signal or Kill Job was selected as the Event

Type.
a. Enter the number of the UNIX signal to be sent to the job (refer to Table 14.7-3).

12 Review the Status option menu if Change Status was selected as the Event Type.
a. Single-click and select from pop-up list desired status.
1. Options are: Running, Success, Failure, Terminated, Starting, and Inactive.
2. Can be changed only if Change Status was selected in the Event Type region.

13 Review the Queue Priority entry if Change Priority was selected as the Event Type.
a. Can be changed only if Change Priority was selected in the Event Type region.
b. Enter the new <Queue Priority> if applicable.

14 Review the Send Priority radio box.
a. Refers to the priority for sending the selected event to the job.
b. Options are Normal and High.
c. High priority is reserved for emergencies.

15 Single-click on the Execute button.
16 Single-click on the Yes button.

a. Send Event setting is set.
b. Job Activity Console is displayed.

Table 14.7-2. Modify Job Status — Quick-Step Procedures (1 of 2)

Step What to Enter or Select Action to Take
1 Specify job selection criteria for the Job Activity Console | Use procedure in Section 14.6.1
2 Review jobs in the Job List region observe
3 Select a job row for which detailed information is to be single-click

displayed
4 Select the button corresponding to the desired action to single-click
be taken
5 If there is no button corresponding to the desired action, single-click
select the Send Event button
6 If the Send Event GUI was invoked, select the Event single-click
Type to be sent to the job
7 Verify job name in the Job Name field enter text if necessary

8 Select either Now or Future and enter the desired date single-click; enter text if applicable
and time if Future was selected

9 Enter a <comment> in the Comment field if desired or enter text

necessary
10 | Enter the <AUTOSERYV Instance> if incorrect enter text if necessary
11 | Enter the <Global Name> and <Global Value> if Set enter text if applicable

Global was selected as the Event Type
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Table 14.7-2. Modify Job Status — Quick-Step Procedures (2 of 2)

Step What to Enter or Select Action to Take
12 | Enter the appropriate number in the Signal field if either | enter text if applicable
Send Signal or Kill Job was selected as the Event Type
13 | Select the Status if Change Status was selected as the | single-click if applicable
Event Type
14 | Enter the <Queue Priority> if Change Priority was enter number if applicable
selected as the Event Type
15 | Select the Send Priority status single-click if applicable
16 | Select Execute single-click
17 | Select Yes single-click
Table 14.7-3. UNIX Signals (1 of 2)
NAME VALUE | DEFAULT EVENT
HUP 1 Exit Hangup.
INT 2 Exit Interrupt.
QUIT 3 Core Quit.
ILL 4 Core lllegal Instruction.
TRAP 5 Core Trace/Breakpoint Trap.
ABRT 6 Core Abort.
EMT 7 Core Emulation Trap.
FPE 8 Core Arithmetic Exception.
KILL 9 Exit Killed.
BUS 10 Core Bus Error.
SEGV 11 Core Segmentation Fault.
SYS 12 Core Bad System Call.
PIPE 13 Exit Broken Pipe.
ALRM 14 Exit Alarm Clock.
TERM 15 Exit Terminated.
USR1 16 Exit User Signal 1.
USR2 17 Exit User Signal 2.
CHLD 18 Ignore Child Status Changed.
PWR 19 Ignore Power Fail/Restart.
WINCH 20 Ignore Window Size Change
URG 21 Ignore Urgent Socket Condition.
POLL 22 Exit Pollable Event.
STOP 23 Stop Stopped (signal).
TSTP 24 Stop Stopped (user).
CONT 25 Ignore Continued.
TTIN 26 Stop Stopped (tty input).
TTOU 27 Stop Stopped (tty output).
VTALRM 28 Exit Virtual Timer Expired
PROF 29 Exit Profiling Timer Expired.
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Table 14.7-3. UNIX Signals (2 of 2)

NAME VALUE | DEFAULT EVENT
XCPU 30 Core CPU time limit exceeded.
XFSZ 31 Core File size limit exceeded.
WAITING 32 Ignore Concurrency signal reserved by threads library
LWP 33 Ignore Inter-LWP signal reserved by threads library.
FREEZE 34 Ignore Check point Freeze
THAW 35 Ignore Check point Thaw
CANCEL 36 Ignore Cancellation signal reserved by threads library.
RTMIN * Exit First real time signal
(RTMIN+1) * Exit Second real time signal
(RTMAX-1) * Exit Second-to-last real time signal.
RTMAX * Exit Last real time signal
*The symbols RTMIN through RTMAX are evaluated dynamically in order to permit future

configurability.

14.7.3 Cancel a Sent Event

Table 14.7-4 presents (in a condensed format) the steps required to cancel an event that was
previously scheduled for sometime in the future. If you are already familiar with the procedures,
you may prefer to use the quick-step table. If you are new to the system, or have not performed
this task recently, you should use the following detailed procedures:

1

Single-click on the Send Event button in the Actions Region of the Job Activity
Console.
a. Send Event GUI is displayed.

Single-click on the Event Type that was sent to the job and is to be cancelled.

a. Options are Start Job, Job On Hold, Job Off Hold, Comment, Stop Demon, Force
Start Job, Job On Ice, Job Off Ice, Kill Job, Change Status, Change Priority, Set
Global, and Set Signal.

Single-click on the Cancel Previously Sent Event radio button.
Verify Job Name.

a. <Job Name> appears in the Job Name field.

b. Enter the proper <Job Name> if incorrect.

Single-click on the Execute button.

Single-click on the Yes button.
a. The eventis cancelled.
b. Job Activity Console is displayed.
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Table 14.7-4. Cancel a Sent Event - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Select the Send Event button single-click
2 Select the Event Type that was sent to the job single-click

and is to be cancelled

3 Select the Cancel Previously Sent Event button | single-click
4 Verify job name in the Job Name field enter text if necessary
5 Select Execute single-click
6 Select Yes single-click

14.7.4 Perform Job Management Functions

The Job Management Client tool is a set of utility programs intended primarily for use by
software developers. However, if necessary, it is possible to gain access to the following Job
Management Client functions from AutoSys by clicking on the Client Tool button in the
Actions region of the Job Activity Console:

Create DPR Job.

Release DPR Job.

Cancel DPR Job.

Change DPR ID.

View Job Management DPR Queue.

Create Ground Event Job.

g. Cancel Ground Event Job.

Table 14.7-5 presents (in a condensed format) the steps required to perform job management
functions using the AutoSys Job Activity Console. If you are already familiar with the
procedures, you may prefer to use the quick-step table. If you are new to the system, or have not
performed this task recently, you should use the following detailed procedures:

—o oo o

1 Verify that the job with the status to be modified is listed in the Currently Selected Job
field of the Job Activity Console (Ops Console) .
a. Single-click on the job row in the Job List region of the Job Activity Console if
necessary.
1. Information concerning the selected job is displayed in the Currently Selected
Job region of the Job Activity Console.

2 Single-click on the Client Tool button in the Actions Region of the Job Activity
Console.
a. The Ready to Invoke [Job Management Client] dialog box is displayed.

3 Single-click yes.
a. The dialog box closes.
b. The Jobs Activation User Interface window is displayed.
c. The following menu options are displayed:

0) Exit
1) Create Dpr Job
2) Release Dpr Job
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3) Cancel Dpr Job

4) Change Dpr Id

5) View Job Management Dpr Queue
6) Create Ground Event Job

7) Cancel Ground Event Job

4 Enter the number corresponding to the desired function at the enter an option prompt.
5 Enter responses to Job Management Client prompts.
6 Enter 0 at the enter an option prompt to quit the Job Management Client.
Table 14.7-5. Perform Job Management Functions - Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Verify job name in the Currently Selected Job single-click if necessary
field of the Job Activity Console (Ops Console)
2 Select the Client Tool button single-click
3 Select yes single-click
4 Enter the number corresponding to the desired enter text, press Enter
function
5 Enter responses to Job Management Client enter text, press Enter
prompts
6 Enter O at the enter an option prompt to quit the | enter text, press Enter

Job Management Client

14.8 Review AutoSys Activity and Job Dependency Logs

The following two types of useful reports can be generated using AutoSys commands:

The AutoSys Activity Log provides the results of the execution of jobs as monitored by AutoSys.
It is similar to the Summary Report that is accessible by clicking on the Summary button in the

a. Activity Log.
b. Job Dependency Log.

Reports region of the Job Activity Console (Ops Console) GUI.

The AutoSys Job Dependency Log reports information about the dependencies and conditions of
jobs. It is accessible by clicking on the Dependent Jobs button in the Show region of the Job

Activity Console (Ops Console) GUI as well as through the use of an AutoSys command.

14.8.1 Review Activity Log

The process of reviewing an Activity Log begins with the Production Monitor running the
AutoSys autorep command. The autorep command reports information about a job, jobs within

boxes, machines, and machine status. A sample Activity Log is illustrated in Figure 14.8-1.
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Job Name Last Start LastEnd  Status Run Pri/Xit

Nightly_Download 11/10 17:00 11/10 17:52 SUCCESS  170/1
Watch_4 file 11/1017:00 11/10 17:00 SUCCESS  101/1
filter_data 11/10 17:00 11/10 17:00 SUCCESS  101/1
update_DBMS 11/10 17:00 11/10 17:00 SUCCESS  101/1

Figure 14.8-1. Sample Activity Log

Table 14.8-1 presents (in a condensed format) the steps required to display and review the
Activity Log using the AutoSys autorep command. If you are already familiar with the
procedures, you may prefer to use the quick-step table. If you are new to the system, or have not
performed this task recently, you should use the following detailed procedures:

1 At the UNIX command line prompt enter:

/usr/ecs/<MODE>/COTS/autosys/bin/autorep -J ALL

Directory path may vary with installation.

Activity Log is displayed on the UNIX standard output.
Enter <job name> in place of ALL for a specific job.
Enter -M <machine name> for a Machine Report.
Enter -s for a summary report.

Enter -d for a Detailed Report.

Enter -q for a Query Report.

@+ooooTw

2 Add | Ip to the preceding command line to print the document or add
> /<path>/<filename> to save the report in a file.
a. Activity Log is printed or saved in a file as applicable.

3 Review the Activity Log to determine job states.
a. Completed.
b. Currently running.
c. Inthe queue.

Table 14.8-1. Review Activity Log - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Enter enter text, press Enter
/usr/ecs/<MODE>/COTS/autosys/bin/autorep
-J ALL
2 Review the Activity Log to determine job states Observe
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14.8.2 Review Job Dependency Log

The process of reviewing a Job Dependency Log begins with the Production Monitor running the
AutoSys job_depends command. The job_depends command reports information about the
dependencies and conditions of a job. The command can be used to determine the current state
of a job, its job dependencies, the dependencies and nested hierarchies (for boxes) as specified in
the job definition, and a forecast of what jobs will run during a given period of time. A sample
Job Dependency Log is illustrated in Figure 14.8-2.

Job Name Status Date Cond? Start Cond? Dependent Jobs?
DPR## Activated No Yes No

Condition: (success(DPR_##) and exit code(execute.DPR_##)<5)

Atomic Condition Current Status T/E
SUCCESS(SPR_##) SUCCESS T
EXIT_CODE(execute.DPR_##) SUCCESS F

Figure 14.8-2. Sample Job Dependency Log

Table 14.8-2 presents (in a condensed format) the steps required to display and review the Job
Dependency Log using the AutoSys job_depends command. If you are already familiar with
the procedures, you may prefer to use the quick-step table. If you are new to the system, or have
not performed this task recently, you should use the following detailed procedures:

1 At the UNIX command line prompt enter:

/usr/ecs/I<MODE>/COTS/autosys/bin/job_depends -c -J <job name>

Directory path may vary with installation.

Job Dependency log is displayed.

Enter -c for current condition status.

Enter -d for dependencies only.

Enter -t for time dependencies.

Enter -J <job name> to indicate a specific job as the subject of the report. Use ALL
for all jobs.

—o Qoo
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2 Add | Ip to the preceding command line to print the document or add
> /<path>/<filename> to save the report in a file.
a. Job Dependency log is printed or saved in a file as applicable.

3 Review the Job Dependency Log to determine job dependencies.

Table 14.8-2. Review Job Dependency Log - Quick-Step Procedures

Step What to Enter or Select Action to Take

1 Enter enter text, press Enter
/usr/ecs/<MODE>/COTS/autosys/bin/job_depe
nds -c -J <job name>

2 Review the Job Dependency Log to determine observe
job dependencies

14.9 Define and Run Monitors/Browsers

The current edition of the Release 5A Operations Tools Manual for the ECS Project
(609-CD-500-001) indicates that ECS does not support the AutoSys monitor/browser
capabilities. However, they are functional and the Production Monitor can use them (with no
expectation of ECS support if problems are encountered).

The process of defining monitors/browsers begins with the Production Monitor launching
AutoSys. The Monitor/ Browser screen contains fields representing all the information needed
to define a monitor or browser. See Figure 14.9-1.

Alarm: STARTJOBFAIL Job: execute.DPR_15 06/14 19:18:18 Run #782:9

Exit Code =0

Job: execute.DPR_15 FAILURE 06/14 19:20:20 Run # 782

<Have EXCEEDED the Max # of times (10) to attempt a restart. Something is wrong and needs
to be investigated>

Alarm: STARTJOBFAIL Job: execute.DPR_15 06/14 19:18:18 Run #782:9

Exit Code = -655

Figure 14.9-1. Sample Browser Screen

14.9.1 Define Monitors/Browsers

Table 14.9-1 presents (in a condensed format) the steps required to define a monitor or browser.
If you are already familiar with the procedures, you may prefer to use the quick-step table. If
you are new to the system, or have not performed this task recently, you should use the following
detailed procedures:

1 Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
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a. The AutoSys GUI Control Panel is displayed.

Single-click on the Monitor/Browser button on the AutoSys GUI Control Panel.
a. The Monitor/Browser GUI page is displayed.

Enter monitor or browser <name> in the Name field, then press Tab.
a. Monitor/Browser defaults are:

1. Monitor for Mode.

2. ALL EVENTS for Types of Events.

3. ALL Jobs for Job Selection Criteria.

Single-click on the Mode selection of Monitor or Browser.
a. If Monitor, settings are defined for a monitor.
b. If Browser, setting are defined for a report.

Select ALL EVENTS for Type of Events by single-clicking on the toggle button.
-—-0OR ---

Select Alarms and/or All Job Status Events and/or the available individual Job Status
Event(s) by single-clicking on the corresponding button(s).
a. Job Status Event options are Running, Success, Failure, Terminated.

Select desired Job Selection Criteria by single-clicking on the ToggleButton:
a. Either All Jobs, Box with its Jobs, or Single Job is selected.
b. If Single Job is selected, enter the job_name in the Job Name field.

Select the desired Monitor Options (if a monitor is being defined) by single-clicking on
the ToggleButton(s):
a. Sound and/or Verification Required for Alarms is/are selected.

Select the desired Browser Time Criteria (if a browser is being defined) by single-

clicking on either Yes or No for Current Run Only.

a. Enter date and time (MM/DD/YY hh:mm format) in the Events After Date/Time
field if No was selected for Current Run Only.

Single-click on the Save button.
a. Monitor/browser definition is saved to the database.
b. You must Save the configuration first before monitor/browser can be viewed.

Single-click on the Run MonBro button to run the monitor/browser that has just been
defined.
a. Monitor/browser is displayed in a separate window.

Exit Monitor/Browser GUI.
a. Single-click on the Exit button to exit from the Monitor/Browser GUI.
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Table 14.9-1. Define Monitors/Browsers - Quick-Step ProceduresA

Step What to Enter or Select Action to Take

1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1

2 Select the Monitor/Browser button single-click

3 Enter monitor or browser <name> in the Name enter text, press Tab
field

4 Select the Mode (Monitor or Browser) single-click

5 Select the desired option(s) in the Type of single-click
Events area

6 Select the desired option in the Job Selection single-click; enter text if applicable
Criteria area and enter job name if applicable

7 Select the desired Monitor Options (if a monitor | single-click
is being defined)

8 Select the desired Browser Time Criteria (if a single-click; enter text if applicable
browser is being defined) and enter date/time if
applicable

9 Select the Save button single-click

10 | Select the Run MonBro button to run the single-click
monitor/browser that has just been defined

11 | Select the Exit button to exit from the single-click
Monitor/Browser GUI

14.9.2 Run Monitor/Browser from the Monitor/Browser GUI

Table 14.9-2 presents (in a condensed format) the steps required to run a previously defined
monitor or browser using the Monitor/Browser GUI. If you are already familiar with the
procedures, you may prefer to use the quick-step table. If you are new to the system, or have not
performed this task recently, you should use the following detailed procedures:

1 Launch the AutoSys GUI Control Panel (refer to Section 14.1.1).
a. The AutoSys GUI Control Panel is displayed.

2 Single-click on the Monitor/Browser button on the AutoSys GUI Control Panel.
a. The Monitor/Browser GUI page is displayed.

3 Enter monitor or browser <name> in the Name field if the name is known.
---0OR ---
Enter % (percent sign wild card) in the Name field if the name is not known, single-
click on the Search button, then double-click on the name of the monitor/browser in the
list displayed in the dialog box to retrieve the desired monitor/browser definition.

4 Single-click on the Run MonBro button.
a. Monitor/browser is displayed in a separate window.

5 Single-click on the Exit button to exit from the Monitor/Browser GUI.
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6 Enter Ctrl-C in the browser/monitor window to exit from the browser or monitor.
Table 14.9-2. Run Monitor/Browser from the Monitor/Browser GUI -
Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Launch the AutoSys GUI Control Panel Use procedure in Section 14.1.1
2 Select the Monitor/Browser button single-click
3 Enter monitor or browser <name> in the Name enter text
field
4 Select the Run MonBro button single-click
5 Select the Exit button to exit from the single-click
Monitor/Browser GUI
6 Enter Ctrl-C to exit from a browser or monitor enter text, press Enter

14.9.3 Run Monitor/Browser from the Command Shell

Table 14.9-3 presents (in a condensed format) the steps required to run a previously defined
monitor or browser from the command shell. If you are already familiar with the procedures,
you may prefer to use the quick-step table. If you are new to the system, or have not performed
this task recently, you should use the following detailed procedures:

1
2

Open another UNIX (terminal) window.

At the UNIX command line prompt enter:
cd /usr/ecs/<MODE>/COTS/autosys/bin

a. Directory path may vary with installation.

b. The command shell prompt is displayed.

At the UNIX command line prompt enter:
monbro -N <name> &

a. Refer to the AutoSys Manual for all options and displays for all monbro reports.
b. The monitor/browser must have been previously defined using the Monitor/Browser

GULI.

Enter Ctrl-C to exit from a browser or monitor.

Table 14.9-3. Run Monitor/Browser from the Command Shell - Quick-Step

Procedures

Step

What to Enter or Select

Action to Take

Open another UNIX (terminal) window

single-click

Enter cd /usr/ecs/<MODE>/COTS/autosys/bin

enter text, press Enter

Enter monbro -N <name> &

enter text, press Enter

Alw|N

Enter Ctrl-C to exit from a browser or monitor

enter text, press Enter
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14.10 Modify Configuration Files

The procedures in this section concern changing AutoSys Event Processor database maintenance
time and modifying the maximum number of jobs in AutoSys.

14.10.1 Change AutoSys Event Processor Database Maintenance Time

Once a day, the Event Processor (also known as the AutoSys daemon) goes into an internal
database maintenance cycle. During this time, the Event Processor does not process any events
and waits for completion of the maintenance activities before resuming normal operations. The
time of day that this maintenance cycle starts up is pre-set to 3:30 PM. If necessary to change
the time at which it runs, it should be reset to a time of minimal activity. The time required for
the database maintenance cycle is approximately one minute.

Table 14.10-1 presents (in a condensed format) the steps required to modify the AutoSys Event
Processor database maintenance time. If you are already familiar with the procedures, you may
prefer to use the quick-step table. If you are new to the system, or have not performed this task
recently, you should use the following detailed procedures:

1 At the UNIX command line prompt enter:

cd /usr/ecs/<MODE>/COTS/<autotree>/autouser |

a. Directory path may vary with installation.
b. The command shell prompt is displayed.

2 At the UNIX command line prompt enter: ‘

vi config.<AUTOSERV_INSTANCE>
a. The configuration file is displayed.

3 Find DBMaintTime=. |

4 Enter the desired time in 24 hour format. |
a. New time is entered.

5 Save the file. |

Table 14.10-1. Change AutoSys Event Processor Database Maintenance Time -
Quick-Step Procedures

Step What to Enter or Select Action to Take
1 Enter cd enter text, press Enter
/usr/ecs/<MODE >/COTS/<autotree>/autouser
2 Enter vi config.<AUTOSERV_INSTANCE> enter text, press Enter |
3 Find DBMaintTime= enter text as necessary
4 Enter the desired time in 24 hour format enter text as necessary
5 Save the file enter text as necessary
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14.10.2 Modify the Maximum Number of Jobs in AutoSys

The Production Planner and Production Monitor should work with the Resource Planner to make
optimum use of processing resources. The Resource Planner allocates the disk partitions, CPUSs,
and RAM available for processing among the active modes (e.g., OPS, TS1, TS2). The
Production Planner and Production Monitor monitor the load on the processing resources.

The Resource Planner assigns the bulk (typically 60% - 80%) of the processing resources to the
OPS mode. The remainder of the processing assets are divided among the modes used for
SSI&T and new version software checkout.

The Production Planner and Production Monitor monitor the load on the processing resources to
identify whether the actual load is appropriately distributed among modes. They either inform
the Resource Planner of under- or over-use of resources as allocated or have the
DpPrAutoSysMaxJobs parameter in the EcDpPrJobMgmt.CFG file adjusted.

When monitoring the load on the processing resources, the Production Planner and Production
Monitor should take the following considerations into account:

a. Disk space allocated to OPS mode is likely to be used to capacity.

b. Disk space assigned to the other two modes may not fill up.

c. There is no one-to-one mapping of CPU allocation with actual CPUs on the science
processor.

d. The operating system (OS) takes care of true CPU and RAM allocation.

1. Actual CPU usage during processing is limited by the OS.

2. If ten CPUs have been specified for a particular mode, only ten Data Processing
Requests (DPRs) can be running the Execute job at a given time.

3. What is really being defined is the maximum number of DPRs that will execute at
a given time.

e. CPUs can be over-allocated or under-allocated as necessary to get the most out of the
CPUs on each science processor.

f. If monitoring indicates that the processor is underused when OPS mode is at full
processing capacity, the number of CPUs allocated to OPS mode could probably be
increased.

g. If the science processor is at full capacity when OPS mode is at full processing
capacity (and the processor may be overworked) the number of CPUs allocated to
OPS mode should be reduced.

h. Random-access memory (RAM) is subject to the same considerations as CPUs.

1. RAM can be over-allocated or under-allocated as necessary to get the most out of
the memory on each science processor.

Another consideration is the throttling of the processing load through the DpPrAutoSysMaxJobs
parameter. DpPrAutoSysMaxJobs is defined in the EcDpPrJobMgmt.CFG file in the
/usr/ecssyMODE/CUSTOM/cfg directory on the Queuing Server (e.g., g0sps06).

a. If DpPrAutoSysMaxJobs in OPS mode were set at 64 [allowing AutoSys to
accommodate eight DPRs (consisting of eight jobs each) simultaneously in OPS
mode] and ten CPUs were defined for OPS, it would not be possible to utilize all ten
CPUs.

b. If the value of DpPrAutosysMaxJobs were increased to 120 (15 DPRs times
8 jobs/DPR), there might be times when the processing of some DPRs would be held
up because only ten could be running the Execute job at a time.

14-39 611-CD-500-001




1. In such a case it might be possible to increase the number of CPUs allocated to
the mode so that more than ten DPRs could be running the Execute job
simultaneously.

Table 14.10-2 presents (in a condensed format) the steps required to modify the the maximum
number of jobs in AutoSys. If you are already familiar with the procedures, you may prefer to
use the quick-step table. If you are new to the system, or have not performed this task recently,
you should use the following detailed procedures:

1

At the UNIX command line prompt enter:

cd /usr/ecs/<MODE>CUSTOM/cfg
a. The command shell prompt is displayed.

At the UNIX command line prompt enter:

vi EcDpPrJobMgmt.CFG
a. The configuration file is displayed by the vi text editor.

Find DpPrAutosysMaxJobs= using vi commands.

Enter the desired maximum number of jobs in AutoSys in the specified mode.
a. New number is entered.

Save the file.

Repeat Steps 1 through 5 as necessary to modify the values assigned to the
DpPrAutoSysMaxJobs parameter in other modes.

Table 14.10-2. Modify the Maximum Number of Jobs in AutoSys - Quick-Step

Procedures
Step What to Enter or Select Action to Take

1 Enter cd /usr/ecs/<MODE>/CUSTOM/cfg enter text, press Enter

2 Enter vi EcDpPrJobMgmt.CFGf enter text, press Enter

3 Find DpPrAutosysMaxJobs= enter text as necessary

4 Enter the desired maximum number of jobs in enter text as necessary
AutoSys in the specified mode

5 Save the file enter text as necessary

6 Repeat Steps 1 through 5 as necessary for other | enter text as necessary
modes.
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15. Quality Assurance

This section describes the tools available for science data Quality Assurance (QA) - the QA Monitor
and the QA Metadata Update Tool (QAMUT) .

Operational Quality Assurance is performed by DAAC operations personnel authorized to modify
the value of the Operational QA flag attribute value for a product generated at the DAAC. The
operator has the capability to view the product through EOSView and retrieve production history

files. Figure 15-1 provides an overview of the quality assurance process.

(QA Monitor scenario)
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Figure 15-1.

15.1 QA Monitor
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DAAC to update the ScienceQualityFlag attribute, until the QA Metadata Update Tool
(Section 15.2) is available.

The QA Monitor can be used to request the Science Data Server to search for specific types of Data
Granules; Query, Retrieve, and Update (QRU) Metadata; transfer Data Granules to the operator’s
computer; and transfer Production History to the operator’s computer. It can also be used to
update data granule metadata, view graphical images of data granules, and print/display lists of data
granules and data types. Table 15.1-1 summarizes common operator functions performed with the
QA Monitor. Table 15.1-2 describes the fields in the QA Monitor; Table 15.1-2 provides the usage
for each of the pushbuttons.

The QA Monitor is launched by clicking on the Desktop Icon, or via Unix commands. The Unix
commands are provided following Tables 15.1-1 through 15.1-3.

Table 15.1-1. Common Operator Functions Performed with the

QA Monitor
Operator Function Description Purpose
Query Data Granules Initiates a request to search the science | Find all archived data granules
archive for data granules with the same data type which
were inserted into the archive
at a certain time (data interval)
Retrieve Data Granules Initiates a request to get data granules Transfer data granule(s) from
from the science archive archive to local disk for
visualization
Visualize Data (HDF files) Display Visualize screen View graphical image of data
granules to assess quality
Update Metadata Initiates a request to archive QA Update data granule QA
information about data granules information in the archive,
based on DAAC QA activities
encompassing use of the
Visualize Data function.

Table 15.1-2. QA Monitor GUI FieldsA

Field Name Data Type Size Entry Description
Data Granule Insert Date Initial default value - Search criteria for granule
Begin min 1/2/1901 | can be changed by metadata beginning and
End max 6/1/2036 [ user end date
Data Types list single N/A User selects a data type | The list of all available

selection from the list displayed data types at a specific
at startup DAAC
Data Granules list multiple N/A User clicks data granule | The list of all data
selection row(s) then clicks granules in the date
retrieve pushbutton interval above for a
particular selected data
type are available for
retrieval.
Status text N/A Displays status Displays status
messages only messages
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Table 15.1-3. QA Monitor GUI PushbuttonsA

Button Description

Query Populates list of data granules on the bottom half of the GUI for a particular
selected data type within a data interval

Find (below the data types and data granules list) - allow the operator to perform a
keyword search for information stored in those 2 lists.

Retrieve Allows the operator to retrieve data granule(s) or production history tar file(s) from
the DAAC's data archive and place on the local disk.

Update Pops up a Granule Parameters screen Update Metadata Dialog

Launching the QA Monitor Using UNIX Commands

1 Access the command shell.

The command shell prompt is displayed.

NOTE: Commands in Steps 2 through 14 are typed at a UNIX system prompt.

2 Type xhost + then press the Return/Enter key on the keyboard.

3 Open another UNIX window.

4 Start the log-in to the Data Processing Subsystem host by typing either telnet hostname
(e.g., g0sps06), rlogin hostname, or rsh hostname in the new window then press
the Return/Enter key.

If you use the telnet command, a Login: prompt appears; continue with Step 5.
If you use either the rlogin or rsh command, the system uses the User ID currently in use;
go to Step 6.

5 If a Login: prompt appears, log in as yourself by typing your UserlID then pressing the
Return/Enter key.

6 At the Password: prompt type your Password then press the Return/Enter key.

7 Start the log-in to DCE by typing dce_login then pressing the Return/Enter key.

8 At the Enter Principal Name: prompt type your DCE UserID then press the
Return/Enter key.

9 At the Enter Password: prompt type your DCE Password then press the
Return/Enter key.

10 Type setenv DISPLAY clientname:0.0 then press the Return/Enter key.

Use either the terminal/workstation IP address or the machine-name for the clientname.

11 Type setenv MODE mode then press the Return/Enter key.

The mode will most likely be one of the following operating modes:
OPS (for normal operation).
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12

13

14

TS1 (for SSI&T).
TS2 (new version checkout).

Note that the separate subdirectories under /usr/ecs apply to (describe) different operating
modes.

Type source /usr/ecs/mode/CUSTOM/utilities/EcCoEnvCsh then press

Return/Enter.
The source command sets the environment variables identified in the specified file.

Type cd /path then press Return/Enter.

Change directory to the directory (e.g., /usr/ecs/mode/CUSTOM/utilities) containing the
data processing start scripts (e.g., EcDpPrStartQaMonitorGUI).

Type EcDpPrStartQaMonitorGUI mode ApplicationlD & then press

Return/Enter to launch the QA Monitor GUI.

The QA Monitor GUI (Figure 15-2) is displayed.
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Figure 15-2. QA Monitor GUI - QRU Data Tab

15.1.1 DAAC Product QA with the QA Monitor

The Product QA process begins with the QA Monitor Application.

The DAAC operations

personnel will Query, Retrieve, and Update (QRU) the selected product. The operator will then
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retrieve those specific products and perform a visual check of those products using the Visualize
Data option of QA Monitor (Figure 15-3).

Retrieval and Viewing of Data Granules

1
2

10

Start up the QA Monitor
Select QRU Data tab.

From list of data types, select the ESDT or compose a query in query window and click on
the Query button.

Select a data granule by filename from the list and click on the Retrieve Data Granule
button.
Quit the QA Monitor GUI.

To visualize the data, select the data granule as described above and click on the Visualize
Data button.
Displays EOS View GUI (Figure 15-3)

Open a HDF product file from which metadata is to be viewed, select the File . Open

button from the main menu bar.

A File Selection Dialog window will open and the user should be able to select the
appropriate directory and file to open.

Once the desired product file has been opened, the specific types of HDF objects in the file
will be listed in the Contents window.

From the Contents window double-click on a particular HDF Object (Vgroup, SDS,

etc.).

The structure of the HDF object will appear in a dialog window with buttons on the bottom
portion of the window to view the data of the object itself.

Display the science data values of this particular HDF object by selecting the Table button
to display the table data of the object.

View the attribute values of this particular HDF object by selecting the File-Attribute
button.

Metadata is referred to as attribute data.

Any metadata associated with the object will be displayed in another text window.

Quit when done by typing Q then press the Enter key.
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Figure 15-3. QA Monitor - Visualize Data

15.1.2 Updating QA Metadata

After the viewing, the operator will update the Operational QA flag for that specific product. The
operator also updates the Science QA flags in response to an email request from SCF personnel,
who have the responsibility for performing QA of their own products.

This procedure for updating QA metadata starts with the assumption that all applicable servers are
currently running and the QA Monitor GUI QRU data tab (Figure 15-4) is being displayed.

Table 15.1-4 summarizes the QA metadata attributes and their descriptions.
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Table 15.1-4. QA Metadata Attributes

Field Name Data Type Description
OperationalQualityFlag character DAAC and SCF quality status setting of a data
granule parameter, selected by the user. The valid
ScienceQualityFlag values are:
- passed
- failed

- being investigated
- not investigated

- inferred passed

- inferred failed

OperationalQualityFlagExplanation |character [ Text describing quality status (less than 255
characters), input by user.
ScienceQualityFlagExplanation

AutomaticQualityFlag character DAAC and SCF quality status setting of a data
granule parameter, set during data processing.

AutomaticQualityFlagExplanation character | Text describing quality status of a data granule
parameter - set during data processing.

Updating Quality Assurance (QA) Metadata using the QA Monitor

1 In the Data Types field, click on the data type to be checked.
It may be necessary to scroll through the Data Types list.
The selected data type is highlighted.
Only one data type can be selected at a time.
Alternatively, the Find field and button can be used for specifying a data type.

[ THe Find field is case-sensitive.
2 Click in the appropriate Data Granule Insert window field(s) and either type or use the
up/down arrow buttons to enter the Begin date and End date in MM/DD/YYYY format.
In the Data Granule Insert window it is necessary to specify the range of dates
(between the Begin date and the End date) to formulate a query for searching for the
desired granule(s) to be checked. Time is based upon day of insert into the data server.
If no dates are entered, an error message is displayed. The up and down arrows next to
the duration fields may be used for modifying entries in each field.
The Tab key may be used to move from field to field.
3 Click on the Query button.
Granules within the specified date range appear in the Data Granules field.
4 In the Data Granules field, click on the granule for which metadata is to be updated.
It may be necessary to scroll through the list of granules.
The selected granule is highlighted.
Alternatively, the Find field and button may be used for specifying a data granule.

[ THe Find field is case-sensitive.
5 Click on the Update Metadata button.
The Update Metadata window is displayed.
The Update Metadata window displays one line for each parameter for the selected granule.
6 Click on a parameter in the Update Metadata window.
The selected parameter is highlighted.
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The Edit Parameter dialog box is displayed.

Click and hold on the Operator Quality Flag option button, move the mouse cursor to
the desired selection (highlighting it), then release the mouse button.

The selected metadata flag is displayed on the Operator Quality Flag option button.
The following options are available:

[ pdssed
[falled

[bding investigated
[ ndt investigated
[inferred passed

[inferred failed
Type an explanation for changing the QA flag value in the Explanation field.
Click and hold on the SCF Quality Flag option button, move the mouse cursor to the
desired selection (highlighting it), then release the mouse button.
The selected metadata flag is displayed on the SCF Quality Flag option button.
The same options are available as those on the Operator Quality Flag option button.
Type an explanation of the QA flag selection in the Explanation field.
Click on the OK button to accept the QA flag settings.
The Edit Parameter dialog box is dismissed.
To verify that the QA flag settings have actually been applied to the granule, first repeat
Steps 1 through 5 to retrieve the same granule.
The Granule Parameters window (Figure 15-4) is displayed.
The QA flag values and explanations entered using the Edit Parameter dialog box are
displayed.
Repeat steps as necessary to review additional granules.
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Granule Parameters

Figure 15-4. QA Monitor Granule Parameters Window

15.1.3 Production History

The Production History (PH) is created during PGE execution within the PDPS and then Inserted

into the Data Server upon PGE completion. Included in the PH are the PGE log files. Accessing a

Production History associated with a particular PGE run requires the DPR ID of the PGE run.

The Production History is retrieved using the QA Monitor GUI, using the following procedure.
Follow the procedures above for selecting a data granule.

. Select the Retrieve ProdHistory button and view the contents of the
Production History Log.

15.2 QA Metadata Update Tool

The purpose of the QA Metadata Update Tool (QAMUT) is to enable Science Computing Facility
(SCF) and Distributed Active Archive Center (DAAC) QA experts to modify values of their
respective quality flags (i.e., ScienceQualityFlag and OperationalQualityFlag) on core metadata,
provided via a client, for multiple granules at a time in a batch mode (vs. one granule at a time
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using the QA Monitor). At the time of this writing, each DAAC plans to utilize either an existing
client at the DAAC or develop a client to search the metadata holdings at the DAAC. It is anticipated
that DAACs will integrate the client with QAMUT software developed by the ECS project and
provided to DAACSs. The integrated client and QAMUT software will provide complete tools to
perform quality assurance updates on metadata. The detailed implementation plans for QAMUT at
the DAACs, if any, are not known at this time.

The QAMUT tool itself consists of two major components: The SCF component (for updating
ScienceQualityFlags) and the DAAC component (for updating OperationalQualityFlags). The
QAMUT is fully documented in the following white paper: QA Metadata Update Tool for the ECS
Project, April 1998 (160-WP-002-001).
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16. Ingest

This section describes the procedures the Data Ingest Technician (DIT) can use when performing
and monitoring ingest of science data. The data ingest process is largely automated, however, the
DIT will be required to support hard media operations, resolve problems, periodically monitor
ingest operations, and coordinate with the appropriate internal and external entities to resolve
resource conflicts. Section 16.1 describes the Ingest subsystem custom software items.
Section 16.2 describes how to use the ECS GUI Ingest tool. Section 16.3 describes how to use
the HTML Interactive Ingest tool. Section 16.4 describes the Ingest Polling process. Section 16.5
describes the process of recovering from Data Ingest Failures. Section 16.6 describes the
Document Ingest process. Section 16.7 describes how to use the ECS Science Data Server
Operator tool.

16.1 Ingest Custom Software Items

The Ingest custom software items supports the ingest of data into ECS repositories on a routine
and ad hoc basis. The software supports a variety of data formats and structures. Ingest data
processing and storage functions vary according to attributes of the ingested data such as data type,
data format, and the level to which the ingested data has been processed.

The Ingest subsystem is capable of accepting data from a variety of sources including both
electronic network interfaces and physical media. Data received is predefined within ECS with
regard to expected metadata and metadata characteristics, data types, files, and formats, and means
of delivery to ECS in accordance with approved ICDs with external organizations. The following
list defines the ECS Ingest Subsystem custom software items:

1. EcInAuto - is the Automated Network Ingest Interface process that provides basic capability to
ingest data electronically from an external source.

2. EcInPolling - is the Polling Ingest Client Interface process that creates polling request, detects
new files in a specified external location, creates and submits ingest request.

3. EclnlInter - is the Interactive Ingest Interface process that provides science users and ECS
operators the capability for interactive request to ingest data available on the network.

4. EcInReqMgr - is the Ingest Request Manager process that manages ingest request traffic and
processing.

5. EcInGran - is the Ingest Granule Server process that provides services for required
preprocessing of data and subsequent insertion into the FSMS.

6. EcInGUI - is Ingest GUI Interface process that provides operators ability to perform ingest
from physical media, monitor the status of on-going ingest requests, and modify Ingest
configuration parameters.
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7. Ingest Database - is a Sybase database that stores and provides access to Ingest Subsystem
internal data.

16.2 ECS Ingest Tool

The ECS Ingest tool has five tab widgets; Ingest Intro, History Log, Monitor/Control,
Operator Tools, and Media Ingest. The Ingest Intro screen can be used as a menu path to
Save or Print screens, and Exit the Ingest tool. The History Log (Section 16.2.2 & Section
16.2.3) is a view only screen which allows the DIT the capability to view ingest activities that have
already completed, and to create reports. The Monitor/Control (Section 16.2.4) screen
provides the DIT the capability to view and update ongoing ingest activities in the system. The
Operator Tools (Section 16.2.5) are used by the DIT to view and set ingest thresholds. The
Media Ingest (Section 16.2.6) screen gives the DIT the capabilities to perform media ingest.

The Activity Checklist table that follows provides an overview of the Ingest tool and its functions.
Column one (Order) shows the order in which tasks should be accomplished. Column two
(Role) list the Role/Manager/Operator responsible for performing the task. Column three (Task)
provides a brief explanation of the task. Column four (Section) provides the Procedure (P)
section number or Instruction (1) section number where details for performing the task can be
found.

Table 16.2-1. ECS Ingest Tool - Activity Checklist

Order Role Task Section
1 DIT Starting the Ingest GUI (P)16.2.1
2 DIT Viewing the Ingest History Log (P)16.2.2
3 DIT Ingest History Log Reports (P)16.2.3
4 DIT Monitoring/Controlling Ingest Requests (P)16.2.4
5 DIT Suspending Ingest Requests (P)16.2.5
6 DIT Resuming Ingest Requests (P)16.2.6
5 DIT Ingest Operator Tools (P)16.2.7
6 DIT Physical Media Ingest (P)16.2.8

16.2.1 Starting the Ingest GUI

Starting the Ingest GUI in normally operations will be just a matter of clicking an icon that appears
on your desktop. Because the desktop configurations have not been installed to date it will be
necessary to follow the interim procedure described below. Starting the Ingest GUI assumes that
the applicable servers are running and the DIT has logged in. If you are already familiar with the
procedure, you may prefer to use the quick-step table at the end of the procedure. If you are new
to the system, you should use the following detailed procedures:

1 Type xhost + at the command shell prompt and then press Return.
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2 Bring up the Ingest GUI server. If the Ingest GUI has not already been brought up. From
a SUN workstation or NCD X-Term terminal telnet into the Ingest Server. Enter telnet
<hostname>. Example telnet g0disO1.

3 Log into the Ingest Operator workstation using your user identifier and password by typing
YourUserlD, and then press Return.

e A password prompt is displayed.

4 Enter YourPassword, then press Return.
e You are authenticated as yourself.

5 Set your terminal display environment using the following command:
setenv DISPLAY <hostname:(.0>

6 Create an xterm window for the Ingest GUI Ingest the following command:
xterm -n GUI_<mode> -sl 5000-sb &

7 Change directory to the directory containing the Ingest GUI command file:
cd /usr/ecs/<mode>/CUSTOM/utilities

8 Start the Ingest GUI using the following command:
EcInGuiStart <mode>
. The ECS Ingest tool is opened.
. The Ingest Intro screen is displayed.

Table 16.2-2. Starting Ingest Operator GUI - Quick-Steps

Step What to Enter or Select Action to Take
1 xhost + press Return

2 telnet <hostname> press Return

3 YourUserID press Return

4 YourPassword press Return

5 setenv DISPLAY <hostname:0.0> press Return

6 xterm -n GUI_<mode> -s| 5000-sb & press Return

7 cd /usr/ecs/<mode>/CUSTOM/utilities press Return

8 EcInGuiStart <mode> press Return

16.2.2 Viewing the Ingest History Log

The DIT can determine if an Ingest request has been completed by viewing the entries in the ECS
Ingest History Log. An Ingest request is not logged into the History Log until the Ingest
process has been completed. There are four different search criteria that can be used to view
Ingest History Log entries, the Start and Stop Date/Time, the Data Provider 1D, the
Data Type, and Final Request Status. The DIT must manually enter the Start and Stop
Date/Time criteria, which displays all Ingest entries that were logged between the start date and
time, and the stop date and time. The Data Provider, Data Type, and Final Request
Status each have a drop down option menu in which to select the criteria. After the DIT enters
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the search criteria, he/she clicks on the Display button to display the log of completed Ingest
entries that match the search criteria. The History Log displays the following:

Request ID Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total
Number of Granules, #Success Granules, Data Vol (MB), File Count, Time to Xfer (min.), Time
Preproc (min.), Time to Archive (min.), and Priority Restart Flag.

The DIT can display the same information on the granule level by clicking on the desired entry.

The procedure that follows explains how to view Ingest Log entries using the History Log.
This example will use the Start and Stop date/time filters to display a list of Ingest requests that
were logged in the last twenty-four hour period. If you are already familiar with the procedure,
you may prefer to use the quick-step table at the end of the procedure. If you are new to the
system, you should use the following detailed procedures:

1 Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in section 16.2.1.
. The ECS Ingest tool is opened.
. The Ingest Intro screen is displayed.

2 Click the History Log tab widget.
. The History Log screen is displayed.

3 Click on the Start Date/Time field.
. The cursor moves to the month field.

4 Enter the month, then press Tab.
. The cursor moves to the day field.

5 Enter the day of the month, then press Tab.
. The cursor moves to the year field.

6 Enter the year, then press Tab.
. The cursor moves to the hour field.

7 Enter the hour, then press Tab.
. The cursor moves to the min field.

8 Enter the minute, then press Tab.
. The cursor moves to the sec field.

9 Enter the seconds, then press Tab or, bypass the second’s field by pressing tab first.
. The cursor moves to the month field for Stop Date/Time.

10 Repeat steps 4 through 9 for the Stop Date/Time field.
11 Select either Detailed Report or Summary Report.
. Summary Report requires the operator to select either Request Level or Granule
level.

12 Click on the Display button.
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. Each ingest request that was completed and logged between the start and end time and
date are displayed.

. Each entry displays the Request ID, # of Success Granules, External Data
Provider, Ingest Type, Processing Start and End Time, Data Volume,
Number of Data Sets, and Number of Data Files.

13 Click on an individual Entry.
. The granule level of the selected entry is displayed.

14 Select another function by clicking on a GUI tab.

15 To exit the ECS Ingest tool, select menu path File/Exit.

Table 16.2-3. View Ingest History Log - Quick-Steps

Step What to Enter or Select Action to take
1 ECS Ingest icon single Click

2 History Log press Return

3 Month (Start Month field) single Click

4 Enter the Month press Tab

5 Enter the Day press Tab

6 Enter the Year press Tab

7 Enter the Hour press Tab

8 Enter the Minute press Tab

9 Enter the Seconds press Tab

10 Enter the Month press Tab

11 Enter the Day press Tab

12 Enter the Year press Tab

13 Enter the Hour press Tab

14 Enter the Minute press Tab

15 Enter the Seconds press Tab

16 Select Detailed Report or Summary Report single Click

17 Display button single Click
18 Individual Entry record single Click
19 Select another function single Click or,
20 File/Exit single Click and drag
16.2.3 Ingest History Log Reports

The History Log can support four report formats, a request history log report, a data type
history report, a request summary statistics report, and a data type summary statistics report. The
reports can be generated for specified time periods and executed on a regular basis. There are two
radio buttons above the display box, Detailed Report and Summary Report. Each report
supplies the DIT and operations staff with a view of the ingest request completion performance.

16-5 611-CD-500-001



The Detailed Report gives detailed information about each completed ingest request. The
Summary Report gives a summary, which includes the average and maximum time taken to
perform each step in the ingest process.

The Detailed Report can be sorted by Start and Stop Date & Time, by Data Provider,
and by Data Type. The default for the Detailed Report is DAAC and Start Time. The
Summary Report should be sorted by DAAC, Data Provider or Data Types.

The following procedure will order a Detailed Report with the Data Provider as the sort
criteria, then will clear the screen and order a Summary Report using the Data Type as the sort
criteria. 1f you are already familiar with the procedure, you may prefer to use the quick-step table
at the end of the procedure. If you are new to the system, you should use the following detailed
procedures:

1 Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in section 16.2.1.
. The ECS Ingest tool is opened.
. The Ingest intro screen is displayed.

2 Click on the History Log tab widget.
. The History Log screen is displayed.

3 Click on the Data Provider field. ) ]
. Cursor moves to the Data Provider field.

4 Enter the Data Provider, then press Tab or, a drop down option menu may also be used
as follows:
a) Point the mouse on the arrow to the right of the Data Provider field.
b) While holding down on the mouse, highlight the required Data Provider.
c) Release the mouse button.
d) The Data Provider that was chosen is now displayed in the Data Provider field.

5 Click on the Detailed Report Radio box.

6 Click on the Display button.

. The Detailed Report is now displayed.

. The Detailed Report displays the following information; Request 1D, Data
Provider, Start and End Time, Completion Status, Restart Flag,
Processing Time (minutes),Transfer Time (minutes), Archive Time
(minutes), Number of Files, Number of Granules, Number of Success
Granules, Data volume (MB), and Ingest Type.

7 Click on the Clear All button.
. The display box and criteria fields are cleared.

8 Click on the Data Type field.
. The cursor moves to the Data Type field.

9 Enter the Data Type, then press Tab or, a drop down option menu may also be used as

shown below:
a) Point the mouse on the arrow to the right of the Data Type field.
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b) While holding down on the mouse, highlight the required Data Type.
c) Release the mouse button. The Data Type that was chosen is now displayed in the
Data Type field.

10 Click on the Summary Report radio box.
11 Click on the Display button.
. The Summary Report is displayed.
. The Summary Report displays the following information; Data Provider, Data

Type, Total Requests, Total Errors, Granules (Avg/Max), Files
(Avg/Max), Size -MB (Avg/Max), Transfer Time- minutes (Avg/Max), Pre-
Processing  Time-minutes (Avg/Max), and Archive Time-minutes
(Avg/Max).

12 Print the report by following menu path File / Print.

13 Select another function by clicking on a widget tab.

14  To exit the ECS Ingest tool, select menu path File / Exit.
Table 16.2-4. Ingest History Log Reports - Quick-Steps

Step What to Enter or Select Action to Take

1 ECS Ingest icon single Click

2 History Log press Return

3 Data Provider field single Click

4 Enter the Data Provider press Tab

5 Detailed Report Radio Box single Click

6 Display button single Click

7 Clear All button single Click

8 Data Type field single Click

9 Enter Data Type press Tab

10 Summary Report Radio Box single Click

11 Display button single Click

12 File / Print single Click and drag

13 Select another function single Click or,

14 File/Exit single Click and drag

16.2.4 Monitoring/Controlling Ingest Requests

The DIT can monitor and control ingest activities using the Ingest Monitor/Control tool. The
DIT can view all or selective ingest requests in the system. A search can be filtered by using a sort
criteria of Request ID, Data Provider, or All Requests. After the search criteria has been
selected, the DIT has the option of displaying a Graphical View or a Text View of the ingest
requests. The Graphical View displays the Request Id, the Time processing began, and the
Percent of the ingest process that has been completed. The Text View displays the Request Id,
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State of Request, External Data Provider, Ingest Type, Request Priority, Start Date & Time,
Expiration Date, Total Granules, and Completion Time.

The DIT has the capability of updating ongoing ingest activities in the system. The DIT can
Suspend, Resume, Cancel, and change the Priority of a request. To display a request on a granule
level, the DIT will double click on the request.

The following procedure will display all requests currently in the system, select and view a request
on the granule level, then cancel the request. If you are already familiar with the procedures, you
may prefer to use the quick-step tables at the end of this procedure. If you are new to the system,
or have not performed this task recently, you should use the detailed procedures that follow.

1 Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in section 16.2.1.
. The ECS Ingest tool is now open.
. The Ingest Intro screen is displayed.

2 Click on the Monitor/Control tab widget.
. The Monitor/Control screen is displayed.

3 Click on the All Requests button, in the radio box.

4 Click on the Text View button.
. All ongoing ingest requests are displayed.

5 Highlight individual account, then double Click
. Text is displayed at the granule level.

6 Highlight the request that needs to be canceled, then single Click.
7 Click on the Cancel button, from the toggle control box.
8 Click on the OK push button.
. Activates the toggle push buttons.
. A confirmation dialog box pops up.
9 Click the OK button in the confirmation dialog box.
. Ingest request has been canceled.
10 Select another function by clicking on a widget tab.

11 To exit the ECS Ingest tool, select menu path File / Exit.
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Table 16.2-5. Monitoring/Controlling Ingest Requests - Quick-Steps

Step What to Enter or Select Action to Take
1 ECS Ingest icon single Click

2 Monitor/Control tab widget single Click

3 All Requests button single Click

4 Text View button single Click

5 Highlight individual account double Click

6 Highlight account to cancel single Click

7 Cancel button single Click

8 OK push button single Click

9 OK button in confirmation box single Click

10 Select another function single Click or

11 File / Exit single Click and drag

16.2.5 Suspending Ingest Requests

Under certain circumstances it may be advisable to suspend the processing of an ingest request and
resume it at a later time. For example, if there is a very large request that is taking up resources
and causing other requests to back up waiting, the processing of that request should be suspended
until a time when there is less demand on Ingest. If you are already familiar with the procedure to
suspend an ingest request, you may prefer to use the quick-step table at the end of the procedure.
If you are new to the system, you should use the following detailed procedures. The procedure
starts with the assumption that all applicable servers and the ECS Ingest GUI are currently
running and the ingest request to be canceled is being displayed on the Monitor/Control tab.

1 Click on the row corresponding to the request to be suspended on the Monitor/Control
tab to highlight the request, then click on the Suspend button.
2 Click on the OK button at the bottom of the GUI.

» Processing of the selected ingest request stops.

- Status of the request, as displayed in the Status column of the Request
Information list (if using Text View), changes from its original value to
“Suspended.”

1 If there are no suspended requests to be resumed at this time, return to the procedure for

Monitoring/Controlling Ingest Requests.

Table 16.2-6. Suspending Ingest Requests - Quick-Steps
Step What to Enter or Select Action to Take
1 Highlight the request to be suspended Single Click
2 Suspend button Single Click
3 OK button Single Click
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16.2.6 Resuming Ingest Requests

After the matter that caused an ingest request to be suspended from processing has been taken care
of, the processing can be resumed. If you are already familiar with the procedure to resume an
ingest request, you may prefer to use the quick-step table at the end of the procedure. If you are
new to the system, you should use the following detailed procedures. The procedure starts with the
assumption that all applicable servers and the ECS Ingest GUI are currently running and the
ingest request to be canceled is being displayed on the Monitor/Control tab.

1 Click on the row corresponding to the request to be resumed on the Monitor/Control
tab, then click on the Resume button.

2 Click on the OK button at the bottom of the GUI.

« The selected ingest request resumes processing.

- Status of the request, as displayed in the Status column of the Request
Information list (if using Text View), changes from “Suspended” to whatever state
is appropriate for the continuation of request processing (depending on its status when
it was suspended).

3 Return to the procedure for Monitoring/Controlling Ingest Requests.

Table 16.2-7. Resuming Ingest Requests - Quick-Steps

Step What to Enter or Select Action to Take
1 Highlight the request to be resumed Single Click

2 Resume button Single Click

3 OK button Single Click

16.2.7 Ingest Operator Tools

The Ingest Operator Tools give the Production Monitor (PM) and/or DIT the capability to set
and view ingest thresholds. The ingest thresholds are broken up into two groups: System-wide
and Data Provider specific. To edit the Data Provider click on the Modify External Data
Provider/User Information button in the Radio box just below the tab widgets (Section
16.2.7.1). To make System-Wide edits click on the Modify System Parameters (Section
16.2.7.2). When a DIT reviews the previous day’s Ingest activity, he/she may discover that there
is a backlog of requests for ingest. After reviewing the report he/she may invoke the Ingest
Operator Tool, then increase the System or Data Provider volume threshold to support a catch-
up mode. Another tool, File Transfer (Section 16.2.7.3), allows the DIT to transfer requested
files to optional remote sites.

The Activity Checklist table that follows provides an overview of the Ingest Operator tool.
Column one (Order) shows the order in which tasks should be accomplished. Column two (Role)
list the Role/Manager/Operator responsible for performing the task. Column three (Task) provides
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a brief explanation of the task. Column four (Section) provides the Procedure (P) section number
or Instruction (I) section number where details for performing the task can be found.

Table 16.2-8. Ingest Operator Tools - Activity Checklist

Order Role Task Section

1 PM/DIT Modify  External Data Provider/User | (P) 16.2.7.1
Information

2 PM/DIT Modify System Parameters (P) 16.2.7.2

3 DIT File Transfer (P) 16.2.7.3

16.2.7.1 Modify External Data Provider/Interactive User Information

The PM or DIT can edit the FTP User Name, FTP Password, Email Address, HTML Password,
CDS Entry Name, Server Destination UUID, Volume Threshold, Request Threshold, and Priority
Level when the Modify External Data Provider/Interactive User Information toggle
button is selected.

The Volume Threshold is the maximum data volume allowed to be ingested concurrently by the
data provider in one day. The Request Threshold is the maximum number of requests allowed
to be processed by the data provider in one day. One day is a 24 hour period beginning when the
first request is received. Each Data Provider is given a data Priority Level, which can effect
when the ingest data is processed. When the Data Providers thresholds have been reached, the
system will no longer process ingest requests for that specific Data Provider until the following
day. If the DIT determine that this specific Data Provider’s data needs to be processed, he/she can
change the thresholds to allow the system to accept the request.

The procedure that follows explains how to edit the Data Provider’s Email Address, Volume
Threshold, Request Threshold and Priority Level. If you are already familiar with the
procedures, you may prefer to use the quick-step table at the end of this procedure. If you are new
to the system, or have not performed this task recently, you should use the following detailed
procedure.

1 Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in section 16.2.1.
. The ECS Ingest tool is opened.
. The Ingest Info screen is displayed.

2 Click on the Operator Tools tab widget.
. The Operator Tool is opened.

3 Click on the Modify External Data Provider/User Information toggle tab.
. The Data Provider screen is displayed.

4 Click on the Data Provider field.
. Cursor moves to the Data Provider field.

16-11 611-CD-500-001



10

11

12
13

Enter the Data Provider name, then press Tab or, a drop down option menu may also be

used as follows:

a)  Point the mouse on the arrow to the right of the Data Provider field.

b)  While holding down the mouse, highlight the chosen Data Provider.

c) Release the mouse button. The Data Provider that was chosen is now displayed
in the Data Provider field.

Click on the Email Address field.
. Cursor moves to the Email Address field.

Enter the Email Address, then press Tab.
. Cursor moves to the new Volume Threshold field.

Enter the New Volume Threshold, then press Tab.
. Cursor moves to the new Request Threshold field.

Enter the New Request Threshold, then press Tab.
. Cursor moves the new Priority Level field.

Enter the new Priority Level, then press Tab or, a drop down option menu may also be

used as follows:

a)  Point the mouse on the arrow to the right of the New Priority Level field.

b)  While holding down the mouse, highlight the chosen Priority Level.

c) Release the mouse button. The Priority Level that was chosen is now displayed
in the Priority Level field.

Click on the OK push button.
. Invokes changes to the system.

Select another function by clicking on a widget tab.

To exit the ECS Ingest tool, select menu path File / Exit.
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Table 16.2-9. Modify External Data Provider/
Interactive User Information - Quick-Steps

Step What to Enter or Select Action to Take
1 ECS Ingest icon Single Click
2 Operator Tools Tab widget Single Click
3 Modify External Data Provider/Interactive | Single Click
User Information toggle tab
4 Data Provider field Single Click
5 Enter the Data Provider Name Press Tab
6 Email Address field Single Click
7 Enter the Email Address Press Tab
8 Enter the New Volume Threshold Press Tab
9 Enter the New Request Threshold Press Tab
10 Enter the New Priority Level Press Tab
11 OK push button Single Click
12 Select another function/widget Single Click
13 File / Exit Single Click and drag

16.2.7.2 Modify System Parameters

The Modify System Parameters tool allows the PM or DIT to edit the System Volume
Threshold, to set the maximum number of ingest requests allowed to be processed concurrently,
the maximum data volume to be ingested concurrently, the number of transfer retry attempts to
make when network failure occurs, and the Polling timer indicating how long to wait before
starting the Ingest Polling.

In the following procedure the DIT will invoke the ECS Ingest tool then select the Operator
Tools tab widget. From the Operator Tools display screen the DIT will click on the Modify
System Parameters toggle button, then edit the Volume Threshold, Request Threshold,
Communication Retry Count, Communication Retry Interval, Monitor Time, and
Screen Update Time fields. If you are already familiar with the procedure, you may prefer to
use the quick-step table at the end of the procedure. If you are new to the system, or have not
performed this task recently you should use the following detailed procedure.

1 Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in section 16.2.1.
. The ECS Ingest tool is opened.
. The Ingest Intro screen is displayed.

2 Click on the Operator Tools tab widget.
. The Operator Tool is opened.

3 Click on the Modify System Parameters toggle tab.
. The System Parameters screen is displayed.
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Click on the New Volume Threshold field.
. The cursor moves to the New Volume Threshold field.

Enter the New Volume Threshold, then press Tab.
. The Maximum data volume to be ingested concurrently is changed.
. The cursor moves to the New Request Threshold field.

Enter the New Request Threshold, then press Tab.
. The Maximum number of ingest requests to be processed concurrently is changed.
. The cursor moves to the New Communication Retry Count field.

Enter the New Communication Retry Count, then press Tab.

. The number of retries to perform when a communication failure is encountered with
the external data provider is changed.

. The cursor moves to the New Communication Retry Interval field.

Enter the New Communication Retry Interval, then press Tab.

. The number of minutes to wait between retries when attempting to communicate with
the External Data Provider.

. The cursor moves to the Monitor Time field.

Enter the New Monitor Time, then press Tab.

. The Monitor Time tells the system how often to monitor the network for ingest
requests.

. The cursor moves to the Screen Update Time field.

Enter the New Screen Update Time, then press Tab.

. The Screen Update Time tells the system how often to update the
Monitor/Control screen, which shows the current ingest request activity.

Click on the OK push button.
. Implements the changes entered.

Select another function by clicking on a widget tab.

To exit the ECS Ingest tool, select menu path File / Exit.

16-14 611-CD-500-001



Table 16.2-10. Modify System Parameters - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 ECS Ingest icon Single Click

2 Operator Tools Tab widget Single Click

3 Modify System Parameters toggle tab Single Click

4 New Volume Threshold Single Click

5 Enter the New Volume Threshold Press Tab

6 Enter the New Request Threshold Press Tab

7 Enter the New Communication Retry Count Press Tab

8 Enter the New Communication Retry Interval Press Tab

9 Enter the New Monitor Time Press Tab

10 Enter the New Screen Update Time Press Tab

11 OK push button Single Click

12 Select another function/widget Single Click

13 File / Exit Single Click and drag

16.2.7.3 File Transfer

The File Transfer tool allows the DIT to transfer System Management Center (SMC) History
and Generic files to the Science Community. The tool allows the DIT to build a SMC History File
or select any file to be transferred from a specified source of origin to a destination desired by the
user.

In the following procedure the DIT will invoke the ECS Ingest tool then select the Operator
Tools tab widget. From the Operator Tools display screen the DIT will click on the File
Transfer tab, then edit the Volume Threshold, Request Threshold, Communication
Retry Count, Communication Retry Interval, Monitor Time, and Screen Update
Time fields. If you are already familiar with the procedure, you may prefer to use the quick-step
table at the end of the procedure. If you are new to the system, or have not performed this task
recently you should use the following detailed procedure.

1 Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in Section 16.2.1.
. The ECS Ingest tool is opened.
. The Ingest Intro screen is displayed.

2 Click on the Operator Tools tab widget.
. The Operator Tool is opened.

3 Click on the File Transfer tab.
. The File Transfer screen is displayed.

4 Click on Build SMC History File or the Generic File Transfer push button.

. The Build SMC History File creates selected file for operator transfer.
. The Generic File transfer allows any directory or file to be transferred.
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5 Click on the New Filter field.
. The Cursor moves enters the field.

6 Enter the New Filter, then press Tab.
. The Cursor moves to Directories field.

7 At Directories, select desired table entry, then press Tab.
. The directory is entered into the Selection field.
. The Cursor moves to Files field.
8 At Files, select desired table entry, then press Tab.
. The file is added to the path entered in the Selection field.
. The Cursor moves to Selection field.
9 Click on the OK push Button in the Transfer Origin Box.
10 Enter the New Transfer Destination in the Transfer Destination field.
11 Click on the OK push button for File Transfers window.
12 Select another function by clicking on a widget tab.

13 To exit the ECS Ingest tool, select menu path File / Exit.

Table 16.2-11. File Transfer- Quick-Step Procedures

Step What to Enter or Select Action to Take
1 ECS Ingest icon single Click

2 Operator Tools Tab widget single Click

3 File Transfer toggle tab single Click

4 Click SMC Build History File or Generic File Transfer | single click

6 Click the New Filter, enter filter press Tab

7 Enter the New Directories press Tab

8 Enter the New Files press Tab

9 OK push button in Transfer Origin press Tab

10 Enter the New Transfer Destination press Tab

11 OK push button for window single Click

12 Select another function/widget single Click

13 File/Exit single Click and drag

16.2.8 Physical Media Ingest

When the Science Community sends a data ingest request, the DIT can ingest data from physical
media into the DAAC using the Media Ingest tool. Table 16.2-12 identifies the different types of
physical media used within the ECS system ingest process. Each cartridge is identified by means
of a bar code label that shows the media number.
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Table 16.2-12. Physical Media Ingest Types

Media Type Media Name Media Purpose Capacity
4mm 4 Millimeter cartridges Ingest 120m 4Gb
8mm 8 Millimeter cartridges Ingest 160m 7Gb
9 track 9 Track magnetic tape Ingest 6.2 kb per inch
D3 D3 Cartridge tape Ingest (EDC Only) 50 Gigabyte

Activity Checklist Table 16.2-13, provides an overview of Physical Media Ingest activities.
Column one (Order) shows the order in which tasks should be accomplished. Column two
(Role) list the Role/Manager/Operator responsible for performing the task. Column three (Task)
provides a brief explanation of the task. Column four (Section) provides the Procedure (P)
section number or Instruction (1) section number where details for performing the task can be
found.

Table 16.2-13. Physical Media Ingest - Activity Checklist

Order | Role Task Section

1 DIT Accessing 8mm/4mm/9 track Tape Drives and| (I) 16.2.8.1
Stackers

2 DIT Performing Media Ingest from 8mm Media Tape (P) 16.2.8.2

3 DIT Performing Media Ingest from D3 Tape (EDC only) (P) 16.2.8.3

16.2.8.1 Accessing 8mm/4mm/9 track Tape Drives and Stackers

This section describes how to access the 8mm, 4mm and 9track tapes and drives as used by Media
Ingest. Both types of tapes can be used for physical media data requests for the Ingest system. The
DIT can start the Ingest process by accessing the appropriate tape, utilizing the Ingest GUI
Interface and the tape stacker units. Each 8mm stacker contains two tape drives and can store up to
10 tapes. The 4mm stackers which also contain two tape drives can store up to 20 tapes.

Note: While data is being read from tape
the GUI will not allow another function to
be selected until data transfer is complete

16.2.8.2 Performing Media Ingest from 8mm Tape

A Delivery Record file is required for Media Ingest. The Delivery Record file can either
be embedded in the hard media or be made available electronically. If it is not embedded on the
hard media, the Delivery Record must be in a specified network directory. The external data
provider must ftp the Delivery Record file into the location prior to delivering the hard media.
The Delivery Record identifies parameters such as data source, number of files, and location of
data. The DIT will invoke the ECS Ingest tool, then click on the Media Ingest tab widget to
display the screen.
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In the following procedure the DIT will invoke the ECS Ingest tool then select the Media
Ingest tab widget. A drop down menu can be used to select the Data Provider. The DIT will enter
the Media Volume ID for each 8mm tape received, then press the add button. Each Media
Volume ID number will be displayed in the box below the Media Volume ID field. The DIT
can also change a Media VVolume 1D number by highlighting the Number and then pressing the
add or delete button. The Data Delivery Record File Location can be selected by clicking
on the On Network, or Embedded in Media buttons located in the radio box. The file name
supplied by the Data Provider is entered in the Data Delivery Record File Name field. If you
are already familiar with the procedure, you may prefer to use the quick-step table at the end of the
procedure. If you are new to the system, or have not performed this task recently you should use
the following detailed procedure.

1 Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in section 16.2.1.
. The ECS Ingest tool is opened.
. The Ingest Intro screen is displayed.

2 Click on the Media Ingest tab widget.
. The Media Ingest screen is displayed.

3 Click on the Media Type field.
. Cursor moves to the Media Type field.

4 Choose the Media Type, then press Tab.
. Cursor moves to the Stacker ID field.

5 Enter the stacker ID in the Stacker ID field, then press Tab.
. Cursor moves to the Stacker Slot ID field.

6 Place the tape cartridge in a stacker slot.

7 Enter the stacker slot ID in the Stacker Slot ID field, then press Tab.
. Cursor moves to the Data Provider field.

8 Enter the Data Provider, then press Tab.
. A drop down option menu can also be used.
. The cursor moves to the Media Volume ID (Barcode) field.

9 Enter the Media Volume ID number from the tape.
. The Media Volume ID number is displayed in the display box below the Media
Volume ID field.

10 Click on the On Network button located in the Radio Box.
. This tells the system that the Delivery Record is located on the Network.
. If the Delivery Record is embedded in the tape, select the Embedded in Media
button.

11 Click on the OK button.
e Data transfer is initiated.
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12 Select another function by clicking on a widget tab.

13 To exit the ECS Ingest tool, select menu path File / Exit.

Table 16.2-14. Performing Media Ingest from 8mm Tape -
Quick Steps Procedures

Step What to Enter or Select Action to Take
1 ECS Ingest icon single Click

2 Media Type Tab widget press Return

3 Media Type field single Click

4 Enter the Media Type (8mm) press Tab

5 Enter the Stacker ID press Tab

6 Place the 8mm tape cartridge in a 8mm stacker slot

7 Enter the Stacker Slot ID press Tab

8 Enter the Data Provider press Tab

9 Enter the Media Volume ID press Tab

10 On Network button single Click

11 OK push button single Click

12 Select another function/widget single Click

13 File / Exit single Click and drag

16.2.8.3 Performing Media Ingest from D3 Tape (EDC Only)

This section describes how to access the StorageTek Controller/Transport Redwood SD-3 for D3
tape processing as used by Media Ingest. The DIT can access the information stored on a D3 tape
by utilizing the Ingest GUI Interface.

Once the extraction command has been executed the system will read the D3 tape from the header
label then access the data needed for Ingest processing. Upon completion of the process the D3
tape will automatically rewind and eject itself from the tape drive.

If you are already familiar with the procedure, you may prefer to use the quick-step table at the end
of the procedure. If you are new to the system, or have not performed this task recently you
should use the following detailed procedure.

1 Compare the received medium to a media ingest readiness checklist to verify that everything
needed for the media ingest is in order.

. The media ingest readiness checklist includes the following types of checks:

. PDR file is available, either placed on the network by the data provider or
embedded in the medium.

. Data provider has identified the PDR file name.
. There is a unique Media VVolume ID for each tape received.
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e An appropriate device (tape drive) is available to support the data transfer.
Verify that the display above the D3 tape unit indicates “*”.

Verify that there is no tape cartridge inserted in the D3 tape unit.
. Remove the tape cartridge in the D3 tape unit (if applicable).

Verify that the Ready light is illuminated in the second row of the panel near the window
of the D3 tape unit where the tape is inserted.

. If the Ready light is not illuminated, push the Ready button.

Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in section 16.2.1.

. The ECS Ingest tool is opened.

. The Ingest Intro screen is displayed.

Click on the Media Ingest tab widget.
. The Media Ingest screen is displayed.

Click on the Media Type field.
. Cursor moves to the Media Type field.

Enter the Media Type, then press Tab.

e  To enter the type of medium (i.e., D3 Tape) click and hold on the option button to
the right of the Media Type field, move the mouse cursor to the desired selection
(highlighting it), then release the mouse button.

. The selected type of medium is displayed in the Media Type field.
. Cursor moves to the Data Provider field.

Enter the Data Provider, then press Tab.

. A drop down option menu can also be used.

. To enter the data provider (e.g., SCF) click and hold on the option button to the right
of the Data Provider field, move the mouse cursor to the desired selection
(highlighting it), then release the mouse button.

. The selected data provider is displayed in the Data Provider field.

. The cursor moves to the Media Volume ID field.

Enter the Media Volume ID number from the tape in the Media Volume Id

(Barcode) field.

. The Media Volume ID number is displayed in the display box below the Media
Volume ID field.

Click on the On Network button located in the Radio Box.

. This tells the system that the Delivery Record is located on the Network.

. If the Delivery Record is embedded in the tape, select the Embedded in Media
button.

Enter the data delivery record file name (e.g., scflla.PDR) in the Data Delivery
Record File Name field.
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13 Click (once only) on the OK button at the bottom of the GUL.
e  The GUI OK button is sensitive to being clicked more than once. It is important to
click it dead center once only or D3 ingest is likely to fail.
14 Insert the tape cartridge in the D3 tape drive.
. The tape cartridge must be inserted within one minute of clicking on the OK button
on the Ingest GUI.
e  The message "Loading" should be displayed on the D3 tape drive unit panel.
e  Then the message "Ready" should be displayed on the D3 tape drive unit panel and
the "ready" light should blink on and off for a while.
. Avoid clicking the mouse on the Ingest GUI while the D3 tape unit is reading the tape.
. Once the extraction command has been executed, the system reads the D3 tape from
the header label, then accesses the data needed for Ingest processing.
15  When the data transfer has been completed, wait for the message "Ingest Request
Completed.”
. The messages "Rewinding" then “Unloading” should be displayed on the D3 tape
drive unitpanel as the D3 tape drive unitrewinds and unloads after the data transfer.
. Upon completion of the process the D3 tape automatically rewinds and ejects itself
from the tape drive.
16 Remove the tape cartridge from the D3 tape drive.
17 Select another function by clicking on a widget tab.
18 To exit the ECS Ingest tool, select menu path File / Exit.
Table 16.2-15. Performing Media Ingest from D3 Tape -
Quick Steps Procedures
Step What to Enter or Select Action to Take
1 ECS Ingest icon Single Click
2 Media Type Tab widget Press Return
3 Media Type field Single Click
4 Enter the Media Type (D3) Press Tab
5 Enter the Data Provider Press Tab
6 Enter the Media Volume ID Press Tab
7 On Network button Single Click
8 OK push button Single Click
9 Insert D3 tape cartridge in the D3 Tape Drive Single Click
10 File / Exit Single Click and drag
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16.3 Interactive Ingest Tool

A data provider can ingest data without direct operator action through the automated network. The
interactive ingest is provided by an HTML web server interface that allows authorized science
users the capability to ingest data electronically. The Data Provider will access the automated
network Ingest HTML home page through Netscape.

The data provider will send a Data Availability Notice (DAN) to the Ingest Subsystem
indicating that data is ready for transfer (Section 16.3.1). The DAN identifies parameters such as
data source, number of files, and location of data. The Ingest Subsystem generates a Data
Availability Acknowledgment (DAA), which is sent to the Data Provider, indicating
readiness to ingest the data identified in the DAN. The procedures to start the interactive ingest
server and submit and ingest request can be found in (Section 16.3.2). To monitor the status of
on-going requests see (Section 16.3.3). To view the ingest Completion status follow the
procedures in (Section 16.3.4).

The Activity Checklist table that follows provides an overview of the Interactive Ingest Tool
and its process. Column one (Order) shows the order in which tasks should be accomplished.
Column two (Role) lists the Role/Manager/Operator responsible for performing the task. Column
three (Task) provides a brief explanation of the task. Column four (Section) provides the
Procedure (P) section number or Instruction (1) section number where details for performing the
task can be found.

Table 16.3-1. |Interactive Ingest - Activity Checklist

Order Role Task Section
1 Data Provider / Creating a Data Availability Notice (P) 16.3.1
DIT (DAN)
2 Ingest Subsystem | Generate and Send Data Availability (P) 16.3.1
Acknowledgement (DAA)
3 Data Provider Submitting an Ingest Request (P) 16.3.2
4 Data Provider Monitoring On-Going Request Status | (P) 16.3.3
5 Data Provider Viewing Ingest Completion Status (P) 16.3.4

16.3.1 Creating a Data Availability Notice (DAN)

Before a Data Provider can ingest data into the ECS system a Data Availability Notice (DAN)
must be sent to the Subsystem indicating that data is ready for transfer. The DAN specifies the
parameters needed to identify what files are ready for pickup, the location, and how long it will be
available in that location. The maximum message length allowed for a DAN is 1 megabyte. More
than one DAN may be sent if needed.

Each DAN includes a Message Header, Exchange Data Unit (EDU) Label and Parameter Value
Language (PVL) Statements. The Message Header and labels are in a contiguous string, followed
by the PVL. The labels and PVL statements are in Standard Formatted Data Unit (SFDU) format.
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More information about SFDU and PVL can be found in the following documents: Consultative
Committee for Space Data Systems (CCSDS), Standard Formatted Data Units--Structure and
Construction Rules, Consultative Committee for Space Data Systems (CCSDS) and Parameter
Value Language Specification (CCSD0006, blue book).

The system will log the receipt of the DAN and assign a request ID number. A summary of the
DAN contents is placed in the event log. The Ingest subsystem generates a corresponding ingest
request and stores the request on a prioritized list. A Data Availability Acknowledgment
(DAA) is sent from Ingest to the Data Provider indicating readiness to ingest the data identified in
the DAN.

The procedure that follows explains the information needed to create a DAN. This procedure will
assume the Data Provider has already used an xterm or SUN to obtain the DAN template. If you
are familiar with the procedure, you may prefer to use the quick-step table at the end of this
procedure. If you are new to the system, or have not performed this task recently, you should use
the detailed procedure that follows.

1 The DAN Sequence Number is system generated, therefore press Tab.
. The cursor moves to the Expiration Time field.

2 Enter the Expiration Time, then press Return.
. Time for data deletion from originating system.
. The cursor moves to the Originating System field.

3 Enter the Originating System, then press Return.
. The originator of the DAN.
. The cursor moves to the Aggregate Length field.

4 Enter the Aggregate Length, then press Return.
. Total number of bytes to transfer (Sum for all files).
. The cursor moves to the Total File Count field.

5 Enter the Total File Count, then press Return.
. Total number of files to transfer.
. The Cursor moves to the Object field.

6 Enter the Object, then press Return.
. The start of file group parameters (repeat for each group of files).
. The cursor moves to the Data Type field.

7 Enter the Data Type, then press Return.
. ECS Data Type.
. Cursor moves to Node Name field.

8 Enter the Node Name, then press Return.
. Name of the network node on which the file resides.
. The cursor moves to the Descriptor field.

9 Enter the Descriptor, then press Return.
. The string.
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. The cursor moves to the Object field.

10 Enter the Object, then press Return.
. Start of Detached SFDU Header File Object, if appropriate.
. The cursor moves to the File ID field.

11 Enter the File ID, then press Return.
. The File Name.
. The cursor moves to the File Type field.

12 Enter the File Type, then press Return.
. The File Data Type.
. The cursor moves to the Directory ID field.

13 Enter the Directory ID, then press Return.
. The file directory name (i.e., path name).
. The cursor moves to the File Size field.

14 Enter the File Size, then press Return.
. The length of the file in bytes.
. The cursor moves to the End Object field.

15 Enter the End Object, then press Return.
. The End Detached SFDU Header File Object.

Table 16.3-2. Creating Data Availability Notice (DAN) - Quick-Step

Procedures

Step What to Enter or Select Action to Take
1 DAN Sequence Number (system generated) press Tab

2 Enter the Expiration Time press Return
3 Enter the Originating System press Return
4 Enter the Aggregate Length press Return
5 Enter the Total File Count press Return
6 Enter the Object press Return
7 Enter the Data Type press Return
8 Enter the Node Type press Return
9 Enter the Descriptor press Return
10 Enter the Object press Return
11 Enter the File ID press Return
12 Enter the File Type press Return
13 Enter the Directory ID press Return
14 Enter the File Size press Return
15 Enter the End Object press Return
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16.3.2 Submitting an Ingest Request

The Science Data Provider can access the network ingest subsystem through Netscape. The
following procedure describes the automated network ingest of data to ECS from data providers
which will be accomplished without direct operator action. This procedure assumes that the DAN
has already been created, which describes the location of the available data. The Interactive
Ingest Main Form displays three options to the data provider; Create DAN File, Submit
Ingest Request, and Monitor On-Going Request Status.

The following procedure will open the Interactive Ingest tool, then submit an ingest request. The
Data Provider selects the files to be ingested from a list displayed on the Submit Ingest
Request screen. If you are already familiar with the procedures, you may prefer to use the quick-
step table at the end of this procedure. If you are new to the system, or have not performed this
task recently, you should use the following detailed procedure.

1 Click on the Netscape Navigator icon.

2 Enter the URL of the Ingest Home Page, then press Return.
. The Data Provider login page is displayed.

3 Enter the Data Provider name in the ECS Data Provider field, then press Return.
. The cursor movers to the Data Provider Password field.

4 Enter the Data Provider Password, in the ECS Data Provider Password field,
then press Return.

5 Click on the Submit Ingest Request radio button.

6 Click on the Submit push button.
. The Submit Ingest Request screen is displayed.
. A list of data files are displayed.

7 Click on the Data File to be ingested.
. The data file number appears to the right of Select Requests ()
. More than one file can be selected at one time.

8 Click on the Submit push button.
. The Ingest Request has been submitted.

9 Exit the Interactive Ingest system by following menu path File - Quit.
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Table 16.3-3. Submitting an Ingest Request - Quick-Step Procedure

Step What to Enter or Select Action to Take
1 Netscape Navigator icon single Click

2 Enter the URL of the Ingest Home Page press Return

3 Enter Data Provider press Return

4 Enter Data Provider Password press Return

5 Submit Ingest Request radio button single Click

6 Submit push button single Click

7 Data File single Click

8 Submit push button single Click

9 File - Quit single Click and drag
16.3.3 Monitoring On-Going Request Status

The on-going status of submitted data requests can be viewed by invoking the Interactive
Ingest Main Form, then entering the Data Providers name and selecting the Monitor On-
Going Request Status radio button. The Ingest Request On-Going Status screen
displays all the active requests for the Data Provider. The Ingest Request On-Going
Status screen displays each data request, its Request 1D number and the acceptance or rejection
of the data request. To display more details on a specific data request click on the individual data
request, which opens the On-Going Status Monitor screen. From the On-Going Status
Monitor screen click on the data request to display the Granule Level status.

The following procedure will open the Interactive Ingest Tool, then view the status of a data
request at the granule level. If you are already familiar with the procedure, you may prefer to use
the quick-step table at the end of this procedure. If you are new to the system, or have not
performed this task recently, you should use the following detailed procedure. If the Interactive
Ingest Main Form has already been opened, skip steps 1 through 7, otherwise begin with step
1.

Click on the Netscape Navigator icon.

Enter the URL of the Ingest Home Page, then press Return
Enter the user Password, then press Return.

Enter the Data Provider name, then press Return.

Click on the Monitor On-Going Request Status radio button.

o o AW N

Click on the Submit push button.
. The Ingest Request On-Going Status screen is displayed.
. The following information is displayed for all active requests;

a Data request file number

b Acceptance or rejection of each request.

CSystem Request Id number.
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7 Click on a Individual Ingest Request.

The On-Going Status Monitor screen is opened, which displays:
The Request ID.

State of request.

% Complete

Priority

Start Time

End Time

8 Click on the Request ID.
- The Granule Level Status Monitor screen for the selected Request ID is opened,
dlsplaymg the following information:
The Request ID number.
- The Status.
- The Percent Complete.
- The Data Provider.
- The Ingest Type.
- The Priority.
- The Process Start Time.
- The Expiration Time.
- The Granule Count.
- The Data Volume.
- The Data Type.
- The Granule Volume.
- The Granule State.

9 Exit the Interactive Ingest system by following menu path File - Quit.

Table 16.3-4. Monitoring On-Going Request Status -
Quick-Step Procedures

Step What to Enter or Select Action to Take

1 Netscape Navigator icon single Click

2 Enter the URL of the Ingest Home Page press Return

3 Enter Password press Return

4 Enter the Data Provider press Return

5 Monitor On-Going Request Status radio button single Click

6 Submit push button single Click

7 Individual ingest Request single Click

8 Request ID single Click

9 File - Quit single Click and drag

16.4 Ingest Polling Process

The ECS Ingest Subsystem supports a transfer mechanism to acquire data from a supplier
system (Data Provider). This process is called Polling. There are two Polling processes
supported, Polling Ingest with Product Delivery Record (Section 16.4.1), and Polling
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Ingest without Product Delivery Record (Section 16.4.2). Ingest Information
Notifications that are received from, and sent to the Data Provider during this process will be
addressed in Section 16.4.3. Ingest Archive Verification is discussed in Section 16.4.4.

The Activity Checklist table that follows provides an overview of the Ingest polling
Subsystem process. Column one (Order) shows the order in which tasks should be
accomplished. Column two (Role) list the Role/Manager/Operator responsible for performing the
task. Column three (Task) provides a brief explanation of the task. Column four (Section)
provides the Procedure (P) section number or Instruction (I) section number where details for
performing the task can be found.

Table 16.4-1. Ingest Polling - Activity Checklist

Order Role Task Section
1 DIT Polling Ingest With Product Delivery Record (PDR) () 16.4.1
2 DIT Polling Ingest Without (PDR) () 16.4.2
3 DIT Ingest Information Notifications (P)16.4.3
4 DIT Ingest Archive Verification (P)16.4.4
5 DIT Deleting Files from the Ingest Polling Directory (P)16.4.5
16.4.1 Polling Ingest With Product Delivery Record

ECS periodically checks on an agreed-upon network location for a Product Delivery Record
(PDR) file. The PDR file contains information identical to that in a DAN, see (Section 16.3.1).
The Data Provider may have previously transferred the data to a working storage device within
ECS, otherwise an ftp “get” will be used to obtain the data from the Data Provider within a
specified time window. The Data Provider and the ECS Ingest Subsystem are each equipped with
a computer program that invokes an FTP daemon, which automatically polls the server supplying
the data.

The periodic polling process detects and then acquires a PDR. The Ingest subsystem then
validates the information contained in the PDR. If the system is unable to read the PDR, a Data
Availability Acknowledgment (DAA) is sent to the Data Provider indicating an invalid PDR.
If the Ingest Subsystem is able to read the PDR, a request ID is assigned and the PDR, and its
contents are placed in the Event Log. A DAA is sent to the Data Provider indicating readiness
to ingest the data identified in the PDR. Ingest generates a corresponding ingest request and
stores the request on a prioritized list. The Ingest function ensures that all required devices are
allocated and schedules and performs the data transfer. After the data has been transferred, a Data
Delivery Notice is sent to the Data Provider indicating that the archiving of the data identified in
the PDR has been completed.

The DIT may monitor the status of any ingest request by using the Monitor/Control screen of
the ECS Ingest Tool (Section 16.2.4). The Ingest process is automated, however there are
several sequences in which errors can be encountered which will cause the process to stop,
requiring Operator intervention (see Section 16.4.4). The Event log will be updated during each

16-28 611-CD-500-001



phase of the Ingest process, therefore the DIT can easily access the status of any request. If
intervention is required, the Computer Operator and/or DIT can Suspend, Cancel or Resume the
Ingest process by using the Operator Tools of the ECS Ingest subsystem (Section 16.2.5).

16.4.2 Polling Ingest Without Product Delivery Record

This mechanism is planned to be used for the transfer of certain ancillary products required for data
processing. The ingest subsystem periodically polls an agreed-upon network location for the
presence of data. All data at the specified location are assumed to make up a collection of ingest
data with one file per data granule. The ingest function automatically performs an ftp get from the
Data Provider within a system tunable time window. The data goes through the usual ingest
verification process of format conversion and metadata extraction and validation, with status
messages going to the event log. When the ingest process has been completed, a message is sent
to the History Log (Section 16.2.3), the polling interval is reset, and the system enters a wait
state.

16.4.3 Ingest Information Notifications

During the Ingest process several Information Notices are sent to the Data Provider, the Ingest
subsystem, and the event log. The first notice is from the Data Provider, informing the ingest
subsystem that data is ready for transfer. This notice is called a Data Availability Notice
(DAN) or Product Delivery Record (PDR). Both notices contain the same information,
such as data source, number of files, and location of data. When the subsystem receives the DAN
or PDR it sends a message back to the Data Provider to acknowledge the receipt of the DAN or
PDR. The return message is called a Data Availability Acknowledgment (DAA). The
Ingest system automatically logs all of the messages into the event log, therefore the DIT can obtain
the current status of an ingest request at any time. If an error occurs during the ingest process
another DAA is sent to the Data Provider and to the event log explaining the problem. When the
ingest process has been completed, the system generates a DATA Delivery Notice (DDN),
which is sent to the Data Provider. The Data Provider then returns a Data Delivery
Acknowledgment (DDA) in response to the DDN and terminates the session. Ingest provides
a status message to the Ingest History Log when the transaction is complete.

The following section describes the steps needed to view the information contained in the notices
for a specific Data Provider. The DIT can view the contents of any notice through the ECS
Ingest tool. If you are familiar with the procedure, you may prefer to use the quick-step table at
the end of this procedure. If you are new to the system, or have not performed this task recently,
you should use the detailed procedure that follows.

1 Click on the ECS Ingest icon. This assumes that the Ingest GUI is running, if the GUI is
not up, then follow the steps for bringing up the Ingest GUI outlined in section 16.2.1.
. The ECS Ingest tool is now open.
. The Ingest Introduction screen is displayed.

2 Click on the Monitor/Control tab widget.
. The Monitor/Control screen is displayed.
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3 Click on the Data Provider button, in the radio box.
. The cursor moves to the periodic box to the right of the Data Provider.

4 Enter the Data Provider, then press Return.
5 Click on the Text view button.
6 Click on the OK push button.
. All ongoing ingest requests for the Data Provider are displayed, including the
Informational Notices.

7 Highlight an individual request, then double Click.
. Text is displayed at a granule level.

8 Exit the ECS Ingest tool by following menu path File - EXit.

Table 16.4-2. Ingest Information Notification - Quick-Step Procedures

Step What to Enter or Select Action to Take
1 ECS Ingest icon single Click

2 Monitor/Control tab widget single Click

3 Data Provider radio button single Click

4 Enter the Data Provider press Return

5 Text view button single Click

6 OK push button single Click

7 Highlight individual request double Click

8 Follow menu path File - Exit
16.4.4 Ingest Archive Verification

In an effort to verify that the data ingested has been archived successfully, the following steps are
used to verify whether data is present on the archive. This procedures makes it unnecessary to get
into any archive software. This procedure is pretty straight forward and safe so don’t worry about
doing anything strange and wonderful to the system. Good luck. The aster, ceres, data, 17, and
modis directories correspond directly to tape volumes in the system. The data is listed in the
Amass data base and is actually on tape.

Log on to any workstation.
Type in your login and password.

Enter telnet <hostname>. Example telnet gOdrgO1.

A W N R

Set your terminal display environment using the command:
setenv DISPLAY <hostname:0.0>

5 Type in your login and password.
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6 Change directory to the directory containing the location of the archive data:
cd /dss_stkl
7 Enter Is to list the contents of the directory.
e Should see OPS, TS1, TS2, and test mode directories
8 Change directory to the directory containing the mode used:
cd [ OPS, TS1, TS2, test]
9 Enter Is to list the contents of the directory.
e Should see aster, ceres, data, 17, and modis directories
10 Change directory to the directory containing the location of the type of data ingested:
cd [ aster, ceres, data, 17, and modis]
11 Enter Is to list the contents of the directory.
e Should see data listed on tape in the archive.
Table 16.4-3. Ingest Archive Verification - Quick-Step Procedures
Step What to Enter or Select Action to Take
1 Telnet <hostname> press Return
2 Userld press Return
3 Password press Return
4 setenv DISPLAY <hostname:0.0> press Return
5 cd /dss_stkl press Return
6 cd [OPS, TS1, TS2, test] press Return
7 cd [ aster, ceres, data, 17, and modis] press Return
8 Is press Return
16.4.5 Deleting Files from the Ingest Polling Directory

The Ingest Polling Directory does not get cleaned up automatically after a successful archive. At
the present time this process is being done manually. The EcInPollClean script was delivered in
Drop4PX to manually clean the EDOS polling directory, which is where the problem was first
identified. The EcInPollClean script will clean all files in the specified directory (to include all files
in subdirectories, if any) that are older than the specified time. The script requires two inputs, the
name of the path containing the files to be deleted, and the number of days. If you are already
familiar with the procedure, you may prefer to use the quick-step table at the end of the procedure.
If you are new to the system, you should use the following detailed procedures:

1

Log in to any workstation using your user identifier and password by typing
YourUserlD, and then press Return.

. A password prompt is displayed.

Enter YourPassword, then press Return.
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e You are authenticated as yourself.

3 Enter telnet <hostname>. Example telnet gOdrgO1.

4 Enter YourUserlID, and then press Return.
e A password prompt is displayed.

5 Enter YourPassword, then press Return.
e You are authenticated as yourself.

6 Set your terminal display environment using the following command:
setenv DISPLAY <hostname:0.0>

7 Change directory to the directory containing the Ingest EcinPollClean script file:
cd /usr/ecs/<mode>/CUSTOM/utilities

8 Enter Is to list the contents of the directory:

9 Execute the EcInPollClean script using the following command:
EcInPollClean <path name> <number of day>
Table 16.4-4. Deleting Files From the Ingest Polling Directory -

Quick-Steps

Step What to Enter or Select Action to Take

1 YourUserID press Return

2 YourPassword press Return

3 telnet <hostname> press Return

4 YourUserlD press Return

5 YourPassword press Return

6 setenv DISPLAY <hostname:0.0> press Return

7 cd /usr/ecs/<mode>/CUSTOM/utilities press Return

8 Ls press Return

9 EcInPollClean <path name> <number of day> press Return

16.5 Recovery from a Data Ingest Failure

When an ingest fault (error) occurs, there may be a requirement for action to recover from the
error. Recovery actions may be made necessary by invalid DAN contents or other errors that result
in data ingest failure. When a fault (error) occurs, the following actions occur:

« The processing of the ingest request stops.

- A message is sent to the Ingest/Distribution Technician and the data provider with a

brief description of the problem.
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The Ingest/Distribution Technician may use the Ingest GUI Monitor/Control screen, the Ingest
History Log (refer to the section on Ingest Status Monitoring) and/or the following log files (in the
lusr/ecs/mode/CUSTOM/logs directory on the ingest host machine) to review the failure event:
EcinRegMgr.ALOG (ingest request manager log).

EcInAuto.ALOG (automated ingest log).

EclinPolling. ALOG (polling ingest log).

EcinGran.ALOG (granule server log).

EcInGUI.ALOG (Ingest GUI log).

In addition, it is possible to check the ECS Event Log (for events related to ingest failure) using the
ECS Event Log Browser tab on the Management Data Access (MDA) GUI.

This section contains some examples of faults that are likely to occur, describes the notifications
provided, and proposes operator actions in response to each fault situation. The specific recovery
actions may vary due to operator preference or local DAAC policy.

The Activity Checklist table that follows provides an overview of the Recovery from a Data Ingest
failure process. Column one (Order) shows the order in which tasks should be accomplished.
Column two (Role) list the Role/Manager/Operator responsible for performing the task. Column
three (Task) provides a brief explanation of the task. Column four (Section) provides the
Procedure (P) section number or Instruction (1) section number where details for performing the
task can be found.

Table 16.5-1. Recovery from a Data Ingest Failure - Activity Checklist

Order | Role Task Section
1 DIT Troubleshooting a Data Ingest Failure (P)16.5.1
2 DIT Recovering from a Faulty DAN (P)16.5.2
3 DIT Recovering from Exceeding the Volume Threshold (P)16.5.3
4 DIT Recovering from Exceeding the Maximum Number of | (P)16.5.4
Concurrent Requests
5 DIT Recovering from Insufficient Disk Space () 16.5.5
6 DIT Recovering from Exceeding the Expiration Date/Time (P)16.5.6
Period
7 DIT Recovering from File Transfer (ftp) Error (P)16.5.7
8 DIT Recovering from Processing Errors (P)16.5.8
16.5.1 Troubleshooting a Data Ingest Failure

When troubleshooting a data ingest failure, use the procedure that follows. The procedure starts
with the assumption that all applicable servers and the Ingest GUI are currently running and the
Monitor/Control (All Requests) screen is being displayed.
Upon receipt of the operator alert, use the Monitor/Control screen scroll bars as necessary to
identify the faulty ingest request.
« When there is a data ingest failure, the system provides the following three responses:
- Logs the error.
- Alerts the Ingest/Distribution Technician.
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- Returns a DDN to the data provider indicating the nature of the failure.
Review the information concerning the faulty ingest request.
If additional information is needed, open and read the appropriate log file in the
/usr/ecs/mode/CUSTOM/logs directory on the ingest host machine.
- EcInRegMgr.ALOG (ingest request manager log).
EcInAuto.ALOG (automated ingest log).
EcInPolling. ALOG (polling ingest log).
EcInGran.ALOG (granule server log).
EcInGUI.ALOG (Ingest GUI log).
Perform the appropriate recovery procedure depending on the nature of the problem:
- Recovering from a Faulty DAN.
- Recovering from Exceeding the Volume Threshold.
- Recovering from Exceeding the Maximum Number of Concurrent
Requests.
Recovering from Insufficient Disk Space.
Recovering from Exceeding the Expiration Date/Time Period.
Recovering from File Transfer (ftp) Error.
Recovering from Processing Errors.

16.5.2 Recovering from a Faulty DAN

If the DAN/PDR is invalid, the data provider must submit a new DAN. The DIT should respond
to the error by contacting the data provider to give an alert that the ingest failure has occurred,
provide as much information as possible about why the failure occurred, and determine whether
the data ingest request will be re-initiated. When working to recover from an invalid DAN/PDR,
use the procedure that follows. The procedure starts with the following assumption that the Ingest
GUI Monitor/Control (All Requests) screen is being displayed.
1 Upon receipt of the operator alert, use the Monitor/Control screen scroll bars as
necessary to identify the faulty ingest request.
2 Review the information concerning the faulty ingest request.
3 If additional information is needed, open and read the appropriate log file in the
/usr/ecs/mode/CUSTOM/logs directory on the ingest host machine.
4 Contact (by telephone or e-mail) the data provider to discuss the following issues:
« Report the ingest failure.
- Discuss what has been discovered from reviewing the failure event data.
- Determine whether the data provider will re-initiate the data ingest request with a new
DAN.
5 If the data ingest request is to be re-initiated, monitor the subsequent ingest as described in
the procedure for Monitoring Ingest Requests.

16.5.3 Recovering from Exceeding the Volume Threshold

Data Ingest may fail for reasons other than invalid DAN/PDR contents. For example, if the
specified system volume threshold has been exceeded, the system sends a DDN to the Data
Provider indicating that the system is full and an attempt should be retried again later. If a data
provider’s volume threshold has been exceeded, use the procedure that follows. The procedure
starts with the following assumption that the Ingest GUI Monitor/Control (All Requests)
screen is being displayed.
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1 Upon receipt of the operator alert, use the Monitor/Control screen scroll bars as
necessary to identify the faulty ingest request.

2 Review the information concerning the faulty ingest request.

3 If additional information is needed, open and read the appropriate log file in the
/usr/ecs/mode/CUSTOM/logs directory on the ingest host machine.

4 If it is decided to increase the system volume threshold, first click on the Operator Tools
tab.
- The Operator Tools screen is displayed.

5 Click on the Modify System Parameters tab.

- The Modify System Parameters screen is displayed.
6 Click in the New: field corresponding to Volume Threshold, then type the numerical
value for the new volume threshold.
- The current value of the volume threshold is printed on the corresponding line for
reference purposes.
7 Click on the OK button at the bottom of the Operator Tools: Modify System
Parameters tab to save the changes to system parameters.
- The changes are invoked.
8 Click on the Monitor/Control tab.
- The Monitor/Control screen is displayed.
9 Click on the All Requests button.
- Alternatively, either a particular Data Provider or Request ID may be specified as
described in the procedure for Monitoring Ingest Requests.
10 Click on the Text View button.
11 If the data ingest request is to be re-initiated, monitor the subsequent ingest as described in
the procedure for Monitoring Ingest Requests.

16.5.4 Recovering from Exceeding the Maximum Number of
Concurrent Requests

If the specified system request threshold has been exceeded, the system sends a DDN to the Data
Provider indicating that the system is full and an attempt should be retried again later. If a data
provider’s request threshold has been exceeded, use the procedure that follows to increase the
system request threshold. The procedure starts with the following assumptions that the Ingest
GUI Monitor/Control (All Requests) screen is being displayed.

1 Upon receipt of the operator alert, use the Monitor/Control screen scroll bars as
necessary to identify the faulty ingest request.

2 Review the information concerning the faulty ingest request.

3 If additional information is needed, open and read the appropriate log file in the
/usr/ecs/mode/CUSTOM/logs directory on the ingest host machine.

4 If it is decided to increase the system request threshold, first click on the Operator Tools

tab.

- The Operator Tools screen is displayed.

Click on the Modify System Parameters tab.

- The Modify System Parameters screen is displayed.

6 Click in the New: field corresponding to Request Threshold, then type the numerical
value for the new volume threshold.
- The current value of the request threshold is printed on the corresponding line for

reference purposes.

7 Click on the OK button at the bottom of the Operator Tools: Modify System
Parameters tab to save the changes to system parameters.
- The changes are invoked.

(6]
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8 Click on the Monitor/Control tab.
- The Monitor/Control screen is displayed.

9 Click on the All Requests button.
- Alternatively, either a particular Data Provider or Request ID may be specified as

described in the procedure for Monitoring Ingest Requests.

10 Click on the Text View button.

11 If the data ingest request is to be re-initiated, monitor the subsequent ingest as described in
the procedure for Monitoring Ingest Requests.

16.5.5 Recovering from Insufficient Disk Space

After the receipt of the DAN, a disk space allocation is requested from the Data Server, and a time-
out timer for the disk allocation is set. In the event that the Data Server has insufficient disk space,
the time-out timer will expire. The Ingest Subsystem notifies the operator that the ingest request is
waiting for Data Server disk allocation. At present the Ingest/Distribution Technician has no real
option for responding to the problem except perhaps to discuss the situation with the system
administrator.

16.5.6 Recovering from Exceeding the Expiration Date/Time Period

If data are unavailable but the time period during which that data were to have been made available
has expired, the error is logged in the event log, and a DDN is sent to the Data Provider indicating
expiration date/time exceeded. The Ingest/Distribution Technician receives an alert on his/her
screen, then contacts the data provider to resolve the problem. If a data provider’s expiration
date/time period has been exceeded, use the procedure that follows. The procedure starts with the
assumption that the Ingest GUI Monitor/Control (All Requests) screen is being displayed.
1 Upon receipt of the operator alert, use the Monitor/Control screen scroll bars as
necessary to identify the faulty ingest request.
2 Review the information concerning the faulty ingest request.
3 If additional information is needed, open and read the appropriate log file in the
/usr/ecs/mode/CUSTOM/logs directory on the ingest host machine.
4 Contact (by telephone or e-mail) the data provider to discuss the following issues:
« Report the ingest failure.
« Discuss what has been discovered from reviewing the failure event data.
» Determine whether the data provider will re-initiate the data ingest request.
If the data ingest request is to be re-initiated, monitor the subsequent ingest as described in the
procedure for Monitoring Ingest Requests.

16.5.7 Recovering from File Transfer (ftp) Error

After numerous unsuccessful data transfer retries, an error is logged into the event log, the
Ingest/Distribution Technician is notified and a DDN is sent to the Data Provider indicating ftp
failure. The Ingest/Distribution Technician reviews all current ingest requests using the Operator
Tool of the ECS Ingest GUI to determine whether other communication-related failures have
occurred and may consult with the data provider(s) to resolve the problem. If it is necessary to
recover from a file transfer error, use the procedure that follows. The procedure starts with the
assumption that the Ingest GUI Monitor/Control (All Requests) screen is being displayed.

1 Upon receipt of the operator alert, use the Monitor/Control screen scroll bars as
necessary to identify the faulty ingest request.
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Review the information concerning the faulty ingest request.

If additional information is needed, open and read the appropriate log file in the
/usr/ecs/mode/CUSTOM/logs directory on the ingest host machine.

Click on the Ingest GUI Operator Tools tab.

- The Operator Tools screen is displayed.

Click on the Modify System Parameters tab.

- The Modify System Parameters screen is displayed.

Review the current value for Communication Retry Count.

If it is decided to increase the communication retry count, follow the procedure for
Modifying System Parameters.

If the data ingest request is to be re-initiated, monitor the subsequent ingest as described in
the procedure for Monitoring Ingest Requests.

16.5.8 Recovering from Processing Errors

Ingest processing errors may require Ingest/Distribution Technician intervention. The following
problems are examples of processing errors.

Missing Required Metadata.

Unknown Data Type.

Template Out of Synchronization (Sync).
Unavailable File Type.

Metadata Validation Error.

Missing Optional Data Files.

If it is necessary to recover from a processing error, use the procedure that follows. The procedure
starts with the assumption that the Ingest GUI Monitor/Control (All Requests) screen is
being displayed.

1

2
3
4

(6]

Upon receipt of the operator alert, use the Monitor/Control screen scroll bars as
necessary to identify the faulty ingest request.
Review the information concerning the faulty ingest request.
If additional information is needed, open and read the appropriate log file in the
/usr/ecs/mode/CUSTOM/logs directory on the ingest host machine.
If the processing error involves missing required metadata or an unknown data type,
contact (by telephone or e-mail) the data provider to request the data provider to make the
necessary corrections and re-initiate ingest.
If the processing error involves an out-of-sync template or an unavailable file type, submit
a trouble ticket in accordance with the trouble ticketing procedures.
If the processing error involves a metadata validation error or missing optional data files
and if the processing template instructions indicate to continue inserting the data, contact
(by telephone or e-mail) the data provider to provide notification that the data have been
flagged as bad.
- If the processing template instructions indicate to continue inserting the data, the
following events occur:

- The error is logged in the event log,

- The data are flagged as bad.

- A preprocessing failure alert for each data granule appears on the

Ingest/Distribution Technician’s screen.

- A Metadata Problem Report is generated.
If the processing error involves a metadata validation error or missing optional data files
and if the processing template instructions require the rejection of the data, contact (by
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telephone or e-mail) the data provider to request the data provider to make the necessary

corrections and re-initiate ingest.

- If the template instructions require the rejection of the data, the normal notices and alerts
are sent, including a DDN to the external data provider indicating the preprocessing
failure.

8 If the data ingest request is to be re-initiated, monitor the subsequent ingest as described in
the procedure for Monitoring Ingest Requests.

16.6 Document Ingest

The Ingest subsystem will not include any capabilities for document ingest in B.0. All ingest will
be done manually by operators via ftp pull. Operators are notified of the need to pull a document
by phone or e-mail.

The ingest format will remain as originally planned, i.e., it will follow the established document
ingest formats. That is, the document submitter must prepare a set of document files in one of the
approved ECS formats, an accompanying valid metadata file, and a valid DAN.

The document data server (DDSRV) host will include a directory to keep B.0 ingest requests. The
directory name is TBS. By operational procedures, operators are expected to create a subdirectory
in that directory for each ingest and deposit the files as ingested into that subdirectory. The
purpose of the subdirectory is to retain ingested material for subsequent "real™ ingest into ECS
once the DDSRYV and the document ingest functions are implemented. The naming conventions for
these subdirectories are TBS.

The documents will be placed by operational procedure into directories on the DDSRV Netscape
Server host. The directory names must be in compliance with B.0 directory naming conventions,
but are otherwise at the discretion of DAAC Ops. DAAC Ops will be responsible for creating web
pages on the DDSRV Netscape host which point to these documents, and provide links to these
web pages from relevant other ECS web pages.

16.6.1 Document Inserts From Within ECS

Documents generated automatically within ECS will be associated with fixed pathnames on the
DDSRV host (if the DDSRV will store always only one occurrence of the document), or fixed
directories on the DDSRV host (if there will be multiple instances of the document kept on the
DDSRV).