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Preface

Thisdocument is a formal comtct deliverablewith an approsl code 3. his document has ba
reviewed by the configation control boal and is delivesd to NASAin final form, and

supports the as built Release 5B System. Any questions or propoardeskhould be
addressed to:

Data Maragement Ofice

The EGS Project Office

Raytheon Systems Company
1616 McCormick Drive

Upper Malboro, MD 20774-5301

iii 313-CD-510-002



This page intentionally left blank.

\Y 313-CD-510-002



Abstract

This docunent provides a sebf interface senaios tat descrbe how the Release 5B ECS
interack 0 exeute endto-end systm threads. For each senarb a donain (or enduse) view
and a componentinteraction view is pesented. This daument is intended to be used by
applicationdevelopes, system develogs and system maintamce enginees to understand how
CSMSEBDPS componentsinteract to perform key system fttions. For detailed interal
interfac information, online output provided utomatic softwee tools suctas Discower and
ABC++ should be used.

The senarios in this dooment refl ect the cgoabilities and furctions of theas built design for
Drop 5B.

Keywords: external interface, nternal interface, pubic class, pwate clss, class catgory,
systen-level senario, senario primitive, interface class, distributd object
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1. Intro duction

1.1 Identif ication

This Release 5BECS Internal Inteface Gntrol Dacument(ICD) for the ECS Project, Contract
Data Requirerent List (CDRL) item 051, with requirements sgieed in Data Item Description
(DID) 313/DV3, is arequired deliveable in its final form uner the Erth Obseving System
(EOS) Data andinformation System(EOSDIS) Core System (ECS), ContrablAGS5-60000)
(423-41-03).

1.2 Scope

The Relea® 5B Internal ICD specifies s@tware interfaces nternal to the CSMS/SDPS softwvare
archtecture. It defines Rlease 5Bservces n the conéxt of sysem level scanarios. The
relationshipsandinteractions between #h Releas 5B CSCls are preated. This documertiso
describes how ECS irdstructure evices ae used by the ECS interrgbplications.

This documentaddresss all interface classesrom SDPS and CSMS €3 which are linked to
create a desired senard. External interfaces ae mepped b the nternal ECS object(s) that
provide the serde.

This document is not intended to include haawintaface infamationbetwesn subsystemsr
hardwae desriptions. Subsystem hardwaris descibed in CDRL 305. Any reference to
hadwareprocesses in this doaument is meant to portrg fundiond activity relative to software
processeand not specific &Irdware functions.

This documentdescribegshe ECS system in terms of its support of several gmyns@narios.
These senarios, baxl on the normal supportf &OS instruments, are listed belamd are
described in Section 3.

ESDTs (Earth Sciene Dat Types)

System Startup/Shutdown (ECsistomSoftware)

MODIS (an instrument on the ffa s@cecraft which povides data to tlee DAACS)
Landsat-7

ASTER (an instrument on the Tarspaecraft which provides dta to JapaiGDS)).
Planning Scenarios

EDOS FDD/EMOS Interfaes

Cross Mode/DAAC Eenario

Science Inwestigabr-Led Rocesang S/sterms (IPS) Scenaro

Fault Recovery
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1.3 Document Or ganization
The document is orgared to destibe the Retase 5B inter interfaces.

Sectionl providesinformation regrding the identifiation, scope, status, andganiztion of
this document.

Section2 providesa listing of the reladd documents which &e used as souae infamation for
this document.

Section 3 ontans thesysten level scenarios thd illustrate the interactions between the ECS
CSCils. This section also provides an overvidwhe interface modelingapprachto documnent
theinternd interfaces.
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2. Related Documentation

2.1 Parent Documents
194-207-SEl System Design Specification for the ECS Project
313/DV3 ECS Internal Intdace Control Documents

2.2 Applicable Documents

305-CD-510 Release 5B Segment/Design Speaifion for the ECS Project

311-CD-526 Subscription Server Datake Design and SchemSpecifi@tions for
the EGS Project

611-CD-500 Mission Operation Procedes — Drop 5A

505-41-32 ESDIS Document, Intéace Control Documenbetweenthe EOSDIS

Core System (ECS) and the Lands&ystem, Revision D, 12/99

2.3 Informat ion Documents Not Refe renced

The doawments listal bdow, while not directly applicable, do hdp in the mantenance of the
delivered sofivare.

423-41-02 Goddard Spaz Flight Center, Functional and Penfieane
RequirementsSpecifiction for the Earth Obseving System Data and
Information §stem @re §/stem

540-022 Goddard Spae Flight Center, Earth Olesving System
Communicaions §stem Desgn Soecficaion InterfaceRequirements
Document

560-EDOS-0211.0001 Goddard Spax Flight Center, Intedice Requirenents Document
Between EDOS and ¢hEOS Ground System

DRAFT Operationd Agreement beween the Landsat 7 Daa Handling Faility
and the Distributed Active ishive Genter PAAC) at the ERO®ata
Center (EDC)
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3. Interface Scena rios

3.1 Overview

The purpose of this ston is to document how EC®orks to fulfill its mission. The ECS
mission is, ints essence, to managarth Sciene-rdated data in the following ays:

e to receve datfrom exiernal soures,

e to save that data in eithong-term or prmarent storage,

e to produce higherlel data poducts fom the reeived d@ta, and

e to support access to the daly Eath Sientists as well as otheegisteed clients.

ECS is a complex software system thatnprises nine subsystemg&achof thosesubsystems
comprises a set of #ware progams(COTS and astom built) thawork togeher to echange
information and control the magement 6 Earth Sciene-rdated data.

A preferred method to document hoa complex system such as ECS workgoidollow a
specific thead of functionality, or sceario, tra&ing how the ECS Clients (both humamd
softwarg and interal ECS components interact in support of that scamo. The inteaction
betweenthe ECScomponentsanbe unerstood by fousing on how the inteates offeed by
the ECS components are used in suppbtth® system functionality reqeidto supportthe given
scenaro.

This sectiondocumentonefacetof a multi-faceted prol#m. In orde to get a mag complete
view of precisely how eachECS component pforms its role, theeacer should alsoeference
the design material psented byad of the ECS componentsThis materal can ke found in
CDRL-305. Table 3.1-1 maps the subsystems and themporents to their appropiate
interface process. Only mgor interface processes utilized in the scanarios are shown in this
table. Indeed, this document and CDRL 305 should be used in comgumwith each othe
CDRL 305 provides a gemal desription of the preesses andh statement ofwhat the
components are rpviding and how they novide it. This section documents how those
components work togethe specificapplications to provide eomplete system.

It should be noted that many of theesaios involve a softwae comporent / Opemtions
interface with a humanoperabr. The intent of the descriptions of hese mterfaces $ to show he
involvement of a human opaor to theextent necesary toeffect the carect componentunction
and not to show operatorqeedues. These proedues ae detailed in the 611 dament.

1 CDRL-305 refes to ECS Document 305-CD-510-002, Relea® 5B SegmentDesgn Secificaion for the ECS
Project.

3-1 313-CD-510-002



Table 3.1-1. ECS Subsystem and Component Design Overvi

ews (1 of 3)

Subsyst em CSCl/Compon ent Major Int erface Proc ess
(Ch)
CLS EOS Data Gateway (EDG) Netscape
User Profile Gateway EcCIDtUserProfileGateway
Java DARTool EcCIwWbJdt
EOSView EOSView
Java Earth Science Server process jess
User Log in EcClOdUserLogin
On-Demand Form Request Manager | EcClOdRequest
CSS Subscription Server EcSbSubServer
Subscription Server GUI EcSbGui
Ftp Server ftp_popen
Configuration Registry Server (CRS) EcCsRegistryServer
L7 Gateway EcCslLandsat7Gateway
ASTER DAR Comm Gateway EcGwDARServer
ASTER EmailParser Gateway EcCsEMailParser
MOJO Gateway EcCsMojoGateway
Sybase (COTS for SBSRV) N/A
DMS VO Gateway EcDmVOToEcsGateway
EcDmEcsToVO0Gateway
ASTER Gateway EcDmEcsToAsterGateway
EcDmAsterToEcsGateway
Maintenance Tool - Mtool (DDICT) EcDmDdMaintenanceTool
LIMGR EcDmLimServer
Data Dictionary EcDmDictServer
Sybase (COTS for DDICT) N/A
DPS AutoSys (COTS) event_daemon
Job Management EcDpPrJobMgmt
DPR Execution EcDpPrEM, EcDpPrDM,
EcDpPrRunPGE

DPREP

Ground Event
QA Monitor
AITTL

Deletion

EcDpPrAml1FddAttitudeDPREP
EcDpPrAmi1EdosEphAttDPREP_PGE
EcDpPrAml1FddEphemerisDPREP_PGE
EcDpPrPM1AttitudeDPREP

EcDpPrGE

EcDpPrQaMonitorGUI

EcDpAtMgr, EcDpAtSSAPGuUI,
EcDpAtinsertExeTarFile

EcDpPrDeletion

3-2

313-CD-510-002




Table 3.1-1. ECS Subsystem and Component Design Overvi  ews (2 of 3)
DSS Science Data Server EcDsScienceDataServer
(SDSRV) HDF EOS Server EcDsHdfEosServer

Science Data Server Operator GUI EcDsSdSrvGui
Sybase/SQS (COTS for SDSRV) N/A
DSS Data Distribution Server EcDsDistributionServer
(DDIST) Data Distribution Operator GUI EcDsDdistGui
Sybase (COTS for DDIST) N/A
DSS Archive EcDsStArchiveServer
(STMGT) Print Server EcDsStPrintServer
Staging Disk EcDsStStagingDiskServer
Staging Monitor EcDsStStagingMonitorServer
Storage Management Operator GUI EcDsStmgtGui
Ftp Server (for Ingest) EcDsStingestFtpServer
Ftp Server (for DDIST) EcDsStFtpDisServer
8mm Tape EcDsSt8MMServer
D3 Tape EcDsStD3Server
Operator GUI EcDsStmgtGui
Pull Monitor EcDsStPullMonitorServer
FTP Daemon EcDsStFTPClientDaemon
Sybase (COTS for STMGT) N/A
INS Auto Ingest EcInAuto
Polling Ingest EclnPolling
Ingest GUI EcInGUI
Request Manager EcInRegMgr
Granule Server EcInGran
Ingest E-mail Gateway Server EclnEmailGWServer
Sybase (COTS for configuration and N/A
state)
I0S Advertising Server EcloAdServer
Sybase (COTS for ADSRV) N/A
MSS User Registration Server EcMsAcRegUserSrvr
User Registration Server GUI EcMsAcRegUserGUI
Order Tracking Server EcMsAcOrderSrvr
Order Tracking GUI EcMsAcOrderGUI
Management Agent CI EcMsAgSubAgent
Management Agent Deputy EcMsAgDeputy
Use Profile Database (Sybase COTS) | N/A
HPOV (COTS) N/A
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Table 3.1-1. ECS Subsystem and Component Design Overvi ews (3 of 3)

PLS Subscription Editor EcPISubsEdit
Production Request Editor EcPIPREditor_IF
Subscription Manager EcPISubMgr
Production Planning Workbench EcPIWb
Resource Planning Workbench Editor | EcPIRpRe
Resource Planning Workbench EcPIRpSI
Reservation Editor
Resource Planning Workbench EcPIRpTI
Timeline
Workbench Timeline Tool EcPITI
Sybase (COTS for PDPS database) N/A
On-Demand Production Request Mgr. | EcPIOdMgr

3.2 Scenario Appr oach

Section3.3 describeghe stepsrequired prior to the startfousage bthe EOSDIS systemThe
steps taken to install, update, import and export ESI@ skfined in this section.

Section 3.4 describes theopessing involved in starting/stopping the EOSDIS system.

Sections 3.5 - 3.7 document the ECS system in teffnits supportof threeprimary scenarios
usingthe following primary EOS instrumets. (Note othe instrumats usethe sane interfaces
and ae not shown).

e MODIS
e Landsat-7
e ASTER

Section 3.8 describes the Protdan Planning scenario.This s@nario applies toprocessing
common to MODIS and ASTER sceits.

Section 3.9 describes th®BS/FDD/EMOS Interfaes Senario.
Section 3.10 describes #ads utilized focross Modeand ¢oss DAAC data ansfes.
Section 3.11 describes the suggdor SIPS

Sub-sections describe holBBCS supports each of dse senariosin the above sectionsfrom two
perspectivesThe domain view and # component vig. The domain vier bresks the sceario
into a seguence of adivities thd are based on wha happens from theOpeaationd or Sdence
Data pespecive. This view esens how ECS-external users and sysims interactwith ECS as
well as looking at how the sciea cita is manageavithin ECS. This viewdoesnot presenthe
details of specific pocess interactionsThe component viewshowsa more dtiled set of
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interactionsthat descibe the inteface usag betwea ECS components. Eacimteraction
between components is documented, in terms ofwhand why. Each of the scerarios
doamented herehas been partitionel into primay threals of a@ivity. Each threa of the
scenario is docuanted indeperehtly in order to simplify the scanos.

Section 3.12 outlines client and server faltgcovery policies and pcesses.

3.2.1 Scenario Presentation Approach

This sectiondescribes how thECS support of e sceario is presnted. As mentionedabove,
eachScaenario is pditioned into a sequercof theads ofactivity. Each of thos threads is
documented in the sameammer. The following paegraphs define this docuentation approzh.

Scerario Desciption: First each scen# is descitved from the scence missbn perspetive.
The prmary sysemfunctions hat are leing execisedare denified.

Scenario Preconditions: All activities tha mug have been performed prior to theexecution of
the scenao are identfied.

Saenario Partitions: The sceario threads & identfied and desgbed.

Scemario Thread Interaction Diagram: A diagramis presenéd for each Serario Thread.
This diagram shows extahsystem, EC3Jser, DAAC Operatorand ECSinternal subsystem
interactions. The notdion of the diagram dlows for theinteractions to belabeled with numbes

andshortterms. The arrow numéring uses theonvention of a lette repesnting the Thrad

within the Scenario, and sequene numbe (e.g. Al, A.2, B.2,B.3). The mechanismof the

interactions(e.g. DistributedObject, HMI, ftp, and e-mail or as notedis identified by the
interaction line premntation style. The arow direction indicates qocess flowdirection fa the

event naned. Note tha requestevents show the direction of the equest, andas in the 305
Documentthereturn ansvering the equest is assumed and notassaly shown as aeparate

interface diredion.

Interaction Table - Doman View. Each Serario Thread s docunened in a table which
descrbes the interacions presenéd in the Senarb Thread Interacion Diagran. These
interactions ae not thedeailed definitions of how theinteractions ae fulfille d, but rather that
they need d occur. This table further sgcifies he nteractions as each row represens an
interactionevent. The columnsin the table dimit how each inteaction is defined. The
Interadion Table - Domain View includes thefollowing columns:

Step: An identifier of the step within theScenario Thread. Each ste is identified by a
“x.y” label, where x is a letter eferring to the Thead within the senario,and yis a
sequene number.

Event: The nane of an inteaaction ocairrence between mgor partsof the systen (i.e.
Subsystem to Subggsn).

Interface Client The Client of the intection. This an be vieved as who is asking the
question, or who is stimulating the actioimcluded in this column argsers,Operators,
External Systems and usually ECS subsystems rather than cemtgon
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Interface Povider: All Interacions ae descibedin terms of exerising well-defined
interfaces. Thoseinterfaces are offered by someentity in the systen and aresimilar to
those identified as Intiace Clients. The Irtrface FPovider is not only responsiblefor
offering theinterfac, but fa ensuring thatheinterface is me. The provide is doingthe
action required, pehaps ollabording with othe systen entities.

Data Issue. This wlumn describes any specia Data related issues. This description
includes the data types, volumasd flequenags, as well ashe curentsoure of the data
used n the systm The word“None” i ndicaies here ae no dtaissues.

Step Preconditions Any special preonditions that must have been merr fthe
interactionto be sucessful e alled out hee. Theword “None” indicates thee ae no
special preonditions for this particulastep.

Description A desciption is given of what gesnally occurs duringthe interaction, as
well as its goplication in this senario step.

Component Interaction Table: Each Sceario Thead is furtler docunentedin the Component
Interection Table. This table specifies each ECSomponent-leel inteiaction that is requed to
support the steps in the Scenariagddd.

Each of these interadions is numbied in away that is consistat with the Scenario Threal that it
is supporting. Specifically, each Componeriteraction stepis numberedwith a “sub”step
nunmber in a sequere wihin that Scerario Thread stp. For exanple, if there ae three
component interactions required to filll Scenario Thead step A.3, thoséhree steps are
numbered A.3.1, A.3.2nd A.3.3. Pleas note that if na&componentinteraction is requred to
fulfill a ScenarioThreadStep(i.e. - only human-to-humn interaction), there @mo component
interactionsteps. Therefore, in the Component Intaction steps, a 8oario Thead Step might
be skipped.

Eachrow in the Component letaction Table @fines a step in how & system supports the
capability. The columns in the Component Irdetion Tabé ae:

Step An identfier, as destbed aboe, of he step within the Scenarb Thread. Event:
The name o&n inteaction occurence ketweencomponents.

InterfaceClient The Client of the intexction. This an be viewed as who is asking the
question, or who is stimulating the actioimcluded in this column ardgsers,Operators,
External Systems and ECS component$¥hee ECS components arthe Inéerface
Clients, the specific component pass is identified.

Interface Provide This identifies the entity in the system that is providinginterface
usedto perform sme cambility. Interface Providers arprimarily ECS Components,
which ae identified by the compamt proess name.

Interface Mechansm: This column identfies how he nterface s acconplished. It
defines thelow level (normdly software) mechanism use by thelnterface Client and
Providerto exchang necessay information. This is also shown in the sceimmadiagams
for only the particldr component intaction betwen subsystems — consult the key.

3-6 313-CD-510-002



Description This column contains text desbing what is occuing during this step.It
describes wat is occuring in the context of this scano thread. It desribesnot only
what is happening, but also how it happand how the client knows foto ask for it.

3.2.2 Scenario Proc ess Flow

The ECS Science da System is a complex catlon of subsystems. There m® single path
throughthe manyfeaturesof the system. Howevethee is a gearal logical flow through the
variouscapabilities. Figure 3.2.2-1 descrés the keyelements of this flow. Each of tleéements
identified is desaibed in moreddail in the individud scenario threals.

|‘—> Data RPocessing
Install o Data Data ¢
ESDT 7| SskT "|_Inges " | Ordeing L D ot onior
T

Y

Data Reprocessng

Figure 3. 2.2-1. Scenario Proc ess Flow

Install ESDT

All daa interadions within theECS ae paformed against Eath Sdéence Data Types (ESDTS).
An ESDT is the logical object that de#es both the inventory holdings foarpicular data,and
the serviceginsert, &quireetc.) that en beapplied to that data. Bare a user(including DAAC
opeaations) can paform any data sevices against addaa set in the ECS, theESDT for tha daa
type must be installed. Installation includes defining the cotien level and graule leel
metadaa in the inventory (Sdence Daa Sever), Advertising thedata type and it's sevices,
defining metadatattribute valids in the Dafictionary,and defining Subscribadtataevents.

SSI&T

Science Softw@ Integration & Test (SSI&T) is the poess by which Instruemt Team
developed algathms get qualified for wesin the ECS productionenvironment.Much of this
processs algorithm specific andbr manual or sentrautbmatic. Theseaspecs arenot dealt with
in this doawument. Howerer, the reception of the origind agorithm pakage (Delivered
Algorithm Package - [AP) and he qualified algorithm paclage (Sciene Software Archive
Package SSAP) are aubmated tasks, and ee coverd in detil in the scearios.

Data Ingest

Oncethe ESDT s defined, and anyproduction algathms have been ingeated, tlen the ECS is
readyto accept dataand generate highe level prodets. This document cexs a numbe of
different data ingest marios that arur with ECS data.

Data Ordering

Therearea number bways in which dta @an be reuested in the ECS. If th@oductexistsin
the archie, then a ugsecan simply request it for distribution. the prodwct doesn’texist, but the
algorithmsfor producingthe prodict hawe been integated, then th usercan reqest prodation.
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Alternatively if the product exists, but has beemmegated with a set of run-time parametrs
different from those desitk then the usecan request that the product is peocessed.

Data Processing

Many products a& produed automatially upon the availability of theatesary input data. But
in additionto this ‘standard’productionthe ECS also has the capability to produasdpcts on-
demandn responséo auser equest. Both types of prodtion, together with QA @cessing and
algorithm falure handling aredescribed in detail in the senarios.

Data Reprocessimy

An important feature of the ECS is theability to reprocess d#@a when dther the origind
production data aalgorithm werdfaulty, or if another usenesds diffeent execution paameters.

Data Distribution

One daa is geneated or ingestaed into the ECS, it is mde available to othe users. The
distribution system provides for a flexible dalelivery systenthat can provide data either
automatically based ongxestblished event triggs, or by diect reqest.
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3.3 ESDT Handling Scena rio

3.3.1 Scenario Description

This scenai® shows how Brth Science Deta Types(ESDTSs) are handked in the ECS sysem

This scenaio is divided nto a hread for he ins@allation processa threadfor the update process,
and threads forthe Import andExport of ESDTs. A detailed desription of these theads is
provided below.

3.3.2 Scenario Preconditions

The preonditions for eals thread ae shown in the theal setions for this scen#.

3.3.3 Scenario Partitions
The ESDT Handling Senario has bea partitionel into thefollowing threads:

e Install ESDT (Thread A) -- This threa shows how th&SDTsare instdled in the ECS
system (see Section 3.3.4).

e Update ESDT (Thread B) -- This thread shows how ¢hESDTs a updated in the ECS
system (see Section 3.3.5).

e Install Refererce Deriptor (Thread C) — (Deleted).
e Update Refe@ence Descriptor (Thread D) —(Deleted.

e Import ESDTs (Thread B — This thread shows ho®SDTs ae imported into the ECS
system from other protocols, nemASTER GDS (see stion 3.3.8).

e Export ESDTs Thread F) — This thread shows how ESDare exported fom the ECS
system to other protocols, namely M@$ and ASTER GDS (seestion 3.3.9).

3.3.4 Install E SDT Thread

Thisthread shows how Eh Sciene DataTypes (ESDTsare installed in th&CS system.The
purposeis to hae ESDT daa available in various applicaions for utilization with advertising,
archiving, and subsibing to designated ewnts. The installation of the ESDequires a
descriptofrfile, a DynamicLink Library file (DLL), and the identifiation of achive and bckup
information for data mducts of theeSDT. The ESDT dewiptor file containsCollectionlevel
and Inventory level metada& and daa servces information. Té Dynamic Link Libary file
contains the servis that a& awilable for te ESDT. The archive and backup information
defines wheretheresulting daa products for theESDT will bearchived and baded up.
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To accomplish this, the DAAC opor identifies the EBT along withvariousIDs associated
with storingthe daa in the Archive. The DSS S@&nce Data Serve (SDSRV) sads gplicable
pats of theESDT to theData Dictionary Seaver (DDICT), the AdvertisingSever (ADSRV) and
the Subsciption Sever (SBSRV). The SDSRV #&so store the ESDT informaion in its own
database.

The ESDTs include dataif specific instruments oeachmission,exterral ancillary data, and
Systen data which indudes FDD (orbit ad dtitude) daa.

Install ESDT Thread Precorditions
e The ESDT is approvefr installation.

e The DAAC Opeator knowswhere the desriptor and theDynamic Link Library (DLL)
for theESDT ardocaed.

e The DAAC Opeaator must also know in whicArchive the data will be stoxk (Archive
ID), the Backup Archive (Backup ID),and the nam of the altenate DAAC where daa
will be located (Gfsite ID). The Backup Achive andthe Offsite DAAC Identifier are
optional.

e Any file spae needed for the ESDT or hadling theESDT is not provide for explicitly
in this scenam. File space $ handed as neded by lhe dita seavers waking with the
ESDTs.

3.3.4.1Instdl ESDT Intgadion Diagram - Doman View

Figure 3.3.4.1-1 depicts the Install ESDTehattion - Domain View
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DAAC ./-\..1/?ct.iva:te.(sl?> SDSR A.l Install Requed A.2 Sore ESDT:fo (DSS)
Ops GUI SgSBR\/

3 Distributed Object (rpc, CtLib) AIBEZggrstlg\r/ents
=== HMI (GUI, Xterm, command)
—> ftp

A.5 Advertise
ESDT Services

email (or other as noted)

Double line - Synchronous
- - email (or other as noted)

Dashed - Asynchronous

A.3 Send Collection
Level Metadata

A.4 Send Inventory
& Cdlection
Level Metadaa

A.7 Event IDs

=

(CSS) (DMS)

A.8 Advertise
ESDT Events

Figure 3. 3.4.1-1. Install ESDT Interaction Diagram

3.3.4.2 Install E SDT Interaction Table - Domain Vi ew
Table 3.3.4.2-1 provigs the Inteaction - Donain View: ESDT Installation.
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Table 3.3.4.2-1. Interaction Tabl e - Domain View: ESDT Installation

Step | Event Interface | Interface Data | Step Preconditions Descript ion
Client Provider | Issues

Al Activate DAAC DSS None DAAC Operator DAAC Operator brings up
GuUI/ Operator knows where the the Science Data Server
Install descriptor file is GUI to install the ESDT.
Request located (and The Science Data Server

therefore the DLL GUI submits a request to
location) for the the Science Data Server.
ESDT. The DAAC

Operator knows the

Archive where the

data will be stored,

the Backup Archive

and the Offsite

DAAC for the ESDT.

A.2 Store DSSs DSSs None None Collection level metadata

ESDT info and configuration
information are stored in
the Science Data
Server’s database. Also,
DLLs are associated for
the ESDT.

A3 Send DSS 10S None None Science Data Server
Collection sends collection level
Level metadata to the
Metadata Advertising Server.

A4 Send DSS DMS None None Science Data Server
Inventory sends collection level and
and inventory level metadata
Collection to the Data Dictionary
Level Server.

Metadata

A5 Advertise DSS 10S None None Science Data Server
ESDT sends the ESDT services
Services. to the Advertising Server.

A.6 Register DSS CSS None None SDSRV registers the
ESDT ESDT events with the
events. Subscription Server.

A7 Event IDs CSS DSS None None Subscription Server
sends Event Identification
to the SDSRV.

A.8 Advertise CSS 10S None None Subscription Server

ESDT sends the ESDT events
events. to the Advertising Server.
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3.3.4.3 Install E SDT Component Interaction T able

Table 3.3.4.3-1 provies the Component Intaction: ESDT Installation.

Table 3.3.4.3-1. Component Interaction Table: E SDT Instal lation (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

Al.l Startup SDSRV DAAC EcDsSdSrvGui | Xterm DAAC Operator invokes the
GUI Operator Science Data Server GUI.

Al.2 Select Add Data DAAC EcDsSdSrvGui | Xterm DAAC Operator selects the
Types Operator Data Types tab and clicks the

Add button.

A.1.3 Input ESDT DAAC EcDsSdSrvGui | Xterm DAAC Operator fills in

Information Operator Descriptor Filename, Archive
ID, Backup ID, and Offsite ID.
The backup Archive and the
Offsite DAAC ID are optional.

A.l4 Submit Add EcDsSdSr | EcDsScienceD | Distribute | DAAC Operator hits the OK

ESDT vGui ataServer d Object button to submit the request to
the Science Data Server. The
correct Science Data Server is
determined via a Server UR,
declared in the GUI
configuration file.

A2.1 Descriptor EcDsScie | EcDsScienceD | Internal The Science Data Server
Validation nceDataS | ataServer validates the descriptor.

erver

A.2.2 Descriptor and EcDsScie | EcDsScienceD | Internal The Science Data Server

DLL Installation nceDataS | ataServer installs the descriptor and DLL
erver in the directories specified in
its configuration file.

A.2.3 Store ESDT EcDsScie | Sybase/SQS CtLib The Configuration information
configuration nceDataS about the ESDT is stored in
information erver the Science Data Server’s

database.

A2.4 Store ESDT EcDsScie | Sybase/SQS CtLib The Collection Level Metadata
Collection Level nceDataS is stored in the Science Data
Metadata. erver Server's database.

A3.1 I0S receives EcDsScie | EcloAdServer Distribute | The Science Data Server
Collection Level nceDataS d Object sends the ESDT'’s Collection
Metadata erver Level Metadata to the

Advertising Server.

A.3.2 Store Collection EcloAdSe | Sybase CtLib The Advertising Server stores

Level Metadata in | rver the Collection Level Metadata

10S

in its database.
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Table 3.3.4.3-1. Component Interaction Table: E SDT Instal lation (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
A4l DDICT receives EcDsScie | EcDmDictServ | Distribute | The Science Data Server
Collection and nceDataS | er d Object sends Collection and Inventory
Inventory erver Metadata to the Data
Metadata Dictionary Server.
A.4.2 Store Collection EcDmDict | Sybase CtLib The Data Dictionary server
and Inventory Server stores the collection and
Metadata inventory metadata in its
database.
A5.1 IOS receives EcDsScie | EcloAdServer | Distribute | The Science Data Server
ESDT services nceDataS d Object sends the ESDT's services to
erver the Advertising Server.
A5.2 Store services in | EcloAdSe | Sybase CtLib The Advertising Server stores
10S rver the ESDT services in its
database.
A.6.1 Register Events EcDsScie | EcSbSubServ | Distribute | The Science Data Server
with SBSRV nceDataS | er d Object registers the ESDT's events
erver with the Subscription Server
as ESDT qualifiers.
A.6.2 Store events in EcSbSub | Sybase CtLib The Subscription Server stores
SBSRV Server the ESDT's events in its
database.
A7.1 Send event IDs to | EcSbSub | EcDsScience | Distribute | The Subscription Server sends
Science Data Server DataServer d Object the Event IDs to the Science
Server Data Server.
A.7.2 Store event IDs in | EcDsScie | Sybase CtLib The Science Data Server
SDSRV nceDataS stores the Event IDs in its
erver database.
A8.1 Send events to EcSbSub | EcloAdServer | Distribute | The Subscription Server sends
I0S Server d Object the ESDT's events to the
Advertising Server.
A.8.2 Store events in EcloAdSe | Sybase CtLib The Advertising Server stores
10S rver the ESDT'’s events in its

database.
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3.3.5 Update ESDT Thread

This threadshowshow Earth Sciene Data Type§ESDTSs) araupdated in the ECS systenihe
purpose is to have upddt ESDT dataavailable in various application®r utilization with
advertising,archiving, and subscribing to designatedents updated.he upda¢ of the ESDT
requiresan updated ekcriptor file,an updatedynamic Link Library file (DLL), if neectd,and
updated valids, if needl. The upcted ESDT desiptor file could containupdaed Collection
level metadata, Inventory el metadita, updated aa sevices information, or updated ata
event information. The upded Dyramic Link Library file contains the ew savicesthat are
available fo the ESDT.The updted valids comtin new ruledor theattributes.

To accomplish this, the DAAC opator loads updatk valids and identifies the upted E®T.

The DSS Science dia Serve (SDSRV) sends apphble pats of the update&SDT to the Data
Dictionary Srver (DDICT), the Adwertising Server (ADSRV) and the 8bsciption Server

(SBSRV). The SDSRYV also stores the updated ESDT information in its own d&tatves
copies the updated ESDEstriptorfiles and DLL to thedrget diectory.

The ESDTs include dataif specific instruments oeachmission,exterral ancillary data, and
Systen daa which indudes FDD (orbit ad dtitude) daa.

Update ESDT Thread Precorditions
e The updated ESDT is appved fa installation.
e The updatedaids are prdoaded.

e The DAAC Opeator knowswvhere the updad desciptor and the updati Dynamic Link
Library (OLL) for the E®T are locaed.

e Any file spae needed for the ESDT or hadling theESDT is not provide for explicitly
in this scenam. File space $ handed as neded by he dita savers waking with the
ESDTSs.

e The PSRV isplaced n the maintenarce node.

3.3.5.1 Update ESDT Interaction Diagram - Domain View
Figure 3.3.5.1-1 depicts the Ugtd ESDT Inteaction - Domain View
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email (or other as noted)

Synchronous

email (or other as noted)
Dashed - Asynchronous

B.2 Validate Desciptor B.9 Store Updted
& ldentify Changes ESDT information

>
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B.1.2 Update RecpH

B.6 Regster new ESDT
Events or replace he
updated Erent

B.3 Rephce
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B.5 Advertise new ESDT
Services ormeplace he
updated Serices
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BSR DDICT
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SBSRV
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B.7 Advertise new ESDT
Events or replace
updated BSDT Events

Figure 3. 3.5.1-1. Update ESDT Interaction Diagram

3.3.5.2 Update ESDT Interaction Tab le - Domain View

Table 3.3.5.2-1 provi the Inteaction - Donain View: ESDT Updag.

Table 3.3.5.2-1. Interaction Tabl e - Domain View: ESDT Update (1 of 2)

Step | Event Interface | Interface Data | Step Preconditions Description
Client Provider | Issues

B.1 Activate DAAC DSS None DAAC Operator DAAC Operator brings up
GUI/ Operator knows where the the Science Data Server
Update updated descriptor GUI to update the ESDT.
Request file is located (and The Science Data Server

therefore the DLL GUI submits a request to
location) for the the Science Data Server.
ESDT.

B.2 Validate DSS DSS None None The Science Data Server
Descriptor DB validates the descriptor
and ldentify and identifies changes.
Changes
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Table 3.3.5.2-1. Interaction Tabl e - Domain View: ESDT Update (2 of 2)

Step | Event Interface | Interface Data | Step Preconditions Description
Client Provider | Issues

B.3 Replace DSS 10S None None Science Data Server
Collection sends a command to the
Level Advertising Server to
Metadata replace collection level

metadata Server.

B.4 Replace DSS DMS None None Science Data Server
Inventory sends a command to the
and Data Dictionary Server to
Collection replace collection level
Level and inventory level
Metadata metadata.

B.5 Advertise DSS I0S None None Science Data Server
new or sends the new or updated
replace ESDT services to the
updated Advertising Server.
ESDT Updated services are
Services. replaced.

B.6 Register DSS CSS None None SDSRV registers the new
new or events or sends a
replace command to replace
updated updated ESDT events
ESDT with the Subscription
events. Server.

B.7 Advertise CSS 10S None None Subscription Server
new ESDT sends the new or updated
events or ESDT events to the
updated Advertising Server.
events

B.8 Event Ids CSS DSS None None Subscription Server
Or sends Event Identification
Status for new events to the

SDSRV.

B.9 Store DSS DSS None None Updated Collection level
Updated metadata and new PSAs
ESDT info are stored in the Science

Data Server’s database.
Also, DLLs and descriptor
files are copied to the
target directories.
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3.3.5.3 Update ESDT Component Interaction Table
Table 3.3.5.3-1 provigs the Component Intaction: ESDT Update.

Table 3.3.5.3-1. Component Interaction Table: E SDT Update (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

B.1.1.1 Startup SDSRV DAAC EcDsSdSrvGui | Xterm DAAC Operator invokes the
GUI Operator Science Data Server GUI

B.1.1.2 Select Update DAAC EcDsSdSrvGui | Xterm DAAC Operator selects the
Data Types Operator Data Types tab and clicks the

Update button.

B.1.1.3 Input ESDT DAAC EcDsSdSrvGui | Xterm DAAC Operator fills in
Information Operator Descriptor Filename.

B.1.2 Submit Update EcDsSdSr | EcDsScienceD | Distribute | DAAC Operator hits the OK
ESDT vGui ataServer d Object button to submit the request

to the Science Data Server.
The correct Science Data
Server is determined via a
Server UR, declared in the
GUI configuration file.

B.2.1 Descriptor EcDsScie | EcDsScienceD | Internal The Science Data Server
Validation and nceDataS | ataServer validates the descriptor and
Identify Changes erver identifies changes.

B.3.1 IOS receives EcDsScie | EcloAdServer Distribute | The Science Data Server
Collection Level nceDataS d Object replaces ESDT'’s Collection
Metadata erver Level Metadata to the

Advertising Server.

B.3.2 Collection Level EcloAdSe | Sybase CtLib The Advertising Server
Metadata replaced | rver replaces the Collection Level
in 10S Metadata in its database.

B.4.1 DDICT receives EcDsScie | EcDmDictServ | Distribute | The Science Data Server
Collection and nceDataS | er d Object sends a command to the
Inventory erver Data Dictionary Server to
Metadata replace updated Collection
information and Inventory Metadata

information.

B.4.2 Updated EcDmDict | Sybase CtLib The Data Dictionary server
Collection and Server replaces the collection and
Inventory inventory metadata in its

Metadata replaced
in DDICT

database.
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Table 3.3.5.3-1. Component Interaction Table: E SDT Update (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

B.5.1 I0S receives new | EcDsScie | EcloAdServer Distribute | The Science Data Server
or updated ESDT | nceDataS d Object sends the new or updated
services erver ESDT'’s services to the

Advertising Server.

B.5.2 Store services in | EcloAdSe | Sybase CtLib The Advertising Server stores
10S rver the ESDT services in its

database.

B.6.1 Register new EcDsScie | EcSbSubServe | Distribute | The Science Data Server
events or replace | nceDataS | r d Object registers the ESDT’s new
updated vents erver events including ESDT
with SBSRV qualifiers or replaces updated

events with the Subscription
Server.

B.6.2 Store events in EcSbSub | Sybase CtLib The Subscription Server
SBSRV Server stores the ESDT'’s events in

its database.

B.7.1 Send events to EcSbSub | EcloAdServer Distribute | The Subscription Server
10S Server d Object sends the ESDT'’s events to

the Advertising Server.

B.7.2 Store events in EcloAdSe | Sybase CtLib The Advertising Server stores
10S rver the ESDT's events in its

database.

B.8.1 Send event IDs EcSbSub | EcDsScienceD | Distribute | The Subscription Server
to Science Data Server ataServer d Object sends the Event IDs to the
Server Science Data Server.

B.8.2 Store event Ids in | EcDsScie | Sybase CtLib The Science Data Server
SDSRV nceDataS stores the Event IDS in its

erver database.

B.9.1 Descriptor and EcDsScie | EcDsScienceD | Internal The Science Data Server
DLL Installation nceDataS | ataServer installs the descriptor and

erver DLL in the target directories
specified in its configuration
file.

B.9.2 Store ESDT EcDsScie | Sybase/SQS CtLib The Collection Level
Collection Level nceDataS Metadata is stored in the
Metadata. erver Science Data Server's

database.
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3.3.6 (Deleted)
3.3.7 (Deleted)

3.3.8 Import ESDTs Thread

This Thread shows howaih Sciene Data Types ESDTS) ae imported into thé&eCS system
from other protocols,namely ASTER GDS. The purpose is to hawnon-ECS ESDT metadat
available to ECS dients so thg may have accessto savices relating to thoseESDTs.Theimport
of an ESDT requres the existete of a valids file fom an extrnal protaol. The valids file
contains Collection level and lentory level medadataand datasewicesinformation,written in
ODL obeying a fomat spedied by the exdrnal protaol.

To accomplish this, the DAAC opator supplies the Maintence Tool with a valids file for
import. The Data Dictiong Serve (DDICT) and Advertising Serve (ADSRV) are then
supplied with metadata andrgiees gertaining to that ESDT, resgtively.

Import ESDT Precorditions

e The valids file has l#n aguired fom the extenal protocol.

3.3.8.1 Import ESDT Interaction Diagram - Domain View

Figure 3.3.8.1-1 depicts the Import ESDiteraction - Domain Viev

(DMS)
DAAC tea, E.2 Request Import Valids
Ops *4 E3 Sdectfile for import
"'.. ..'0.
Yo, S .
E.8 Display import resuits (DMS) E.6 Insert collection
e
*
*
=~~~ _El2Import Vaids «\Mtool GUI

~

E.7 Insert collection

E.5 Pase valids file

E 4 Retrieve Import =3 Distributed Object (rpc, CtLib)

ValidsFile === HMI (GUI, Xterm, command)

—> ftp

% emadl (or other as noted
Double line - Synchronous

- ->» emal (or other as noted
Dashel - Asynchr onous

\a (DDICT)

Figure 3. 3.8.1-1. Import ESDT Interaction Diagram
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3.3.8.2 Import ESDT Interaction Table - Domain View

Table 3.3.8.2-1 provigs the Inteaction - Donain View: ESDT Import.

Table 3.3.8.2-1. Interaction Tabl e - Domain View: ESDT Import

Step | Event Interface | Interface Data | Step Preconditions Description
Client Provider | Issues
E.l ftp ECS Non EDC | DDICT None Remote Operator A Remote DAAC operator
valids file / | DAAC/ Valids has transferred a transfers a valids file.
Import ASTER File valids file.
Valids GDS
E.2 Request DAAC DMS None DAAC Operator DAAC Operator brings up
Import Operator | Mtool knows how to run the Data Dictionary
Valids GUI the Data Dictionary Maintenance Tool and
Maintenance Tool. selects the import valids
tab.
E.3 Select file DAAC DMS None DAAC Operator has | DAAC operator selects
for import operator | Mtool a valids file to appropriate filename for
GUI import. import.
EA4 Retrieve DMS DDICT None None Access and read selected
Import Mtool Valids file.
Valids file GUI File
E.5 Parse DMS DMS None File is accessible. Read in and create
valids file Mtool Mtool internal representation of
GUI GUI the valids file.
E.6 Insert DMS DDICT None Valids file is correct. | Send insert collection to
collection Mtool (DMS) DDICT.
GUI
E.7 Insert DDICT DDICT None None Insert the valids into the
collection (DMS) DB DDICT database.
(DMS)
E.8 Display DMS DAAC None None Show DAAC Operator the
import Mtool operator results of the import.
results GUI
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3.3.8.3 Import ESDT Component Interaction Tab

le

Table 3.3.8.3-1 proves the Component Intaction: ESDT Import.

Table 3.3.8.3-1. Component Interaction Table: E SDT Instal lation

Step Event Interface Interface Interface Description
Client Provider Mech.
E.l1 Receive a valids Non EDC | Valids File ftp A Non-EDC DAAC operator
file from a Non- DAAC transfers a valids file to EDC
EDC DAAC Operator via ftp.
E.1.2 Receive a valids | ASTER Valids File e-mail A valids file is transferred to
file from ASTER GDS EDC from ASTER GDS via e-
GDS. mail.
E.2.1 Startup Data DAAC EcDmDdMaint | Xterm DAAC Operator invokes the
Dictionary Operator enanceTool Data Dictionary Maintenance
Maintenance Tool Tool GUI.
GUI
E.2.2 Select ‘Import DAAC EcDmDdMaint | Xterm DAAC Operator selects the
Valids File’ tab Operator enanceTool ‘Import Valids File’ tab.
E.3.1 Supply import DAAC EcDmDdMaint | Xterm DAAC Operator types in
filename Operator enanceTool filename.
E4.1 Retrieve Import EcDmDd Valids File Xterm Access and read selected file.
Valids File Maintenan | (Sybase)
ceTool
E.5.1 Click on check DAAC EcDmDdMaint | Xterm DAAC Operator clicks on
button operator enanceTool Check button, the tool then
checks the file contents for
syntactic and semantic errors.
E.6.1 Send ESDT EcDmDd EcDmDictServ | Distribute | Schema update sent to
metadata to Maintenan | er d object DDICT relating to ESDT. This
DDICT ceTool generates a new collection
entity within the schema.
E.7.1 Send ESDT EcDmDict | DDICT DB Distribute | Update database.
services to Server (SQS Sybase) | d object
ADSRV
E.8.1 View results EcDmDd DAAC Xterm Display the results of the
Maintenan | Operator import to the DAAC operator.
ceTool

3.3.9 Export ESDT Thread

This scenario shows howatth Scierte Data Types ESDTSs) ae expored in the ECSsystemto
other protocols, namely VIMS and ASTER GDS.The purpo®is to haveECSESDT metadad
available to othernotocols so that their clients mague acessto ECSservicegelating to those
ESDTs.The exportof an ESDT requires the suaessful install of that ESDT, thereation of a
valids file and the sending of thile to the extenal protocol. The valids file contain€ollection
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level and Inventory level metadta and data services inimation, written in ODL obying a

format specifed by the destination protocol.

To accomplish this, the DAAG®pektor identifies the EBT(s) to be expded and instrats the
Maintenane Tool to genate a \dlids file for them lased onthe protacol determinedby the
operator. Tk Dat Dictionary Srver (DDICT) and Advetising Server (ADSRV) are queriedfor
metadata and grvices, respcively. Theresuts of these geries ae thenplacedwithin operaor-
supplied vdids file in aforma compliant with the spedfied protocol. Thisfile is then sent via ftp

to the external protml.
Export ESDT Thread Precorditions
e The ESDT has k@ installed by SDSRV.
e The DAAC Opeator knowswhich ESDTSs to export.

3.3.9.1 Export ESDT Interaction Diagram - Domain View
Figure 3.3.9.1-1 depicts the Export ESDiteraction - Domain Viev

ammEny F.1 DAAC Op Search Request
ot "'.,f.7 Request Export Valids
e

L - .

.'. * . .
isplay cal s i ; . F.2 Request List of Collections
F.6 Display calecion information F.8 Extractcallecion for export
F.13 Display export results

*

Ll
F.14 Creae
New Attribute
E”egmtlo ns F.5 Retrieved collection data set information
- F.11 Rerievedcollection daa sets
K
-
% F.12 Generate
. (DMS) Valids File
% F.4 Retrieve collection information

=3 Distributed Object (rpc, CtLib)
"-") HMI (GUI, Xterm,command)
—> ftp
emal (or other as noted
Double line - Synchronous
- - emal (or other as noted

Dashel - Asynchronous

Figure 3. 3.9.1-1. Export ESDT Interaction Diagram
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3.3.9.2 Export ESDT Interaction Tabl e - Domain View

Table 3.3.9.2-1 provie the Inteaction - Donain View: ESDT Export.

Table 3.3.9.2-1. Interaction Tabl e - Domain View: ESDT Export (1 of 2)

Step | Event Interface | Interface Data | Step Preconditions Description
Client Provider | Issues

F.1 DAAC Op DAAC Mtool None DAAC Operator DAAC Operator brings up
Search Operator | GUI knows how to run the Data Dictionary
request (DMS) the Data Dictionary Maintenance Tool and

Maintenance Tool. selects the export valids
tab. DAAC Operator
requests the list of
available collections.

F.2 Request Mtool DDICT None Data Dictionary The Maintenance tool
list of GUI (DMS) Maintenance Tool is | sends a query to the
collections | (DMS) up. DDICT server for

metadata pertaining to
each ESDT.

F.3 Retrieve DDICT DDICT None None Request list of
collection DB collections.
information
request

F.4 Retrieve DDICT DDICT None None Retrieve collection
collection DB information.
information

F.5 Retrieved DDICT Mtool None None Retrieve collection
collection GUI information.
data set
information

F.6 Display Mtool DAAC None None Display collection
collection GUI Operator information.
information

F.7 Request DAAC Mtool None None Select collection(s) for
Export Operator | GUI export.

Valids

F.8 Extract Mtool DDICT None None Request collection(s) for
collection GUI export.
for export

F.9 Extract DDICT DDICT None None Retrieve collection(s).
collection DB
request

F.10 | Retrieve DDICT DDICT None None Retrieve collection(s).
collection DB
data sets
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Table 3.3.9.2-1. Interaction Tabl e - Domain View: ESDT Export (2 of 2)

Step | Event Interface | Interface Data | Step Preconditions Description
Client Provider | Issues

F.11 | Retrieved DDICT Mtool None None Retrieve collection(s).
collection GUI
data sets

F.12 | Generate Mtool Valids None None Construct valids structure
Valids File | GUI File for export.

(DMS)

F.13 | Display Mtool DAAC None None DAAC Operator can view
Export GUI Operator the export results.
results

F.14 | Create new | DAAC Valids None None DAAC Operator selects
attribute Operator | File the filename for the
definitions (DMS) results.
file

3.3.9.3 Export ESDT Component Interaction Table
Table 3.3.9.3-1 proves the Component Intaction: ESDT Export.

Table 3.3.9.3-1. Component Interaction Table: E SDT Export (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

F.1.1 Startup Data DAAC EcDmDdMaint | Xterm DAAC Operator invokes the
Dictionary Operator enanceTool Data Dictionary Maintenance
Maintenance Tool Tool GUI.
GUI

F.1.2 Select ‘Export DAAC EcDmDdMaint | Xterm DAAC Operator selects the
Valids File’ tab Operator enanceTool ‘Export Valids File’ tab.

F.1.3 Select export DAAC EcDmDdMaint | Xterm DAAC Operator uses pick list
protocol Operator enanceTool to determine the export

protocol.

F.1.4 Click on ESDT DAAC EcDmDdMaint | Xterm DAAC Operator clicks on
‘selection criteria’ | Operator enanceTool button.
button

F.1.5 Select ESDT DAAC EcDmDdMaint | Xterm DAAC Operator selects
search operator enanceTool search constraints.
constraints

F.2.1 ESDT metadata EcDmDd EcDmDictServ | Distribute | The Maintenance tool sends a
requested from Maintenan | er d object query to the DDICT server for
DDICT ceTool metadata pertaining to each

ESDT.
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Table 3.3.9.3-1. Component Interaction Table: E SDT Export (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
F.3.1 DDICT queries EcDmDict | DDICT DB Distribute | The DDICT server queries the
database. Server d object database for metadata.
F4.1 DDICT receives DDICT DB | EcDmDictServ | Distribute | The DDICT server retrieves
metadata er d object the results of the query.
F.5.1 Return ESDT EcDmDict | EcDmDdMaint | Distribute | The DDICT server sends the
metadata Server enanceTool d object results of the query to the
Maintenance tool.
F.6.1 Display the list of | EcDmDd DAAC Xterm DAAC Operator can view the
collections. Maintenan | Operator results of the query.
ceTool
F.7.1 Select ESDTsto | DAAC EcDmDdMaint | Xterm DAAC Operator selects the
export Operator enanceTool ESDTs he/she wishes to
export.
F.8.1 ESDT metadata EcDmDd EcDmDictServ | Distribute | The Maintenance tool sends a
requested from Maintenan | er d object query to the DDICT server for
DDICT ceTool metadata pertaining to each
ESDT.
F.9.1 DDICT queries EcDmbDict | DDICT DB Distribute | The DDICT server queries the
database. Server d object database for metadata.
F.10.1 DDICT receives DDICT DB | EcDmDictServ | Distribute | The DDICT server retrieves
metadata er d object the results of the query.
F.11.1 Return ESDT EcDmDict | EcDmDdMaint | Distribute | The DDICT server sends the
metadata Server enanceTool d object results of the query to the
Maintenance tool.
F.12.1 Select file for EcDmDd EcDmDdMaint | Distribute | DAAC Operator provides tool
export target Maintenan | enanceTool d object with filename of export file.
ceTool Valids File
(SQS Sybase)
F.12.2 Form File DAAC EcDmDdMaint | Xterm The maintenance tool forms a
Operator enanceTool file containing the ESDT
metadata and services in a
protocol determined by the
DAAC operator.
F.13.1 Display the EcDmDd EcDmDdMaint | Xterm DAAC Operator can view the
export results Maintenan | enanceTool results of the export request.
ceTool DAAC
Operator
F.14.1 Save Export file DAAC EcDmDdMaint | Xterm DAAC Operator clicks a
Operator enanceTool button to save the export file.
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3.4 System Start-up/Shutdown Scenario

3.4.1 System Start-up/Shut down Scen ario D escript ion

This senaio damonstraes the various steup and shutdown gaebilities of the ECS Custom
Softwae systen. In this Senario “system” refers to theECS CustonSoftwae systen. ECS
opeaatorsare presented with a variety of cgabilities for stating up and shuttingdownthe systen
at various levels via the epata GUI provided by HP Open\éw ora backup pocedure.

Thefollowing systen fundiondity is exercised in this senaio:
e Mode-kevelsartup (S2e TheadA)
e Mode-level shutdown (%€l hread B)
e Application-level start-uggSee Thead C)
e Application-level shutdown (®eThread D)
e Programlevelstart-up (See Thead E)
e Program-level shutdown (8&hread F)
e Process-level shutdown (&€hread G

Figure3.4.1-1lillustratestherelationships beteen the arious levels at with ECS custom code
is broken down and demonsited in this scemep. For the purposes of this diagr and
discussion, the MSS User Profile Softwaraswhoseno be the progam-level componenbf the
ECS custom code.

ECS Cgtom
Sdtware

OPS Mode TS1Mode TS2Mode
Installed Modes Sdtware Sdtware Sditware
[ I I
. PLSCustom Ingest Custom MSS Qustom
Service Level Sdtware Sdtware Sdtware
I
[ I I
Accountabil ity Security
- Agent Custom
Application Level ngtware Custom Custom
Sdtware Sdtware
Order )
Tracking User Profile

Custom
Sdftware

Program Level Custom

Sdtware

Process Level

Figure 3. 4.1-1. ECS Custom Software Hierarchy D iagram
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3.4.2 System Start-up/Shutdown Scen ario Pr econditions

The MSS custom agent code hasb installed and configed to start umt boot time for all
hosts on which custom ECS servers tarbe maaged (i.e., srted up, monitored,rshutdown).
In addition, all MSS agents and HPOV sesvae running on thdISS managemengerver and
the operator is running thelPOV Windows applicdgon. If the HPOV applicationis not
functiond, the opeator may dect to utilize spe@a commands or scripts to porm therequired
functions. A Configuration Registry ServéCRS) is available to obtain configuion values for
thesever thd is stating.

3.4.3 System Start-up/Shut down Scen ario P artitions
The Systen Stat-up/Shutdown smario has keen partitionel into thefollowing threads:

e Mode Start-up (Thread A - This thread shows the start-ug an ECS modecaoss the
various hosts on which the mode hag installed. (Sesection 3.4.4).

e Mode Shutdown (Thread B) - This thied shows the shutdown of &CS modeacross
the varioushostson which the modeds been installeénd is curently running. (See
section 3.4.5).

e Application Start-up (Thread ¢ - This thread showsltte sart-up of an EG applcation
on a host on which the apmitton has been installe(See setion 3.4.6).

e Application Shutdown (Thread D) - This thimd shows the shutdown @n ECS
application on a host on which thpplication has kan installed and is ctently running.
(See section 3.4.7).

e Program Start-up (Threal E) - This thread shows ¢hstart-up ofan ECS program on a
host on which the progranatbeen installeqSee setion 3.4.8).

e Program Shutdown (ThreadF) - This thread shows the shutdowham ECS progm
on a host on which the pragn has ben installed and isurrently running.(See section
3.4.9).

e Process Shutdown (Thread G - This thread shows the shutdowat an ECSprocesson
a host on which the prosgis curently running. (Seeestion 3.4.10).
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3.4.4 Mode Start-up Thread

This thread shows the start-upan ECS modecaoss the vaous hosts on which the mode has

been instdled.

3.4.4.1 Mode Start-up Thread Int eraction Diagram - Domain View
Figure 3.4.4.1-1 illustrates the Mode Start-u@riadttion.

3.4.4.2 Mode Start-up Thread Interaction Table - Domain V

DAACY s=esP HMI (GUI, Xterm, command)
Ops —> 1p
+ A.1 Sart-up Request % email (or other as noted)
1 Double line - Synchronous

) Distributed Object (rpc, CtLib)

- - email (or other as noted)
Dashed - Asynchronous

(2) = Secod and stbseqent serers

A.6 Start Monitoring
A.11 Sart Monitoring (2)

A.4 Query Registry
A.9 Query Registry (2)

A.2 Invoke Strt-up
A.7 Invoke Strt-up (2) A.3 Initialize PF
A.8 Initialize PF (2)

A.5 Start Server
A.10 Stat Sever (2)

Figure 3. 4.4.1-1. Mode Start-up Int eraction D iagram

iew

Table 3.4.4.2-1 provigs the Inteaction - Donain View: Mode Start-up.

Table 3.4.4.2-1. Interaction Tabl e - Domain View: Mode Start-up (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
Al Start-up DAAC MSS None HPOV, MSS Operator selects the OPS
Request Ops agent servers mode icon in HPOV, then
are running on | selects Start Executable from
MSS server HPOV Misc. -> ECS
and managed Application menu.
servers.
A.2 Invoke MSS Server None None MSS invokes the start-up
Start-up script specified in the mode’s
configuration file.
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Table 3.4.4.2-1. Interaction Tabl e - Domain View: Mode Start-up (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
A3 Initialize Server CSS None None The subagent calls PfStart to
PF start the server.
A4 Query CSS CSS None Configuration PF calls the Configuration
Registry Registry Server | Registry Server to obtain
for mode has configuration values for the
been started. server that is starting.
A5 Start CSS Server None None Upon completion of PfStart,
Server the server begins to register
with MSS.
A.6 Start Server MSS None None The server registers with the
Monitoring subagent on the same host.

The subagent forwards an
event to the MSS
management server. HPOV is
utilized to create icons and
sub-maps to represent the
applications, programs, and
processes as they start up. In
addition, the subagent begins
to monitor the status of the

servers.
A7- | SeeA2- | SeeA2-|SeeA2- | See See A2-A6 The A.2 through A.6 steps are
All [ A6 A.6 A.6 A2 - repeated for each of the
A.6 applications installed under
this mode.
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3.4.4.3 Mode Start-up Thread Component Interaction T

able

Table 3.4.4.3-1 proves the Component Intaction Mode Start-up.

Table 3.4.4.3-1. Component Interaction Table: Mode

Start-up (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.1.1 | Start-up DAAC HPOV GUI DAAC Operator generates an OPS mode start-

Request Ops up command. The operator has already been
using HPOV Windows and has an icon
representing the OPS mode in an HPOV sub-
map. The operator highlights the OPS mode
icon and selects the Misc.-> ECS Application ->
Start executable item from the HPOV menu
bar.

A2.1 | Send EcMsCm | EcMsAg | Distribut | A custom HPOV server (EcMsCmOVMap)
start-up OVMap SubAgen | ed running on the MSS server sends application
command t Object start-up commands to the MSS subagents
to running on the machines on which the mode is
subagent installed. The ApplDs, host name, mode, and

instance ID are passed to the subagents on the
specified hosts based on the mode icon
selected.

A.2.2 | Subagent | EcMsAg | Applicati | Distribute | The applications specified by the AppIDs and
invokes SubAgen | on start- | d Object | mode are started. The subagent looks for the
start-up t up script .ACFG corresponding to the specified AppIDs
script specified and mode on each host and execute the

in the startup utilities specified in the .ACFG files. If

ACFG more than one server is contained in an

file application start-up script, each one is started
in the order specified in the script.

A.3.1 | Initialize Applicati | PfStart Distribute | As the servers start, the process framework is
PF on start- d Object | initialized.

up script

A.4.1 | Query PfStart EcCsReg | Distribute | PF calls the Configuration Registry Server to
Registry istryServ | d Object | obtain configuration attribute-value pairs for the

er server that is starting.

A.5.1 | Start PfStart Server Distribute | Once the process framework has been
Server d Object | successfully initialized, the servers are ready to

complete the start-up process.
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Table 3.4.4.3-1. Component Interaction Table: Mode

Start-up (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
A.6.1 | Start Server EcMsAg | Distribute | The servers register with the subagents by
Monitoring SubAgen | d Object | sending start events. The subagents then
t create entries for the servers in the subagent
table, insert binding information in the Binding
Vector File, and forward topology change
events to HPOV.
A.6.2 | Monitor EcMsAg | Server Distribute | The subagent periodically polls all servers on
Servers SubAgen d Object | the machine to determine their status. If the
t subagent detects that a server has died without
shutting down gracefully, it generates an event
that is forwarded to HPOV.
A7.1 [seeA2.1 |seeA2.1l |seeA21 | Distribute | The A.2 through A.6 steps are repeated for
- -A.6.2 -A.6.2 -A.6.2 d Object | each of the applications installed under this
A1l mode.
2

3.4.5 Mode Shutdown Thread

This thread shows the shutdownaof ECS modacrosshe various hostson which themodehas
been installed and is mently running.

3.4.5.1 Mode Shutdown Thread Interaction Diagram - Domain V iew

Figure 3.4.5.1-1 illustrates the Mode Shutdown butgon.

— Distributed Objed (rpc,

(2) = Scord ard ubsquent servers
DAAC b ') HMI (GUI, Xterm, commard)
Ops > ftp
# email (or otherasnoted)

‘. B.1 Shutlown Regjuest

Double line - Synchronous
- - email (or otherasnated)
Dashed - Asvnchronous

B.5 Stopmonitoring
B.9 Stopmonitoring (2)

B.4 Sendshutdown event
B.8 Sendshutdown event (2)

B.2 Invoke pfShudown
B.6 Invoke pfShudown (2)

B.3 Shut down srver

B.7 Shut down srver (2)

Figure 3. 4.5.1-1. Mode Shutdown Interaction Di agram

313-CD-510-002



3.4.5.2 Mode Shutdown Thread Interaction Table - Domain V

iew

Table 3.4.5.2-1 provigs the Inteaction Tabé - Domain Vew: Mode Shutdown.

Table 3.4.5.2-1. Interaction Tabl e - Domain V iew: Mode Shutdown

Step Event Interface | Interface Data Step Description
Client Provider Issues | Preconditions
B.1 Shutdown | DAAC MSS None HPOV, MSS The DAAC operator selects
Request Ops agent codes the icon representing the
are running on | mode to be shut down. The
MSS server. operator then chooses the
MSS agent Shutdown Executable
code is running | command from the HPOV
on managed Misc. -> ECS Application
servers. An menu.
icon
representing
the mode to be
shut down has
been created
on an HPOV
sub-map.
B.2 Invoke MSS CSS None None The MSS subagent invokes
pfShutdow the pfShutdown command to
n shut down the first server
associated with the mode.
B.3 Shut CSss Server None None The pfShutdown command
Down gracefully shuts down the
Server server.
B.4 Send Server MSS None None The subagent detects that
Shutdown the server has shutdown,
Event and generates a topology
change event to be sent to
HPOV.
B.5 Stop MSS MSS None None The subagent stops
Monitoring monitoring the server and
process(s) associated with
the application. In addition,
all application, program, and
process sub-maps and icons
are removed from HPOV.
B6- |SeeB.2- | SeeB.2- | SeeB.2- SeeB.2 | See B.2-B.5 The B.2 through B.5 steps
B.9 B.5 B.5 B.5 -B.5 are repeated for each of the

applications and programs
associated with this mode.
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3.4.5.3 Mode Shutdown Thread Component Interaction T

able

Table 3.4.5.3-1 proves the Mode Shutdown Component liaietion.

Table 3.4.5.3-1. Mode Shutdown Component Interaction Table

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.1.1 | Shutdown DAAC HPOV GUI DAAC Operator generates an OPS mode

Request Ops shutdown command. The operator has
already been using HPOV Windows and
has an icon representing the OPS mode in
an HPOV sub-map. The operator highlights
the OPS mode icon and selects the Misc.->
ECS Application -> Shutdown executable
item from the HPOV menu bar.

B.2.1 | Send EcMsAg | EcMsAg | Distribute | A shutdown command is forwarded from the
Shutdown DgCitrl SubAgen | d Object | MSS server to the subagent on the server
Request to t on which the OPS mode applications are
Subagent running.

B.2.2 | Subagent EcMsAg | PfShutdo | Distribute | The subagent issues a pfShutdown
Invokes SubAgen | wn d Object | command for each server in the mode.
pfShutdown t

B.3.1 | PF Starts PfShutdo | Server Distribute | PF initiates the server for the server to
Server Shut wn d Object | perform various clean up functions and
Down shuts itself down.

B.4.1 | Shutdown Server EcMsAg | Distribute | The Subagent detects that the server has
Event Sent to SubAgen | d Object | shutdown, and generates a topology
Subagent t change event to be sent to HPOV.

B.5.1 | Subagent EcMsAg | EcMsAg | Distribute | The Subagent generates a Shutdown event
Sends SubAgen | Deputy d Object | for each process and forwards it to the
Shutdown t deputy agent running on the MSS server.
Event to MSS
Server

B.5.2 | Shutdown EcMsAg | HPOV Distribute | The deputy agent logs the shutdown event
Status Sent Deputy d Object | inthe trapd file. HPOV updates its display
to HPOV by removing the icons and sub-maps

representing the server and its associated
processes. The mode icon remains on the
sub-map.

B.6.1 | See B.2.1 - See See Distribute | The B.2 through B.5 steps are repeated for

- B.5.2 B.2.1- B.2.1- d Object | each of the applications and programs

B.9.2 B.5.2 B.5.2 associated with this mode.
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3.4.6 Applicat ion Start-up Thread

This thread shows the start-upam ECS application on a host on ahihe applicationhasbeen
instdled.

3.4.6.1 Applicat ion Start-up Thread Interaction Diagram - Domain View

Figure 3.4.6.1-1 depicts the Apmditton Start-up Intexction.

DAAC (2) = Secod sener =3 Distributed Object (rpc, CtLib)
Ops ==+ HMI (GUI, Xterm, command)
P —> ftp
*, C.1 Start-up Reguest = email (or other asnoted)

Double line - Synchronous
== email (or other as noted)
Dashed - Asynchronous

C.6 Sart Monitoring
C.11 Start Monitoring (2)

C4 Query Registry
C9 Query Rajistry (2)

Cc2 Ivoke Sart-up
C.7 Invoke Start-up (2) C.3 Initialize PF
C.8 Initialize PF (2)

C.5 Stat Sever
C.10 Start Sever (2)

Figure 3. 4.6.1-1. Appli cation Start-up Int eraction D iagram
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3.4.6.2 Applicat ion Start-up Thread Interaction T able - Domain View

Table 3.4.6.2-1 provies the Inteaction - Donain View: Application Start-up.

Table 3.4.6.2-1. Interaction Tabl e - Domain View Appli cation St art-up

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
Cl1 Start-up DAAC MSS None HPOV, MSS Operator selects the
Request Ops agent code are | Accountability application icon
running on in HPOV, then selects Start
MSS server. Executable from the HPOV
MSS agent Misc. -> ECS Application
code is running | menu.
on managed
servers.
C.2 Invoke MSS Server None None MSS invokes the start-up
Start-up script specified in the
Accountability .ACFG file
(EcMsAccountabilityApp.ACP
G).
C.3 Initialize Server CSss None None The EcMsAcOrderSrvr (the
PF first server listed in the .ACFG)
calls PfStart to start the
Process Framework.
C4 Query CSS CSS None Configuration PF calls the Configuration
Registry Registry Server | Registry Server to obtain
has been configuration values for the
started. server that is starting.
C5 Start CSS Server None None Upon completion of PfStart,
Server the EcMsAcOrderSrvr begins
to register with MSS.
C.6 Start Server MSS None None The EcMsAcOrderSrvr
Monitoring registers with the subagent.
The subagent forwards an
event to the MSS
management server, and
HPOV is utilized to create
icons and sub-maps to
represent the application,
program, and process(s). In
addition, the subagent begins
to monitor the status of the
EcMsAcOrderSrvr.
C7- |seeC.2- |[seeC.2- |seeC.2- | None seeC.2-C.6 The C.2 through C.6 steps are
Cl1 | C6 C.6 C.6 repeated for each of the

programs specified in the
start-up script identified in the
ACFG file (in this instance,
the EcMsAcRegUserSrvr).
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3.4.6.3 Application Start-up Thread Component Inter  action Tabl e

Table 3.4.6.3-1 provis the Application Start-up Component iratetion.

Table 3.4.6.3-1. Application Start-up Component Interaction Tabl e (1 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

C.1.1 | Start-up | DAAC HPOV GUI DAAC Operator generates an Accountability

Request | Ops start-up command. The operator has already
been using HPOV Windows and has an icon
representing the Accountability application in an
HPOV sub-map. The operator highlights the
Accountability icon and selects the Misc.-> ECS
Application -> Start executable item from the
HPOV menu bar.

C.2.1 | Send EcMsCm | EcMsAg Distribute | A custom HPOV server (EcMsCmOVMap)
start-up | OVMap SubAgen | d Object [ running on the MSS server sends an application
comman t start-up command to the MSS subagent running
dto on the machine on which the Accountability
subagen server is installed. The AppID, host name, mode,
t and instance ID are passed to the subagent on

the specified host based on the icon selected.

C.2.2 | Subage | EcMsAg | Applicati | Distribute | The application specified by the AppID and mode
nt SubAgen | onstart- | d Object | is started. The subagent looks for the .ACFG
invokes |t up script corresponding to the specified AppID and mode
start-up specified on this host and executes the startup utility
script in the specified in the .ACFG file. If more than one

ACFG server is contained in the application start-up
file script, each one is started in the order specified
in the script.

C.3.1 | Initialize | Applicati | PfStart Distribute | As the EcMsAcOrderSrvr starts, the process
PF on start- d Object | framework is initialized.

up script

C.4.1 | Query PfStart EcCsReg | Distribute | PF calls the Configuration Registry Server to
Registry istryServ | d Object | obtain configuration attribute-value pairs for the

er server that is starting.
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Table 3.4.6.3-1. Application Start-up Component Interaction Tabl

e (2 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

C.5.1 | Start PfStart Server Distribute | Once the process framework has been
Server d Object | successfully initialized, the EcMsAcOrderSrvr is

ready to complete the start-up process.

C.6.1 | Start Server EcMsAg | Distribute | The EcMsAcOrderSrvr registers with the
Monitori SubAgen | d Object | subagent by sending a program start event. The
ng t subagent then creates an entry for the

EcMsAcOrderSrvr in the subagent table, inserts
binding information in the Binding Vector File,
and forwards a topology change event to HPOV.

C.6.2 | Monitor | EcMsAg | Server Distribute | The subagent periodically polls the
Servers | SubAgen d Object | EcMsAcOrderSrvr to determine their status. If the

t subagent detects that the EcMsAcOrderSrvr has
died without shutting down gracefully, it
generates an event that is forwarded to HPOV.

C.7.1 | see see C.2.1 | see C.2.1 | Distribute | The C.2 through C.6 steps are repeated for each

- Cc21- -C.6.2 -C.6.2 d Object | of the programs specified in the start-up script

C.11. | C6.2 identified in the .ACFG file (in this instance, the

2 EcMsAcRegUserSrvr).

3.4.7 Application Shutdown Thread

This thread shows the shutdownaof ECS application on a host on which épglication has

been installed and is mently running.

3.4.7.1 Application Shutdown Thread

Interaction Di agram - Domain Vi ew

Figure 3.4.7.1-1 depicts the Apmiton Shutdown Interaction.
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=3 Distibuted Object(rpc, CtLib)

""') HMI (GUI, Xterm, commandl
DAAC § —> fip
ODS # emal (or otherasnoted)

Double line - Synchronous
- -2 emal (or otherasnoted)
v Dashed - Asynchronous

* D.1 Shutdown Reques

D.5 Sop montoring
D.9 Sop montoring )

D.4 Send wutdown event
D.8 Send dhutdown event(2)
D.2 Invoke pShutdown

D.6 Invoke pShutdown (2)

D.3 Shutdown server

D.7 Shutdown rver (2)

Figure 3. 4.7.1-1. Appli cation Shutdown Inter action Diagr am

3.4.7.2 Application Shutdown Thread Interaction Tab le - Domain Vi ew

Table 3.4.7.2-1 provib the Inteaction Tabé - Domain Vew: Application Shutdown.

Table 3.4.7.2-1. Interaction Tabl e - Domain V iew: Appli cation Shutdown (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
D.1 Shutdown | DAAC MSS None HPOV, MSS The DAAC operator selects
Request Ops agent codes the icon representing the

are running on | Accountability application. The
MSS server. operator then chooses the
MSS agent Shutdown Executable
code is running | command from the HPOV
on managed Misc. -> ECS Application
servers. The menu.

application to
be shut down
has been
discovered by
HPOV and an
icon
representing
the application
has been
created on an
HPOV sub-
map.
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Table 3.4.7.2-1.

Interaction Tabl e - Domain V iew: Appli cation Shutdown (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
D.2 Invoke MSS CSS None None The MSS subagent invokes
pfShutdow the pfShutdown command to
n shut down the
EcMsAcOrderSrvr (which
happens to be the first
program associated with the
application).
D.3 Shut CSS Server None None The pfShutdown command
Down initiates a gracefully shut down
Server of the EcMsAcOrderSrvr.
D.4 Send Server MSS None None The Subagent detects that the
Shutdown server has shutdown, and
Event generates a topology change
event to be sent to HPOV.
D.5 Stop MSS MSS None None The subagent stops monitoring
Monitoring the EcMsAcOrderSrvr and
associated process. All
program and process sub-
maps and icons are removed
from HPOV. In addition, if this
were the last program
associated with the
application, the application
icon and sub-map would be
removed as well.
D6- |seeD.2- |seeD.2- see D.2 - [ None seeD.2-D.5 The D.2 through D.5 steps D.2
D.9 D.5 D.5 D.5 through D.5 are repeated for

each of the programs
associated with the same
instance of this application (in
this instance, the
EcMsAcRegUserSrvr).

3.4.7.3 Application Shutdown Thread Component Inter

action Tabl e

Table 3.4.7.3-1 provies the Component Intaction: Application Shutdown.
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Table 3.4.7.3-1. Component Interaction Table: Appli

cation Shutdown

Step Event Interface | Interface | Interface Description
Client Provider Mech.

D.1.1 | Shutdown DAAC HPOV GUI DAAC Operator generates an Accountability

Request Ops shutdown command. The operator has
already been using HPOV Windows and has
an icon representing the running
Accountability application in an HPOV sub-
map. The operator highlights the
Accountability icon and selects the Misc.->
ECS Application -> Shutdown executable
item from the HPOV menu bar.

D.2.1 | Send EcMsAg EcMsAg Distribut | A shutdown command is forwarded from the
Shutdown DgCirl SubAgen | ed MSS server to the subagent on the server on
Request to t Object which the Accountability application is
Subagent running.

D.2.2 | Subagent EcMsAg | pfShutdo | Distribut | The subagent issues a pfShutdown
Invokes SubAgen | wn ed command for the first server in the
pfShutdown |t Object Accountability application

(EcMsAcOrderSrvr).

D.3.1 | PF initiates pfShutdo | Server Distribut | The PF initiates the server to perform various
Server Shut | wn ed clean up functions and the EcMsAcOrderSrvr
Down Object shuts itself down.

D.4.1 | Shutdown Server EcMsAg Distribut The Subagent detects that the server has
Event Sent SubAgen | ed shutdown, and generates a topology change
to Subagent t Object event to be sent to HPOV.

D.5.1 | Subagent EcMsAg EcMsAg Distribut | The Subagent generates a Shutdown event
Sends SubAgen | Deputy ed for each process and forwards it to the
Shutdown t Object deputy agent running on the MSS server.
Event to
MSS Server

D.5.2 | Shutdown EcMsAg HPOV Distribut | The deputy logs the shutdown event in the
Status Sent | Deputy ed trapd file. HPOV updates its display by
to HPOV Object removing the icons and sub-maps

representing the EcMsAcOrderSrvr and its
associated processes. The Accountability
application icon remains on the sub-map
since the EcMsAcRegUserSrvr is still
running.

D.6.1 | SeeD.2.1- | See See Distribut | The D.2 through D.5 steps are repeated for

- D.5.2 D.2.1- D.2.1- ed each of the programs (EcMsAcRegUserSrvr)

D.9.2 D.5.2 D.5.2 Object associated with the same instance of this

application. When the last program has been
shut down, the Accountability application
icons and sub-maps are automatically
removed by HPOV.
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3.4.8 Program Start-up Thread

This threadshowsthe start-upof an ECS progtim on a host on which theggram has é&en
instdled.

3.4.8.1 Program St art-up Thre ad Interaction Diagram - Domain View

Figure 3.4.8.1-1 depicts the Pragr Start-up Intexion.

DAAC ¥ —) Distributed Object (rpc, CtLib)
o) seasP HMI (GUI, Xterm, command)
PS —> ftp
. E1 Sert-up Request % email (or other as noted)

Double line - Synchronous
- - email (or other as noted)
MSS Dashed - Asynchronous

E.6 Start Monitoring

E.2 Invoke Sert-up E.4 Query Registry
E.3Initialize PF

E.5 Strt Sever

Figure 3. 4.8.1-1. Program Start-up Int eraction D iagram

3.4.8.2 Interaction Tabl e - Domain View

Table 3.4.8.2-1 provigs the Inteaction - Donain View: Program Start-up.
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Table 3.4.8.2-1. Interaction Tabl e - Domain View: Program St art-up

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
E.l Start-up DAAC MSS None HPOV, MSS Operator selects the
Request Ops agent servers EcMsAcOrderSrvr program
are running on | icon in HPOV, then selects
MSS server Start Executable from HPOV
and managed Misc. -> ECS Application
servers. menu.
E.2 Invoke MSS Server None None MSS invokes the start-up
Start-up script specified in the
EcMsAcOrderSrvr's .PCFG
file.
E.3 Initialize Server CSS None None The EcMsAcOrderSrvr calls
PF PfStart to start the Process
Framework.
E.4 Query CSss CSS None Configuration PF calls the Configuration
Registry Registry Server | Registry Server to obtain
has been configuration values for the
started. server that is starting.
E.5 Start CSS Server None None Upon completion of PfStart,
Server the EcMsAcOrderSrvr begins
to register with MSS.
E.6 Start Server MSS None None The EcMsAcOrderSrvr
Monitoring registers with the subagent.
The subagent forwards an
event to the MSS
management server creating
icons and sub-maps to
represent the application (if it
does not already exist),
program, and process(s). In
addition, the subagent begins
to monitor the status of the
EcMsAcOrderSrvr.
3.4.8.3 Program Start-up Thread Component Interaction T  able

Table 3.4.8.3-1 proves the Component Intaction Table: Progim Start-up.
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Table 3.4.8.3-1. Component Interaction Table: P rogram St art-up

Step Event Interface Interface | Interface Description
Client Provider Mech.

E.1.1 | Start-up DAAC Ops | HPOV GUI DAAC Operator generates an

Request EcMsAcOrderSrvr start-up command. The
operator has already been using HPOV
Windows and has an icon representing the
EcMsAcOrderSrvr program in an HPOV sub-
map. The operator highlights the
EcMsAcOrderSrvr icon and selects the
Misc.-> ECS Application -> Start executable
item from the HPOV menu bar.

E.2.1 | Send EcMsCmO | EcMsAgSu | Distribute | A custom HPOV server (EcMsCmOVMap)
start-up VMap bAgent d Object | running on the MSS server sends a start-up
comman command to the MSS subagent running on
dto the machine on which the EcMsAcOrderSrvr
subagent is installed. The ApplID, Program ID, host

name, mode, and instance ID are passed to
the subagent on the specified host based on
the icon selected.

E.2.2 | Subagent | EcMsAgSu | Program Distribute | The EcMsAcOrderSrvr is started. The
invokes bAgent start-up d Object | subagent looks for the .PCFG corresponding
start-up script to the specified Program ID and mode on
script specified in this host and executes the startup utility

the .PCFG specified in the .PCFG file.
file

E.3.1 | Initialize | Application | PfStart Distribute | As the EcMsAcOrderSrvr starts, the process
PF start-up d Object | framework is initialized.

script

E.4.1 | Query PfStart EcCsRegis | Distribute | PF calls the Configuration Registry Server to
Registry tryServer d Object | obtain configuration attribute-value pairs for

the server that is starting.

E.5.1 | Start PfStart Server Distribute | Once the process framework has been
Server d Object | successfully initialized, the

EcMsAcOrderSrvr is ready to complete the
start-up process.

E.6.1 | Start Server EcMsAgSu | Distribute | The EcMsAcOrderSrvr registers with the
Monitorin bAgent d Object | subagent by sending a program start event.
g The subagent then creates an entry for the

EcMsAcOrderSrvr in the subagent table,
inserts binding information in the Binding
Vector File, and forwards a topology change
event to HPOV.

E.6.2 | Monitor EcMsAgSu | Server Distribute | The subagent periodically polls the
Servers bAgent d Object | EcMsAcOrderSrvr to determine its status. If

the subagent detects that the server has
died without shutting down gracefully, it
generates an event that is forwarded to
HPOV.
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3.4.9 Program Shutdown Thread

This threadshowsthe shutdownof an ECS program on a host on whicle ffrogam has ben
installed and is currently running.

3.4.9.1 Interaction Diagram - Domain View

Figure 3.4.9.1-1 depicts the Pragr Shutdown Interdion.

DAAC § =3 Distributed Object (rpc, CtLib)
OpS ""') HMI (GUI, Xterm, command)

» F.1 shutdown Request —> ftp
% email (or other as noted)
Double line - Synchronous

F.5 Sop monitoring |~ =  email (or other as noted)
Dashed - Asynchronous

F.4 Send swutdown event

F.2 Invoke pfShutdown

F.3 Shut down server

CSS

Figure 3.4.9.1-1. Program Shutdown Interaction Di agram

3.4.9.2 Program Shutdown Thread Interaction Table - Domain Vi  ew

Table 3.4.9.2-1 provie the Inteaction - Donain View: Program Shutdown.
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Table 3.4.9.2-1. Interaction Tabl e - Domain V iew: Program Shutdown

Step Event Interface Interface Data Step Description
Client Provider | Issues | Preconditions
F.1 Shutdown | DAAC MSS None HPOV, MSS The DAAC operator selects
Request Ops agent codes the icon representing the
are running on | EcMsAcOrderSrvr. The
MSS server. operator then chooses the
MSS agent Shutdown Executable
code is running | command from the HPOV
on managed Misc. -> ECS Application
servers. The menu.
program to be
shut down (the
EcMsAcOrderS
rvr) has been
discovered by
HPOV and an
icon
representing
the
EcMsAcOrderS
rvr has been
created on an
HPOV sub-
map.
F.2 Invoke MSS CSS None None The MSS subagent invokes
pfShutdow the pfShutdown command to
n shut down the
EcMsAcOrderSrvr.
F.3 Shut CSsS Server None None The pfShutdown command
Down initiates a graceful shut
Server down of the
EcMsAcOrderSrvr.
F.4 Send Server MSS None None The Subagent detects that
Shutdown the server has shut down,
Event and generates a topology
change event to be sent to
HPOV.
F.5 Stop MSS MSS None None The subagent stops
Monitoring monitoring the
EcMsAcOrderSrvr and
process(s) associated with it.
In addition, all applications (if
no other servers are running
under the application),
programs, and process sub-
maps and icons are
removed from HPOV.
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3.4.9.3 Program Shutdown Thread Component Interaction T

able

Table 3.4.9.3-1 provigs the Component Intaction: Program Shutdown.

Table 3.4.9.3-1. Component Interaction Table: P rogram Shutdown

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.1.1 | Shutdown DAAC HPOV GUI DAAC Operator generates a shutdown

Request Ops command. The operator has already been
using HPOV Windows and has an icon
representing the running EcMsAcOrderSrvr
in an HPOV sub-map. The operator
highlights the EcMsAcOrderSrvr icon and
selects the Misc.-> ECS Application ->
Shutdown executable item from the HPOV
menu bar.

F.2.1 | Send EcMsAg | EcMsAg | Distribute | A shutdown command is forwarded from the
Shutdown DgCirl SubAgen | d Object | MSS server to the subagent on the server on
Request to t which the EcMsAcOrderSrvr is running.
Subagent

F.2.2 | Subagent EcMsAg | PfShutdo | Distribute | The subagent issues a pfShutdown
Invokes SubAgen | wn d Object | command for the EcMsAcOrderSrvr.
pfShutdown |t

F.3.1 | PFinitiates | PfShutdo | Server Distribute | The PF initiates the server to perform
Server Shut | wn d Object | various clean up functions and the
Down EcMsAcOrderSrvr shuts itself down.

F.4.1 | Shutdown Server EcMsAg | Distribute | The Subagent detects that the server has
Event Sent SubAgen | d Object | shutdown, and generates a topology change
to Subagent t event to be sent to HPOV.

F.5.1 | SubAgent EcMsAg | EcMsAg | Distribute | Upon receiving the shutdown event, the
Sends SubAgen | Deputy d Object | subagent forwards it to the deputy agent
Shutdown t running on the MSS server.

Event to
MSS Server

F.5.2 | Shutdown EcMsAg | HPOV Distribute | The deputy logs the shutdown event in the
Status Sent | Deputy d Object | trapd file. HPOV updates its display by
to HPOV removing the icons and sub-maps

representing the EcMsAcOrderSrvr and its
associated processes. The Accountability
application icon remains on the sub-map if
the EcMsAcRegUserSrvr (the other program
that is part of the Accountability application)
is still running.
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3.4.10 Process Shutdown Thread

This thread shows the shutdownasf ECS process on a host on whicé fino@ss iscurrently

running.

3.4.10.1 Proces s Shutdown Thre ad Interaction Diagram - Domain View

Figure 3.4.10.1-1 depicts the Pess Shutdown Intection.

DAAC ¥
Ops

» G.1 Shutdown Request

G.2 Invoke pfShutdavn

G.5 Sop monitoring

G.3 Shut dovn server

CSS

Distributed Object (rpc, CtLib)
HMI (GUI, Xterm,command)
ftp

email (or other as noted)
Double line - Synchronous

email (or other as noted)
Dashed - Asynchronous

G.4 Send wutdown event

Figure 3. 4.10.1-1. Process Shutdown Interaction Diagr am

3.4.10.2 Process Shutdown Thread Interaction Table - DomainV  iew

Table 3.4.10.2-1 proves the Inteaction - Donain View: Pro@ss Shutdown.
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Table 3.4.10.2-1. Interaction T able - Domain View: Proc ess Shutdown

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions

G.1 Shutdown | DAAC MSS None HPOV, MSS The DAAC operator selects

Request Ops agent codes the icon representing the
are running on | process to be shut down. The
MSS server. operator then chooses the
MSS agent Shutdown Executable
code is running | command from the HPOV
on managed Misc. -> ECS Application
servers. The menu.
process to be
shut down has
been
discovered by
HPOV and an
icon
representing
the process
has been
created on an
HPOV sub-
map.

G.2 Invoke MSS CSS None None The MSS subagent invokes
pfShutdow the pfShutdown command to
n shut down the process.

G.3 Shut CSS Server None None The pfShutdown command
Down initiates a graceful shut down
Process of the process.

G4 Send Server MSS None None The Subagent detects that the
Shutdown server has shut down, and
Event generates a topology change

event to be sent to HPOV.

G.5 Stop MSS MSS None None The subagent stops monitoring
Monitoring process. In addition, the

process sub-maps and icons
are removed from HPOV.

3-49

313-CD-510-002




3.4.10.3 Process Shutdown Thread Component Interaction T

able

Table 3.4.10.3-1 proves the Component Intaction Table: Pragss Shutdown.

Table 3.4.10.3-1. Component Inter action Tabl e: Process Shutdown

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

G.1.1 | Shutdown DAAC HPOV GUI DAAC Operator generates a process

Request Ops shutdown command. The operator has
already been using HPOV Windows and
has an icon representing the running
process in an HPOV sub-map. The
operator highlights the process icon and
selects the Misc.-> ECS Application ->
Shutdown executable item from the HPOV
menu bar.

G.2.1 | Send EcMsAgD | EcMsAg | Distribute | A shutdown command is forwarded from
Shutdown gCtrl SubAgen | d Object | the MSS server to the subagent on the
Request to t host on which the process is running.
Subagent

G.2.2 | Subagent EcMsAgS | PfShutdo | Distribute | The subagent issues a pfShutdown
Invokes ubAgent wn d Object | command for the process with the
pfShutdown specified PID.

G.3.1 | PF initiates PfShutdo | Server Distribute | The PF initiates the server to perform
the Process wn d Object | various clean up functions and the Process
to Shut Down shuts down.

G.4.1 | Shutdown Server EcMsAg | Distribute | The subagent detects that the process
Event Sent to SubAgen | d Object | has shut down, and generates a topology
Subagent t change event to be sent to HPOV.

G.5.1 | SubAgent EcMsAgS | EcMsAg | Distribute | The subagent generates a shutdown event
Sends ubAgent Deputy d Object | for the process and forwards it to the
Shutdown deputy agent running on the MSS server.
Event to MSS
Server

G.5.2 | Shutdown EcMsAgD | HPOV Distribute | The deputy logs the shutdown event in the
Status Sent eputy d Object | trapd file. HPOV updates its display by
to HPOV removing the icons and sub-maps

representing the process. In this instance
the EcMsAcOrder Server program icon and
submaps will be deleted as well since it
only consists of one process. The
Accountability application icon remains on
the sub-map if the EcMsAcRegUserSrvr is
still running.
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3.5 MODIS Scenario

3.5.1 MODIS Scenario Description

This scenario shows how the ECS supports standard MODIS processing. Generally, MODIS
Level O data is made available to ECS when MODIS files are placed into a predetermined
directory on a predetermined host that ECS polls for periodically. ECS detects the availability of
new Level 0 MODIS data via a PDR (Product Delivery Record) file. ECS then ingests and
archives the new Level 0 granule, and a sequence of standard production algorithms is run based
on that new data.

The PGEOQ1 processes previously archived MODO00O data into MODO01 and MODO3 granules.
These MODO01 and MODO03 granules, along with ancillary data, are automatically input to
PGEO02 to produce MOD020OBC, MODO021Kl, MODO02HKI, and MODO02QKI data (all part

of “MOD02” data). MODO03 data and selected MODO2 data are input to the PGEO03, which
produces MOD35L2, MODOQ7L2 and MODVOLC granules.

The threads in this scenario show Terra data utilization. These same threads also apply for the
PM-1 satellite utilizing similar ESDT data for that satellite.

Figure 3.5.1-1 illustrates the relationships between the data types and PGEs used in the MODIS
Scenario.

MODO2LUT MOD020BC,MODO02HKI MODO021KI, MODO2&I MOD35L2
(static Inputs) Calibration,Rad. Prod. 500M Rad. Prod. 1K1,250M Cloud Mask
57 B 57,168 MB 262168 MB 48 MB
2 file 2 files 2 files 1 file

N

PE&02

Cloud Mask MODO7L2
Level 1B Atmos. Prod.) Atmos. Prod.
Processing Volcano Alert 28 MB
) ‘ 1file
Processing
MODVOLC
MODO1 MODO03 Volcano Alert
Level 1A 6olocation sizing not available
355 MB 61 MB 1 file
1file 1file

BN

AM1EPHNO,AM1ATTNF
Or

MOD35ANC, SEAICE,ODAILY
MODO7LUT BASOE,RENSST

Level 1A (Static Inputs) (Ancillary Inputs)

PMLEPHND,PM1ATTN Processing 3.2 files 4 files
(Dynamic Inputs)
From DPREP
2 files
MODO000 MODO1LUT,MODO3LUT
Level 0 (static Inputs)
658 357 B

1file 2 files

Figure 3.5.1-1. MODIS Scenario PEData Blationship Diagram
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The following system functionality is exercised in this scenario:
e Automatic Scheduling of PGE execution (See Thread B)
e Archive Data as PGE Inputs (See Thread B)
e Chaining of PGEs (See Thread B)
e Concurrent PGE Execution (See Thread B)
e Access to ECS produced data (See Thread D)

e Standing Order Submittal and Support, including distributing data to users (Threads A, B
& D)

e Support of failed PGEs (See Thread C).

3.5.2 MODIS Scenario Preconditions
The following ESDTSs have been inserted into the ECS:
e MODO000 (MODIS Level 0 Raw Instrument Packets - used as input to PGEQ1)
e MODO01 (L1A Raw Radiances)
e MODO021Ki (L1B Calibrated Radiances Product (1000m))
e MODO02HKI (L1B Calibrated Radiances Product (500m))
e MODO02QKI (L1B Calibrated Radiances Product (250m))
e MODO020BC (MODIS Level 1B Onboard Calibrator/Engineering data)
e MODOLLUT (MODIS Engineering Telemetry Lookup Table)
e MODO2LUT (MODIS Instrument Calibration Parameters Lookup Table)
e MODO3LUT (MODIS Instrument and Satellite Parameters for MODO03)
e MODO7LUT (MODIS Temperature and Water Vapor Profile Inversion Coefficients)
e MODO03 (MODIS Geo-Location data)
e MOD35ANC (EDC Land/Sea Mask Olson World Ecosystem Mask)
e SEAICE (NCEP SSM/I Sea Ice Modelers Grid Data Level 3 Product)
e ORAILYNCEP TOVS Ozone Daily Product)
e GDASQOE (NCEP 1-Degree Global Data Assimilation Model (GDAS) Product)
e RENSST (NCEP Reynolds Blended SST Weekly Product)
e MOD35L2 (MODIS Cloud Mask and Spectral Test Results)
e MODO07L2 (MODIS Temperature and Water VVapor Profile Product)
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MODVOLC (MODIS Volcano Alert File)
AMI1EPHNO (Preprocessed Terra Platform Ephemeris Data from LO in Native format)
AMI1ATTNEF (Preprocessed Terra Platform Attitude Data from LO in Native format)

PM1EPHND (Preprocessed Definitive PM-1 Platform Ephemeris Data from FDD in
Native format)

PM1EPHNP (Preprocessed Predictive PM-1 Platform Ephemeris Data from FDD in
Native format — This data is less accurate than PM1EPHND, however, it can be utilized if
PM1EPHND is not available)

PM1ATTN (PM-1 Platform Attitude Data in Native format) (NOTE: It is assumed that
this could be either PM1ATTNQ (Quick Attitude) or PM1ATTNR (Refined Attitude)).

PGEEXE (PGE Execution Granule)
FAILPGE (Failed PGE History)
PH (Product History)

The following PGEs have successfully been through the SSI&T process:

PGEO1
PGEQ2
PGEOQ3

Ancillary and static data granules have been inserted into Data Server.

MODOO00 granules have been inserted into Data Server (via Ingest Polling from EDOS).

Subscription for MODIS failed PGE has been entered on behalf of Instrument Team.

A Resource Plan has been created for resources needed for MODIS production.

A Production Plan has been created using the Production Planning Workbench. This Production
Plan includes Production Requests for the PGEO1, PGEO2 and PGEQ03. Available inputs will
trigger the PGEs. The DPR for PGEOL job in the plan includes references to the appropriate
MODOO00 granules. The DPRs for PGEO2 and PGEO3 have submitted subscriptions for the Insert
events for appropriate input data.

3.5.3 MODIS Scenario Partitions

The MODIS scenario has been partitioned into the following threads:

MODIS Standing Order Submittal (Thread A) - This thread simply shows how the
DAAC User Services submits a standing order for MOD35L2 granules to be distributed
via ftp Push to a science user (see Section 3.5.4).
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e MODIS Standing Order Support (Thread B) - This thread shows how the system
supports standing orders for data granules (see section 3.5.5).

e MODIS Standard Production (Thread C) - This thread shows how the sequence of
PGEs (PGEO1, PGEQ2, PGEO03) execute in a chained fashion, with the output of one PGE
being used as the input of the next (see Section 3.5.6).

e MODIS &iled PGE &hdling  (Thread D) - This thread shows how the artifacts from a
failed PGE are collected and sent to the Instrument Team (see Section 3.5.7).

e MODIS Data Access (Thread E) - This thread shows how the generated data products are
available for user access. Also in this thread, the MODIS Standing Order, submitted in
Thread A, is fulfilled (see Section 3.5.8).

e ReactivationReplan (Threads A, B, C) — This series of threads shows the three different
types of reactivation/replanning and applies to MODIS or ASTER (see section 3.5.9).

3.5.4 MODIS Standing Order Submittal Thread

This thread simply shows how the DAAC User Services submits a standing order for
MOD35L2, MODO07L2 and MODVOLC granules to be distributed via ftp Push to a science
user.

3.5.4.1 MODIS Standing Order Submittal Thread Interaction Diagram - Domain
View

Figure 3.5.4.1-1 depicts the MODIS Standing Order Submittal Interaction.

DAAC A.lCall DAAC (Science
A2 Subscribe Ops (via telephone) User

.
-
-

= Distributed Object (rpc, CtLib)
SBSRV ') HMI (GUI, Xterm, command)
—> fp
# email (or other as noted)
Double line - Synchronous

- = email (or other as noted)
Dashed - Asynchronous

Figure 3.5.4.1-1. MODIS Standing Order Submittal Interaction Diagram

3.5.4.2 MODIS Standing Order Submittal Thread Interaction Table - Domain View
Table 3.5.4.2-1 provides the Interaction - Domain View: MODIS Standing Order Submittal.
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Table 3.5.4.2-1. Interaction Table - Domain View:
MODIS Standing Order Submittal

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
Al Call Science DAAC None DAAC User Science User calls DAAC User
DAAC | User Services Services staff, requesting that all
User Advertises MOD35_L2, MODO07_L2, and
Service Phone MODVOLC granules are sent to
S number. his/her workstation, via ftpPush.
Email address | Science User provides host name
available. and address, directory for data
placement, and user
name/password for ECS to use
when placing data. Note:This could
be performed via e-mail as well as
telephone.
A.2 Subscri | DAAC SBSRV None MOD35 L2, DAAC User Services Representative
be User MODO7_L2, submits Standing Order subscription
Services and for MOD35_L2, MODO7_L2, and
Represen MODVOLC MODVOLC:Insert events. Action is
tative ESDT, with to electronically push product to
Insert Events science user’'s machine.

3.5.4.3 MODIS Standing Order Submittal Thread Component Interaction Table

Table 3.5.4.3-1 provides the Component Interaction - Domain View: MODIS Standing Order

Submittal.
Table 3.5.4.3-1. Component Interaction Table: MODIS Standing Order Submittal
(1 of 2)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.2.1 | Startup DAAC User | EcSbGui | Xterm DAAC User Services Representative invokes
SBSRV Services SBSRV GUI application.
GUI Representa

tive

A.2.2 | Create & | DAAC User | EcSbGui | Xterm DAAC User Services Representative represents
Submit Services him/herself as the Science User. The DAAC
Subscript | Representa Operator brings up the GUI and clicks button to
ion from | tive create new subscription. A list of events is then
GUI displayed from which the op can choose to

subscribe. DAAC Operator selects the
MOD35_L2, MODO07_L2, and MODVOLCInsert
events for subscription. Only one action (besides
notification), is available from the SBSRV at this
time. Ftp Push as a distribution mechanism is
input via a GUI button. Other parameters required
for ftpPush, including the Science User’s host
name, target directory, ftp user name, and ftp
password, are input via the GUI.
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Table 3.5.4.3-1. Component Interaction Table: MODIS Standing Order Submittal

(2 of 2)

Step Event Interface Interface | Interface Description

Client Provider Mech.

A.2.3 | Submit EcSbGui EcSbSub | Distribute [ Submit the subscription to the Subscription Server.
Subscript Server d Object [ This is accomplished with the EcCISubscription
ion interface class. The correct SBSRV is determined

via a Server UR, declared in configuration.

A.2.4 | Store a EcSbSubS | Sybase CtLib Subscription is stored in the Sybase Database.
Subscript | erver
ion

3.5.5 MODIS Standing Order Support Thread

This thread shows how the system supports standing orders for data granules. The granules

utilized are MOD35L2, MODO7L2, and MODVOLC.

3.5.5.1 MODIS Standing Order Support Thread Interaction Diagram - Domain

View

Figure 3.5.5.1-1 depicts the MODIS Standing Order Support Interaction.

|
B.3 email Notification

BSR

U

sennnunnnnnnnnsgB-D Ship Tape to User

B.2 Acquire Data

B.1 Trigger Event

N

—> fip

-->»

— Distributed Object (rpc, CtLib)
'"") HMI (GUI, Xterm, command)

email (or other as noted)
Double line - Synchronous
email (or other as noted)
Dashed - Asynchronous

B.4 Create Data Tape

Figure 3.5.5.1-1. MODIS Standing Order Support Interaction Diagram
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3.5.5.2 MODIS Standing Order Support Thread Interaction Table - Domain View
Table 3.5.5.2-1 provides the Interaction - Domain View: MODIS Standing Order Support.

Table 3.5.5.2-1. Interaction Table - Domain View: MODIS Standing Order Support

Step | Event | Interface | Interface Data Step Description
Client Provider Issues Precondi
tions
B.1 Trigge | DSS SBSRV None None This thread picks up with fulfilling the
r (SDSRV) standing order MODIS data. The
Event SDSRYV sends an event trigger to the
SBSRYV when a subscription event has
occurred on one of the MOD35L2,
MODO7L2, or MODVOLC data
types.
B.2 Acquir | SBSRV SDSRV None None SBSRYV fulfills the standing order by the
e Data Science User, for MODIS granules.
Request to Acquire data, via 8mm
tape, for the Science User.
B.3 Notific | SBSRV Science None None Send email notification to Science
ation User User, notifying that there is a newly
inserted MODIS granule that meets the
specified constraints of interest.
Notification message includes the UR
of the granule as well as the
qualification criteria that it matched.
B.4 Creat | DSS Tape None None Data Server copies the MODIS
e Data device granule’s files to 8mm tape and marks
Tape the order as Ready to Ship”
B.5 Ship DAAC Science None None DAAC Ingest/Distribution Technician
Tape | Ingest/Di | User collects tape, media label shipping
to stribution label and packing list. They label tape,
User Technicia enclose tape and packing list in
n shipping container and label shipping
container. DAAC uses commercial
shipping vendor for delivery to Science
User.
B.6 Updat | DAAC DSS None None DAAC Ingest/Distribution Technician
e Ingest/Di marks order as Shipped?”
Order | stribution
Tech.
B.7 Distrib | DSS Science None None Send email notification to Science
ution User User, notifying that the newly inserted
Notice MODIS data of interest has been

shipped to their shipping address.

3.5.5.3 MODIS Standing Order Support Thread Component Interaction Table

Table 3.5.5.3-1 provides the Component Interaction: MODIS Standing Order Support.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standing Order Support

(1 of 4)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.1.1

Trigger
Event

EcDsScie
nceDataS
erver

EcSbSub
Server

Distribute
d Object

Upon successful insertion of MODIS
granules, an Insert event is triggered for each
granule. These are qualified events. Along
with the trigger are criteria metadata
qualifiers. The correct subscription server is
determined from SDSRYV configuration. The
correct event to trigger is determined from
the events file, which was populated during
ESDT installation. Provided with the event
triggering is the UR of the inserted granule.

B.1.2

Retrieve
Subscriptio
ns

EcSbSub
Server

Sybase

CtLib

SBSRYV queries the Sybase database
determining which subscriptions need to be
activated, or fired. Each query hit'is an
activated subscription and executes
independently. Currently all the subscriptions
on this qualified event are not qualified, so all
subscriptions are hits”

B.2.1

Connect to
SDSRV

EcSbSub
Server

EcDsScie
nceDataS
erver

Distribute
d Object

In order to fulfill a standing order for MODIS
data, the SBSRV begins a session with the
SDSRYV, on behalf of the subscription user.
The correct SDSRYV is determined from the
Granule UR provided with the event
triggering. This is pertinent if there are multi-
SDSRVs in use at one DAAC in one mode.

B.2.2

Add PGE
granule’s
UR to
Session

EcSbSub
Server

EcDsScie
nceDataS
erver

Distribute
d Object

The SBSRYV establishes the data context of
the session with the SDSRV by adding the
input granules to the session. The Granule
UR of each input granule is added to the
ESDT ReferenceCollector.

3-58

313-CD-510-002




Table 3.5.5.3-1. Component Interaction Table: MODIS Standing Order Support

(2 of 4)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.2.3

Retrieve
Granule
Metadata
from
Inventory

EcDsScie
nceDataS
erver

Sybase/S
QS

CtLib

SDSRV completes establishing the data
context by retrieving the metadata for the
requested granules from the Sybase/SQS
database. The metadata for each granule is
passed back to the reference objects for
each granule.

B.2.4

Acquire
Data

EcSbSub
Server

EcDsScie
nceDataS
erver

Distribute
d Object

SBSRYV fulfills the standing order for MODIS
granule by submitting an Acquire request for
the granule. The Acquire request is for an
8mm tape of all granules in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request only contains the
status of the request’s submittal. The request
asks for an email notification to be emailed to
the user. The Acquire request structure is
hard-coded within the Subscription Server.
For the granule referenced in the Acquire
request, the SDSRV creates a file containing
the granule’s metadata before passing to
Distribution.

B.2.5

Create
Staging
Disk

EcDsScie
nceDataS
erver

EcDsStSt
agingDisk
Server

Distribute
d Object

SDSRYV verifies access privileges for the
granule and requests STMGT to create a
Staging Disk for working space, granule files
and metadata files, which allocates space
and passes back a reference to that disk
space. The correct staging disk server is
determined from the SDSRV configuration.
The amount of staging disk to request is
determined by the size of the metadata file.

B.2.6

STMGT
Retrieve

EcDsScie
nceDataS
erver

EcDsStAr
chiveServ
er

Distribute
d Object

SDSRYV requests that STMGT retrieve the
granule files. This results in the files being
staged to the working staging disk area. The
correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standing Order Support

(3 of 4)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

B.2.7 | Distribute EcDsScie | EcDsDistr | Distribute | SDSRV submits a request to Data
Granules, nceDataS | ibutionSe | d Object Distribution. The request includes a
Synchrono | erver rver reference to the metadata files. Other
us parameters from the Acquire request are

passed to DDIST (8mm). At this point all
necessary data has been pulled from the
archive or the DB.

B.2.8 | Create EcDsDistr | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
Staging ibutionSe | agingDisk | d Object files in the archive. The amount of staging
Disk rver Server disk to request is calculated from the file

sizes in the information passed in the
Distribution Request. (Note: A packing list is
created in step B.4.2)
B.2.9 | STMGT EcDsDistr | EcDsStAr | Distribute | DDIST requests that STMGT retrieve any
Retrieve ibutionSe | chiveServ | d Object files for the granule that are still archived.
rver er The correct archive is determined by the
Archive ID supplied by SDSRYV in the
metadata for the files. STMGT moves the
files from the archive to the read only cache.
B.2.1 | Link filesto | EcDsDistr | EcDsStSt | Distribute | DDIST links the files from the read-only
0 Staging ibutionSe | agingDisk | d Object cache into the staging disk.
Disk rver Server

B.2.1 | Copy files EcDsDistr | EcDsStSt | Distribute | DDIST copies the metadata files from the

1 to Staging ibutionSe | agingDisk | d Object SDSRV'’s Staging Disk into the staging disk.
Disk rver Server

B.3.1 | Send EcSbSub | Science e-mail The SBSRYV builds an email notification that
Notification | Server User the user’s subscription on the MODIS data

insert event has been fired. This notification
identifies the Event, the subscription ID, the
UR that was inserted and the previously
supplied User String.

B.4.1 | Allocate EcDsDistr | EcDsSt8 | Distribute | DDIST now creates the Resource manager
Media ibutionSe | MMTape | d Object for 8mm via a Resource Manager Factory.
Resource rver Server The correct resource manager is determined

from the Media Type handed to the resource
factory (8mm, in this case). The correct
8mm resource is determined from
configuration within the resource factory.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standing Order Support

(4 of 4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.4.2 | Write files EcDsDistr | EcDsSt8 | Distribute | DDIST requests that the tapes held in staging
to 8mm ibutionSe | MMTape | d Object disk are copied to the 8mm device. Upon
tape rver Server completion of the files being copied, the state

of the distribution request is marked as
Ready for Shipment; which is displayed on
the operator GUI. A packing list is generated
and automatically printed using the STMGT
print server.

B.5.1 | Determine | DAAC EcDsDdis | GUI Operator notes that the request is ready for
request is Ops - tGui shipping and that it includes the 8mm tape
ready for Distributio just produced. The 8mm tape slot and
shipping n stacker ID are included on the logs

Technicia accessible to the operator, so that the

n operator knows which tapes to ship.

B.5.2 | Ship Tapes | DAAC DAAC Internal The labels for all media, as well as a shipping

Ops - Ops - label for the package, are created manually.

Data Data Using commercial shipping vendors

Technicia | Technicia (determined by DAAC policy), the DAAC

n n Data Technician labels the tape, packages
the tape(s) and packing list, labels the
package and ships to address provided with
the request.

B.6.1 | Mark as DAAC EcDsDdis | GUI Using the DSS GUI, the Data Technician
Shipped Ops - tGui marks the request as Shipped’

Data
Tech.

B.6.2 | Update EcDsDdis | EcDsDistr | Distribute | DDIST updates the state of the request to
Distribution | tGui ibutionSe | d Object Shipped?

Request rver

B.7.1 | Build EcDsDistr | EcDsDistr | Internal The DDIST builds an email notification that
Distribution | ibutionSe | ibutionSe the user’s order has been fulfilled. This
Notice rver rver notification includes the media ID, type and

format of the request, UR, type and file
names and sizes for each granule as well as
a DAAC configurable preamble.

B.7.2 | Send E- EcDsDistr | Science email DDIST sends the distribution notice to the
mail ibutionSe | User user via email. If the subscription is input by

rver or for a registered User, the e-mail will go

directly to the User -no interpretation is
needed.

3.5.6 MODIS Standard Production Thread

This thread shows how the sequence of PGEs (PGEO1, PGEO2, PGEOQ3) execute in a chained
fashion, with the output of one PGE being used as the input of the next.
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3.5.6.1 MODIS Standard Production Thread Interaction Diagram

Figure 3.5.6.1-1 depicts the MODIS Standard Production Thread Interaction.

C.1 Activate Production Plan C.2 Submit DPRs
DAAC\-:--.. N pLS D= C.5 Release Job (PGE01)
Ops - C.12 Release Job (PGE02)
e C.19 Release Job (PGE03) C.8 Request DSS UR
s C.15 Request DSS UR
C.4 Notification (MODO0) C.7 Run PGE (PGE0L) \ C.23 Request DSS UR
C.11 Notification(Mopo1, Mopo3) ~ C-14 RunPGE (PGEOZ; DPS 10S
C.18 Notification (MOD02) C.21 Run PGE (PGE03
I C.22 PGE Fails

BSR

C.3 Trigger Event (MOD00)

C.10 Trigger Event (MODO01, MODO3)
C.17 Trigger Event (MOD02)

C.25 Trigger Event —_— ===« HMI (GUI, Xterm, command)

(MOD35L2, MODO7L2, MODVOLC)

C.6 Acquire Data (PGEO1 input)

C.9 Insert Data (PGEO1 output)

C.13 Acquire Data(PGEO2 ancillary)

C.16 Insert Data (PGEO02 output)

C.20 Acauire Data (PGEO03 static and ancillary inputs)
C.24 Insert Data (PGEO3 output)

——3 Distributed Object (rpc, CtLib)

—> fip

% email (or other as noted)
Double line - Synchronous

- - email (or other as noted)
Dashed - Asynchronous

Figure 3.5.6.1-1. MODIS Standard Production Interaction Diagram

3.5.6.2 MODIS Standard Production Thread Interaction Table - Domain View

Table 3.5.6.2-1 provides the Interaction - Domain View: MODIS Standard Production.
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Table 3.5.6.2-1. Interaction Table - Domain View: MODIS Standard Production

(1 of 4)
Step | Event | Interface | Interface Data Step Description
Client Provider Issues Preconditions
Cl1 Activat | DAAC PLS None PGEs passed DAAC Production Planner

e Productio SSIE. Plan activates a plan, which

Produ | n Planner already includes a DPR for PGEO1.

ction created. Plan created for PGEO1,

Plan PGEO02, and PGEO3, with input
granules ID’d for PGEO1, and
subscriptions submitted for
input data for PGE02 and
PGEO3.

C.2 Submi | PLS DPS None None DPRs for PGEO1 submitted

t Offhold”(standby state) to

DPRs DPS. PGEO2 and PGEO3 are
placed in the jobMgt queue
On Hold!,PGEO02 and PGEO3
have dependencies on the
previous DPRs (PGEO2 needs
PGEO1 DPR, PGEO3 needs
PGEO1 and PGEO2 DPRs).

C3 Trigge | DSS SBSRV None The MODO00 Trigger MODOOOInsert event.

r has been

Event inserted to DSS

by Ingest.
c4 Notific | SBSRV PLS None PLS Send direct notification to PLS,
ation Subscriptions notifying that there are newly
for inserted MODOOO granules.
MODO0O0OInsert | Notifications include the UR of
event the granules produced.
C5 Relea | PLS DPS None None PLS releases job containing
se Job PGEOL.
C.6 Acquir | DPS DSS One None DPS submits Acquire Request

e Data MODO000 for MOD000, MODO1LUT and

@®.2GB MODO3LUT via ftpPush, for
every 2 input to PGEOL1.
hours.
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Table 3.5.6.2-1. Interaction Table - Domain View: MODIS Standard Production

(2 of 4)
Step | Event | Interface | Interface Data Step Description
Client Provider Issues Preconditions
C.7 Run DPS DPS PGEO1 None PGEO1 runs, creating MODO1
PGE creates 24 and MODO3 granules.
MODO01
granules/2
hours
85MB/g
ranule and
24 MODO3
granules/2
hours
GLMB/gr
anule
C.8 Reque | DPS 10S None None DPS gets the DSS UR from
st Advertiser.
DSS
UR
C.9 Insert | DPS DSS None MODO01 and Archive newly created MODO01
Data MODO03 and MODO3 granules.
ESDTs.
C.10 | Trigge | DSS SBSRV None None Trigger MODO1Insert and
r MODO3Insert events. Note
Event that these are actually two
different events, so there are
two independent events
triggered.
C.11 | Notific | SBSRV PLS None PLS Send direct notification to PLS,
ation Subscriptions notifying that there is a newly
for inserted MODO01 and MODO03
MODO1Insert granules. Notifications include
and the UR of the granules
MODO3Insert produced.
events
C.12 | Relea | PLS DPS None None PLS releases job containing
se Job PGEO2.
C.13 | Acquir | DPS DSS MODO2LU | MODO2LUT DPS submits Acquire Request
e Data T 87KB, ESDT. for the ancillary product,
from MODO2LUT, via ftpPush, for
MODIS IT input to PGEO2. Note that

other input to PGEOQ?2 is the
MODO1 granule that was
created in step C.7.
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Table 3.5.6.2-1. Interaction Table - Domain View: MODIS Standard Production

(3 of 4)
Step | Event | Interface | Interface Data Step Description
Client Provider Issues Preconditions
C.14 | Run DPS DPS One None PGEO2 runs, creating the
PGE MODO020B MODO020BC, MODO021KM,
C, MODO02HKM, and
MODO021K MODO02QKM granules.
M,
MODO2HK
M, and
MODO02QK
M@55
MB
produced
C.15 | Reque | DPS 10S None None DPS gets the DSS UR from
st Advertiser.
DSS
UR
C.16 | Insert | DPS DSS None MODO020BC, Archive newly created
Data MODO021KM, MODO020BC, MODO021KM,
MODO2HKM, MODO02HKM, and
AND MODO02QKM granules.
MODO02QKM
ESDTs.
C.17 | Trigge | DSS SBSRV None None Trigger MODO20BC,
r MODO021KM, MODO2HKM,
Event and MODO02QKMiInsert
events.
C.18 | Notific | SBSRV PLS None PLS Send direct notification to PLS,
ation Subscription for | notifying that there are newly
MODO020BC, inserted MOD020OBC,
MODO021KM, MODO021KM, MODO2HKM,
MODO2HKM, and MODO02QKM granules.
AND Notification message includes
MODO02QKMIn | the UR of the granule.
sert events.
C.19 | Relea | PLS DPS None None PLS releases job containing
se Job PGEO3.
C.20 | Acquir | DPS DSS New Static | Static Inputs: DPS submits Acquire Request
e Data and MOD35ANC, for PGEO3 Products, via
Ancillary MODO7LUT ftpPush, for input to PGEOQ3.
Inputs Ancillary Inputs: | Note that other inputs to
SEA _ICE, PGEO3 were created with
OZDAILY PGEO1 and PGEO2 outputs
GDAS_0E, and are still in DPS disk
RENMSST resources, so no Acquires are

necessary for those inputs.
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Table 3.5.6.2-1. Interaction Table - Domain View: MODIS Standard Production

(4 of 4)
Step | Event | Interface | Interface Data Step Description
Client Provider Issues Preconditions
C.21 | Run DPS DPS 1MOD35_L | None PGEO3 runs, creating
PGE 2, MOD35_L2, MODO07_L2, and
1MODO7_L MODVOLC granules.
2,and
1MODVOL
C &®~B
produced
C.22 | PGE DPS DPS None None One instance of the PGE03
Fails running fails, due to the need
for night data, but all input data
is during daylight. This is a
planned PGE failure. Please
pick up processing of this
Failed PGE in Thread C of this
MODIS scenario.
C.23 | Reque | DPS I0S None None DPS gets the DSS UR from
st Advertiser.
DSS
UR
C.24 | Insert | DPS DSS None MOD35 L2, Archive newly created
Data MODO07_L2, MOD35_L2, MODOQ7_L2, and
and MODVOLC | MODVOLC granules.
ESDTs.
C.25 | Trigge | DSS SBSRV None None Trigger MOD35_L2,
r MODO7_L2, and
Event MODVOLClInsert events.

Completion of the support for
Standing order is shown in
Thread D of this MODIS
scenario.

3.5.6.3 MODIS Standard Production Thread Component Interaction Table
Table 3.5.6.3-1 provides the Component Interaction: MODIS Standard Production.

Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production

(1 of 27)
Step Event Interface | Interface Provider | Interface Description
Client Mech.
C.1.1 | Startup | DAAC EcPIWb GUI DAAC Planner invokes the Planning
Planning | Operator - workbench by double clicking on the
Workbe | Planner Planning Workbench icon.
nch

3-66

313-CD-510-002




Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production

(2 of 27)
Step Event Interface Interface Interface Description
Client Provider Mech.
C.1.2 | Select DAAC EcPIWb GUI Planner interacts with Planning
Plan to Operator - Workbench GUI to Select plan to
Activate, | Planner activate (it was already created),
Modify modify it with DPRs for chaining
and PGEO1, PGEO2 and PGEO3. Input
Activate granules for PGEO1 are identified in
Production Plan. (Note scenario
preconditions stated above.)
C.1.3 | Create EcPIWb EcDpPrJobMgmt rpc The Production Planning
DPR Workbench sends to DPS the
DPRID, a list of predecessor DPRs,
and whether the DPR is waiting for
external data.
C.2.1 | Submit EcDpPrJo | AutoSys JIiL DPRs in the updated plan are
DPRs bMgmt submitted to AutoSys by DPS for
dependent execution. MODO0O0O
covers 2 hours and MODO02 and
MODO3 cover 5 minutes each.
Therefore, the number of DPRs is
one for PGEO1 and between 22 and
24 each for PGEO2 and PGEOQS3 for a
total of 45 to 49 for 2 hours
depending on the data. The PGEOQO1
job is automatically released,
because all inputs are available and
production rules have been met,
because input granules were
referenced in DPR.
C.2.2 Initiate event_dae | EcDpPrEM comman | The job containing the PGEO1
Job mon d line begins processing.
Processi
ng
C.2.3 | Connect | EcDpPrE | EcDsScienceData | Distribute | Processing begins a session with the
to M Server d Object | SDSRV by connecting, in order to
SDSRV acquire the PGEOL. The correct
SDSRYV is determined by using the
Granule UR of the PGE granule,
which is defined in the Production
plan and is part of the DPR. This is
pertinent if there are multi-SDSRVs
in use at one DAAC in one mode.
C.24 | Add EcDpPre | EcDsScienceData | Distribute | PRONG establishes the data context
PGE M Server d Object | of the session with the SDSRV by
granule’ adding the PGE granule’s UR to the
sURto ESDT ReferenceCollector.
Session
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production

(3 of 27)
Step Event Interface Interface Interface Description
Client Provider Mech.
C.2.5 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the
reference objects for each granule.
C.2.6 | Acquire | EcDpPrE | EcDsScienceData | Distribute | DPS requests granules by
Data M Server d Object | submitting an Acquire request for the
PGE granule. The Acquire request
is for a ftpPush of all granules in the
ESDT ReferenceCollector. This
request is synchronous, meaning
that the return of the submit call of
the request contains the results of
the request. This means that the
response is not sent until the PGE
granule files have been ftp'ed to the
DPS disks. This request asks for
no distribution notice to be emailed.
The Acquire request structure is
hard-coded.
C.2.7 | Create EcDsScie | EcDsStStagingDis | Distribute | SDSRYV verifies access privileges for
Staging | nceDataS | kServer d Object | the granule and creates a Staging
Disk erver Disk for the metadata file, which
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the SDSRV
configuration. The amount of staging
disk to request is determined by the
size of the metadata file.
C.2.8 | Create EcDsScie | EcDsScienceData | Distribute | The SDSRYV creates a file containing
Metadat | nceDataS | Server d Object | the PGE granule’s metadata before
a file erver passing to Distribution.
C.2.9 Distribut | EcDsScie | EcDsDistributionS | Distribute | SDSRV submits a request to Data
e nceDataS | erver d Object | Distribution. The request includes,
Granule | erver for each granule, a reference to the
S, metadata file as well as all data files.
Synchro Other parameters from the Acquire
nous request are passed to DDIST.

3-68

313-CD-510-002



Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production
(4 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.2.10

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes of
archived files, in the information
passed in the Distribution Request.

c2l

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer
ver

Distribute
d Object

DDIST requests that STMGT retrieve
the PGE granule file that is archived.
This results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

C.2.12

Link
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

C.2.13

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRV Staging Disk into
the staging disk.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.214

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDisServ

er

Distribute
d Object

DDIST now creates the Resource
manager for ftp Pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The correct
ftp Server is determined from
configuration within the resource
factory. The files, host, and location
are all determined from the
information provided in the original
Acquire request. User name and
password are generated from
configuration values if none are
given.

C.2.15

ftp Files

EcDsStFtp
DisServer

Operating System | ftp

ftp daemon
(EcDpPreMm)

The EcDsStFtpDisServer performs
the actual ftp of the PGE files to the
DPS.

C31

Trigger
Event
(MODO0O0
0)

EcDsScie
nceDataS
erver

EcSbSubServer

Distribute
d Object

Upon successful insertion of
MODOO0O granules, the
MODOO0OInsert event is triggered,
one per granule. The correct
subscription server is determined
from the SDSRYV configuration. The
correct events to trigger are
determined from the events file,
where they were stored when the
ESDT was installed in the Data
Server. Provided with the event
triggering is the UR of the inserted
granule.

C.3.2

Retrieve
Subscrip
tions

EcSbSub
Server

Sybase

CtLib

SBSRYV queries the Sybase
database determining which
subscriptions need to be activated,
or fired. Each query hit'is an
activated subscription and executes
independently.
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(6 of 27)
Step Event Interface Interface Interface Description
Client Provider Mech.

C.4.1 | Asynchr | EcSbSub | EcPISubMgr The SBSRV notifies PLS that there
onous Server Message | are new MODOOO granules available.
Direct Passing The UR of the granule is passed in
Notificati Mechanis | the notification to the user, along with
on m a reference to the subscription that is

being fulfilled. Direct Notification is
to a Queuename (a Message
Passing Mechanism) that PLS-
Subscription Manager provided when
the subscription was submitted.

C.4.2 | Connect | EcPISUbM | EcDsScienceData | Distribute | Subscription Manager begins a
to or Server d Object | session with the SDSRV by
SDSRV connecting, in order to determine the

use of the new granule. The correct
SDSRYV is determined by using the
Granule UR in the natification
message. This is pertinent if there
are multi-SDSRVSs in use at one
DAAC in one mode.

C43 | Add EcPISubM | EcDsScienceData | Distribute | Subscription Manager establishes
PGE or Server d Object | the data context of the session with
granule’ the SDSRYV by adding the new
s UR to granule’s UR of the PGE granule to
Session the ESDT ReferenceCollector.

C.4.4 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRYV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the

reference objects for each granule.

C.45 | Inspect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager checks the
Granule | gr Server d Object | new granule’s metadata attributes
Value (type, version, file size and temporal
Paramet range), to determine which, if any,
ers jobs can use it as input.

C.4.6 | Match EcPISubM | Sybase CtLib Subscription Manager queries PDPS
Granule | gr database to determine if any PGE
S are waiting for this granule. If so, the

size and granule UR are written.

C5.1 Release | EcPISubM | EcDpPrJobMgmt rpc Planning tells the Job Manager to
Job or release the job containing PGEOL.
Request
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Step Event Interface Interface Interface Description
Client Provider Mech.

C.5.2 Force EcDpPrJo | event_daemon rpc Job containing PGEOL is released.
Start bMgmt
Job

C.53 Initiate event_dae | EcDpPrEM comman | The job containing the PGEO1
Job mon d line begins processing.

Processi
ng

C.6.1 | Connect | EcDpPrD | EcDsScienceData | Distribute | PRONG begins a session with the
to M Server d Object | SDSRV by connecting. The correct
SDSRV SDSRYV is determined by using the

Granule UR of the input granule.
This is pertinent if there are multi-
SDSRVs in use at one DAAC in one
mode.

C.6.2 | Add EcDpPrD | EcDsScienceData | Distribute | PRONG establishes the data context
PGE M Server d Object | of the session with the SDSRV by
granule’ adding the input granule (MODO0OO)
s UR to to the session. The Granule UR of
Session the input granule is added to the

ESDT ReferenceCollector. Note that
this sequence is performed for each
input granule, one at a time.

C.6.3 Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested granule
a from from the Sybase/SQS database.
Inventor The metadata for each granule is
y passed back to the reference objects

for each granule.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.6.4

Acquire
Data

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

DPS requests granules by submitting
an Acquire request for those
granules. The Acquire request is for
a ftpPush of all granules in the ESDT
ReferenceCollector. This request is
synchronous, meaning that the
return of the submit call of the
request contains the results of the
request. This means that the
response is not sent until the granule
files have been ftp’ed to the DPS
disks. This request asks for no
distribution notice to be emailed.

The Acquire request structure is
hard-coded.

C.6.5

Create
Staging
Disk

EcDsScie
nceDataS
erver

EcDsStStagingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for
the granule and creates a Staging
Disk for the metadata files, which
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the SDSRV
configuration. The amount of staging
disk to request is determined by the
size of the metadata file.

C.6.6

Create
Metadat
afile

EcDsScie
nceDataS
erver

EcDsScienceData
Server

Distribute
d Object

For each granule referenced in the
Acquire request, the SDSRYV creates
a file containing the granule’s
metadata before passing to
Distribution.

C.6.7

Distribut
e
Granule
S,
Synchro
nous

EcDsScie
nceDataS
erver

EcDsDistributionS
erver

Distribute
d Object

SDSRYV submits a request to Data
Distribution. The request includes,
for each granule, a reference to the
metadata file as well as all data files.
Other parameters from the Acquire
request are passed to DDIST.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.6.8

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes in the
information passed in the Distribution
Request.

C.6.9

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer
ver

Distribute
d Object

DDIST requests that STMGT retrieve
the granule file that is archived. This
results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

C.6.10

Link
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

C6.11

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRV Staging Disk into
the staging disk.
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MODIS Standard Production

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.6.12

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDis
Server

Distributed
Object

DDIST now creates the Resource
manager for ftp Pushes via a Resource
Manager Factory. The correct resource
manager is determined from the Media
Type handed to the resource factory
(ftpPush, in this case). The correct ftp
Server is determined from configuration
within the resource factory. The files,
host, and location are all determined
from the information provided in the
original Acquire request. . User name
and password are generated from
configuration values if none given.

C.6.13

ftp Files

EcDsStFtp
DisServer

Operating
System ftp
daemon
(EcDpPrbm)

ftp

The EcDsStFtpDisServer performs the
actual ftp of the files to the DPS via the
Operating System ftp daemon.

C71

Get
Metadat
a
Configur
ation
File

EcDpPrE
M

EcDsScience
DataServer

Distributed
Object

DPS gets the metadata configuration file
of the output data’s ESDT (MODO1 and
MODO03). Data type and version are
from PDPS database;correct client
name is from configuration file.

C.7.2

Run
PGE

EcDpPrRu
nPGE

PGERGEO1>

command
line

PGEO1 is executed. Output files are
placed in the output directory. The
directory path is established by using a
root, which was established by
configuration, and the specific directory
by the job ID. This disk root is cross-
mounted by DPS, SDSRV and STMGT.
This is to ensure that they are directly
available to the DSS to be archived.

Cc8.1

Request
DSS UR

EcDpPrD
M

EcloAdServer

Distributed
Object

If the DSS UR for this output data type
is not already known in the PDPS
database, DM searches the Advertiser
for a GetQueryableParameters”service
for the desired output data type. This is
accomplished via the
loAdApprovedSearchCommand class.
Since the Advertiser is based on a
replicated database, no spec is required
to select the proper Advertiser. The
local one is used.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

Co1

Connect
to
SDSRV

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG begins a session with the
SDSRYV by connecting.

C.9.2

Insert
Data

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG requests that the newly
created files for the MODO1 and
MODO3 granules are inserted into
the Data Server. An Insert request,
containing the names of the files
comprising the granule, is created for
each granule. The structure of the
Insert Request is hard-coded.
SDSRYV validates metadata and
determines the archived names of
the files. Note that these inserts
occur one granule at a time.

C.93

STMGT
Store

EcDsScie
nceDataS
erver

EcDsStArchiveSer
ver

Distribute
d Object

SDSRYV requests that the files be
archived. The archive server must be
able to read the inserted files directly
from the DPS disks that they are
residing on. The correct archive
object to request is determined by
the Archive ID input during ESDT
installation. For files that have
backup archive IDs and/or offsite IDs
in the collection level metadata,
backup copies will be made in
locations determined by the values of
the backup archive ID and offsite ID.

Co4

Add a
Granule
to
Inventor

y

EcDsScie
nceDataS
erver

Sybase/SQS

CtLib

The validated metadata is parsed
and added to the inventory of the
SDSRV.

C.101

Trigger
Event

EcDsScie
nceDataS
erver

EcSbSubServer

Distribute
d Object

Upon successful insertion of MODO01
and MODO3 granules, the
MODO1Insert and the MODO3Insert
events are triggered, one per
granule. The correct subscription
server is determined from the
SDSRYV configuration. The correct
events to trigger are determined from
the events file, where they were
stored when the ESDT was installed
in the Data Server. Provided with the
event triggering is the UR of the
inserted granule.
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Step Event Interface Interface Interface Description
Client Provider Mech.

C.10.2 | Retrieve | EcSbSub | Sybase CtLib SBSRYV queries the Sybase
Subscrip | Server database determining which
tions subscriptions need to be activated,

or fired. Each query hit"is an
activated subscription and executes
independently.

C.11.1 | Asynchr | EcSbSub | EcPISubMgr Message | The SBSRV notifies PLS that there
onous Server Passing are new MODO1 and MODO03
Direct Mechanis | granules available. The UR of the
Notificati m granule is passed in the notification
on to the user, along with a reference to

the subscription that is being fulfilled.
Direct Notification is to a
Queuename (a Message Passing
Mechanism) that PLS- Subscription
Manager provided when the
subscription was submitted.

C.11.2 | Connect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager begins a
to or Server d Object | session with the SDSRV by
SDSRV connecting, in order to determine the

use of the new granule. The correct
SDSRYV is determined by using the
Granule UR in the notification
message. This is pertinent if there
are multi-SDSRVSs in use at one
DAAC in one mode.

C.11.3 | Add EcPISubM | EcDsScienceData | Distribute | Subscription Manager establishes
PGE or Server d Object | the data context of the session with
granule’ the SDSRYV by adding the new
sURto granule’s UR of the PGE granule to
Session the ESDT ReferenceCollector.

C.11.4 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the

reference objects for each granule.

C.11.5 | Inspect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager checks the
Granule | gr Server d Object | new granule’s metadata attributes
Value (type, version, file size and temporal
Paramet range), to determine which, if any,
ers jobs can use it as input.
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Step Event Interface Interface Interface Description
Client Provider Mech.

C.11.6 | Match EcPISubM | Sybase CtLib Subscription Manager queries PDPS
Granule | gr database to determine if any PGE
S are waiting for these granules. If so,

the size and granule URs are written.

C.12.1 | Release | EcPISubM | EcDpPrJobMgmt rpc Planning tells the Job Manager to
Job or release the job containing PGEOQ2.
Request

C.12.2 | Force EcDpPrJo | event_daemon rpc Job containing PGEOQ2 is released.
Start bMgmt
Job

C.12.3 | Initiate event_dae | EcDpPrEM comman | The job containing the PGE02
Job mon d line begins processing.

Processi
ng

C.13.1 | Connect | EcDpPrD | EcDsScienceData | Distribute | DPS begins a session with the
to M Server d Object | SDSRV by connecting. The correct
SDSRV SDSRYV is determined by using the

Granule UR of the granule from the
SBSRYV Notification. This is pertinent
if there are multi-SDSRVs in use at
one DAAC in one mode.

C.13.2 | Add EcDpPrD | EcDsScienceData | Distribute | PRONG establishes the data context
PGE M Server d Object | of the session with the SDSRV by
granule’ adding the input granule
sURto (MODO2LUT) to the session. The
Session Granule UR of each input granule is

added to the ESDT
ReferenceCollector. Note that this
sequence is performed for each
input granule, one at a time.

C.13.3 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested granules
a from from the Sybase/SQS database.
Inventor The metadata for each granule is
y passed back to the reference objects

for each granule.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.134

Acquire
Data

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

DPS requests MODO2LUT ancillary
granules by submitting an Acquire
request for those granules. The
Acquire request is for a ftpPush of all
granules in the ESDT
ReferenceCollector. This request is
synchronous, meaning that the
return of the submit call of the
request contains the results of the
request. This means that the
response is not sent until the granule
files have been ftp’ed to the DPS
disks. This request asks for no
distribution notice to be emailed. The
Acquire request structure is hard-
coded.

C.135

Create
Staging
Disk

EcDsScie
nceDataS
erver

EcDsStStagingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for
the granule and creates a Staging
Disk for the metadata files, which
allocates disk space and passes
back a reference to that disk space.
The correct staging disk server is
determined from the SDSRV
configuration. The amount of staging
disk to request is determined by the
size of the metadata file.

C.13.6

Create
Metadat
afile

EcDsScie
nceDataS
erver

EcDsScienceData
Server

Distribute
d Object

For each granule referenced in the
Acquire request, the SDSRYV creates
a file containing the granule’s
metadata before passing to
Distribution.

C.13.7

Distribut
e
Granule
S,
Synchro
nous

EcDsScie
nceDataS
erver

EcDsDistributionS
erver

Distribute
d Object

SDSRYV submits a request to Data
Distribution. The request includes,
for each granule, a reference to the
metadata file as well as all data files.
Other parameters from the Acquire
request are passed to DDIST.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.13.8

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes in the
information passed in the Distribution
Request.

C.13.9

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer

ver

Distribute
d Object

DDIST requests that STMGT retrieve
the granule file that is archived. This
results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

C.131

Link
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

C.131

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRV'’s Staging Disk into
the staging disk.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.131
2

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDisServ
er

Distribute
d Object

DDIST now creates the Resource
manager for ftp Pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The correct
ftp Server is determined from
configuration within the resource
factory. The files, host, and location
are all determined from the
information provided in the original
Acquire request. . User name and
password are generated from
configuration values if none given.

C.131

ftp Files

EcDsStFtp
DisServer

Operating System
ftp daemon
(EcDpPrbm)

ftp

The EcDsStFtpDisServer performs
the actual ftp of the files via the Op
System ftp daemon to the DPS.

C.l41

Get
Metadat
a
Configur
ation
File

EcDpPrE
M

EcDsScienceData
Server

Distribute
d Object

DPS gets the metadata configuration
file of the output data’s ESDTs
(MOD020BC, MOD021KM, MOD02HKM, and
MOD02QKM). Data type and version
are from PDPS database;correct
client name is from configuration file.

C.14.2

Run
PGE

EcDpPrRu
nPGE

PGERGEO02>

comman
d line

PGEO02 is executed. Output
MOD020BC, MOD021KM, MODO2HKM, and
MODO02QKM files are placed in the
output directory on Science
Hardware disks. The directory path
is established by using a root, which
was established by configuration and
the specific directory by the job ID.
This disk root is cross-mounted by
DPS, SDSRV and STMGT.

C.151

Request
DSS UR

EcDpPrD
M

EcloAdServer

Distribute
d Object

If the DSS UR for this output data
type is not already known in the
PDPS database, DM searches the
Advertiser for a
GetQueryableParameters”service
for the desired output data type. This
is accomplished via the
loAdApprovedSearchCommand
class. Since the Advertiser is based
on a replicated database, no spec is
required to select the proper
Advertiser. The local one is used.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.16.1

Connect
to
SDSRV

EcDpPrE
M

EcDsScienceData
Server

Distribute
d Object

PRONG begins a session with the
SDSRYV by connecting.

C.16.2

Insert
Data

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG requests that the newly
created files for the MOD020BC,
MODO021KM, MODO02HKM, and
MODO02QKM granules are inserted
into the Data Server. An Insert
request, containing the names of the
files comprising the granule, is
created for each granule. The
structure of the Insert Request is
hard-coded. SDSRYV validates
metadata and determines the
archived names of the files.

C.16.3

STMGT
Store

EcDsScie
nceDataS
erver

EcDsStArchiveSer
ver

Distribute
d Object

SDSRYV requests that the files be
archived. The archive server must be
able to read the inserted files directly
from the DPS disks that they are
residing on. The correct archive
object to request is determined by
the Archive ID input during ESDT
installation. For files that have
backup archive IDs and/or offsite IDs
in the collection level metadata,
backup copies will be made in
locations determined by the values of
the backup archive ID and offsite ID.

C.16.4

Add a
Granule to
Inventory

EcDsScie
nceDataS
erver

Sybase/SQS

CtLib

The validated metadata is parsed
and added to the inventory of the
SDSRV.

C.l71

Trigger
Event

EcDsScie
nceDataS
erver

EcSbSubServer

Distribute
d Object

Upon successful insertion of
MODO020BC, MOD021KM,
MODO02HKM, and MOD02QKM
granules, the MOD020BC,
MODO021KM, MODO0O2HKM, and
MODO02QKMInsert events are
triggered, for each granule. The
correct subscription server is
determined from SDSRV
configuration. The correct event to
trigger is determined from the events
file where the event ID was stored
during the ESDT installation.
Provided with the event triggering is
the UR of the inserted granule.
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Step Event Interface Interface Interface Description
Client Provider Mech.

C.17.2 | Retrieve | EcSbSub | Sybase CtLib SBSRYV queries the Sybase
Subscrip | Server database determining which
tions subscriptions need to be activated,

or fired. Each query hit'is an
activated subscription and executes
independently.

C.18.1 | Asynchr | EcSbSub | EcPISubMgr Message | The SBSRV notifies PLS that there
onous Server Passing are new MOD020BC, MOD021KM,
Direct Mechanis | MOD02HKM, and MOD02QKM
Notificati m granules available. The UR of the
on granule is passed in the notification

to the user, along with a reference to
the subscription that is being fulfilled.
Direct Notification is to a
Queuename (a Message Passing
Mechanism) that PLS- Subscription
Manager provided when the
subscription was submitted.

C.18.2 | Connect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager begins a
to or Server d Object | session with the SDSRV by
SDSRV connecting, in order to determine the

use of the new granule. The correct
SDSRYV is determined by using the
Granule UR in the notification
message. This is pertinent if there
are multi-SDSRVs in use at one
DAAC in one mode.

C.18.3 | Add EcPISubM | EcDsScienceData | Distribute | Subscription Manager establishes
PGE or Server d Object | the data context of the session with
granule’ the SDSRYV by adding the new
sURto granule’s UR of the PGE granule to
Session the ESDT ReferenceCollector.

C.18.4 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the

reference objects for each granule.

C.18.5 | Inspect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager checks the
Granule | gr Server d Object | new granule’s metadata attributes
Value (type, version, file size and temporal
Paramet range), to determine which, if any,
ers jobs can use it as input.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production

(19 of 27)
Step Event Interface Interface Interface Description
Client Provider Mech.

C.18.6 | Match EcPISubM | Sybase CtLib Subscription Manager queries PDPS
Granule | gr database to determine if any PGE
S are waiting for this granule. If so, the

size and granule UR are written.

C.19.1 | Release | EcPISubM | EcDpPrJobMgmt rpc Planning tells the Job Manager to
Job or release the job containing PGEOQS3.
Request

C.19.2 | Force EcDpPrJo | event_daemon rpc Job containing PGEOQ3 is released.
Start bMgmt
Job

C.19.3 | Initiate event_dae | EcDpPrEM comman | The job containing the PGE03
Job mon d line begins processing.

Processi
ng

C.19.4 | Connect | EcDpPrE | EcDsScienceData | Distribute | Processing begins a session with the
to M Server d Object | SDSRV by connecting, in order to
SDSRV acquire the PGEO3 PGE. The

correct SDSRV is determined by
using the Granule UR of the PGE
granule, which is defined in the
Production plan and is part of the
DPR. This is pertinent if there are
multi-SDSRVs in use at one DAAC in
one mode.

C.19.5 | Add EcDpPrE | EcDsScienceData | Distribute | PRONG establishes the data context
PGE M Server d Object | of the session with the SDSRV by
granule’ adding the PGE granule’s UR to the
s UR to ESDT ReferenceCollector.

Session

C.19.6 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the

reference objects for each granule.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production
(20 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.19.7

Acquire
Data

EcDpPrE
M

EcDsScienceData
Server

Distribute
d Object

DPS requests granules by submitting
an Acquire request for the PGE
granule. The Acquire request is for
an ftpPush of all granules in the
ESDT ReferenceCollector. This
request is synchronous, meaning
that the return of the submit call of
the request contains the results of
the request. This means that the
response is not sent until the PGE
granule files have been ftp'ed to the
DPS disks. This request asks for no
distribution notice to be emailed.

The Acquire request structure is
hard-coded.

C.19.8

Create
Staging
Disk

EcDsScie
nceDataS
erver

EcDsStStagingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for
the granule and creates a Staging
Disk for the metadata file, which
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the SDSRV
configuration. The amount of staging
disk to request is determined by the
size of the metadata file.

C.19.9

Create
Metadat
afile

EcDsScie
nceDataS
erver

EcDsScienceData
Server

Distribute
d Object

The SDSRYV creates a file containing
the PGE granule’s metadata before
passing to Distribution.

C.191

Distribut
e
Granule
S,
Synchro
nous

EcDsScie
nceDataS
erver

EcDsDistributionS
erver

Distribute
d Object

SDSRYV submits a request to Data
Distribution. The request includes,
for each granule, a reference to the
metadata file as well as all data files.
Other parameters from the Acquire
request are passed to DDIST.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production
(21 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.191
1

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes of
archived files, in the information
passed in the Distribution Request.

C.191

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer
ver

Distribute
d Object

DDIST requests that STMGT retrieve
the PGE granule file that is archived.
This results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

C.191

Link
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

C.191

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRV'’s Staging Disk into
the staging disk.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production
(22 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.191
5

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDisServ
er

Distribute
d Object

DDIST now creates the Resource
manager for ftp Pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The correct
ftp Server is determined from
configuration within the resource
factory. The files, host, and location
are all determined from the
information provided in the original
Acquire request. . User name and
password are generated from
configuration values if none are
given.

C.191

ftp Files

EcDsStFtp
DisServer

Operating System
ftp daemon
(EcDpPreMm)

ftp

The EcDsStFtpDisServer performs
the actual ftp of the PGE files via the
Operating System ftp daemon to the
DPS.

C.20.1

Connect
to
SDSRV

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

DPS begins a session with the
SDSRYV by connecting. The correct
SDSRYV is determined by using the
Granule UR of the granule from the
SBSRYV Notification. This is pertinent
if there are multi-SDSRVs in use at
one DAAC in one mode.

C.20.2

Add
PGE
granule’
s URto
Session

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG establishes the data context
of the session with the SDSRV by
adding the input granules
(MOD35ANC, MODO7LUT,
SEA_ICE, OZDAILYGDAS_OE,

and REMSST) to the session. The
Granule UR of each input granule is
added to the ESDT
ReferenceCollector. Note that this
sequence is performed for each
input granule, one at a time.

C.20.3

Retrieve
Granule
Metadat
a from

Inventor

y

EcDsScie
nceDataS
erver

Sybase/SQS

CtLib

SDSRV completes establishing the
data context by retrieving the
metadata for the requested granules
from the Sybase/SQS database.

The metadata for each granule is
passed back to the reference objects
for each granule.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production
(23 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.204

Acquire
Data

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

DPS requests MOD35ANC,
MODO7LUT, SEA_ICE, OZDAILY
GDAS_OE, RENMSST granules by
submitting an Acquire request for
those granules. The Acquire request
is for a ftpPush of all granules in the
ESDT ReferenceCollector. This
request is synchronous, meaning
that the return of the submit call of
the request contains the results of
the request. This means that the
response is not sent until the granule
files have been ftp’ed to the DPS
disks. This request asks for no
distribution notice to be emailed. The
Acquire request structure is hard-
coded.

C.20.5

Create
Staging
Disk

EcDsScie
nceDataS
erver

EcDsStStagingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for
the granule and creates a Staging
Disk for the metadata files, which
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the SDSRV
configuration. The amount of staging
disk to request is determined by the
size of the metadata file.

C.20.6

Create
Metadat
afile

EcDsScie
nceDataS
erver

EcDsScienceData
Server

Distribute
d Object

For each granule referenced in the
Acquire request, the SDSRYV creates
a file containing the granule’s
metadata before passing to
Distribution.

C.20.7

Distribut
e
Granule
S,
Synchro
nous

EcDsScie
nceDataS
erver

EcDsDistributionS
erver

Distribute
d Object

SDSRYV submits a request to Data
Distribution. The request includes,
for each granule, a reference to the
metadata file as well as all data files.
Other parameters from the Acquire
request are passed to DDIST.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production
(24 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.20.8

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
correct staging disk server is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes in the
information passed in the Distribution
Request.

C.20.9

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer

ver

Distribute
d Object

DDIST requests that STMGT retrieve
the granule file that is archived. This
results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

C.20.1

Link
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

C.20.1

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRV’s Staging Disk into
the staging disk.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production
(25 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.20.1
2

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDisServ
er

Distribute
d Object

DDIST now creates the Resource
manager for ftp Pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The correct
ftp Server is determined from
configuration within the resource
factory. The files, host, and location
are all determined from the
information provided in the original
Acquire request. . User name and
password are generated from
configuration values if none are
given.

C.20.1

ftp Files

EcDsStFtp
DisServer

Operating System
ftp daemon
(EcDpPrbm)

ftp

The EcDsStFtpDisServer performs
the actual ftp of the files via the
Operating System ftp daemon to the
DPS.

C.z211

Get
Metadat
a
Configur
ation
File

EcDpPrE
M

EcDsScienceData
Server

Distribute
d Object

DPS gets the metadata configuration
file of the output data’s ESDTs
(MOD35_L2, MODO7_L2, and
MODVOLC). Data type and version
are from PDPS database;correct
client name is from configuration file.

C.21.2

Run
PGE

EcDpPrRu
nPGE

PGERGEO3>

Comman
d line

PGEO03 is executed. Output
MOD35_L2, MODOQ7_L2, and
MODVOLC files are placed in the
output directory on Science
Hardware disks. The directory path
is established by using a root, which
was established by configuration,
and the specific directory by the job
ID. This disk root is cross-mounted
by DPS, SDSRV and STMGT. This
is to ensure that they are directly
available to the DSS, for archival.

C.221

Detectin
ga
Failed
PGE

EcDpPrE
M

EcDpPremM

None

The log file generated by
EcDpPrRunPGE is inspected for
failure exit codes. This processing
continues with Thread D of the
MODIS scenario.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production
(26 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.231

Request
DSS UR

EcDpPrD
M

EcloAdServer

Distribute
d Object

If the DSS UR for this output data
type is not already known in the
PDPS database, DM searches the
Advertiser for a
GetQueryableParameters”service
for the desired output data type. This
is accomplished via the
loAdApprovedSearchCommand
class. Since the Advertiser is based
on a replicated database, no
specification is required to select the
proper Advertiser. The local one is
used.

C.241

Connect
to
SDSRV

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG begins a session with the
SDSRYV by connecting.

C.24.2

Insert
Data

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG requests that the newly
created files for the MOD35_L2,
MODO07_L2, and MODVOLC
granules are inserted into the Data
Server. An Insert request, containing
the names of the files comprising the
granule, is created for each granule.
The structure of the Insert Request is
hard-coded. SDSRYV validates
metadata and determines the
archived names of the files.

C.243

STMGT
Store

EcDsScie
nceDataS
erver

EcDsStArchiveSer

ver

Distribute
d Object

SDSRYV requests that the files are
archived. The archive server must be
able to read the inserted files directly
from the DPS disks that they are
residing on. The correct archive
object to request is determined by
the Archive ID input during ESDT
installation. For files that have
backup archive IDs and/or offsite IDs
in the collection level metadata,
backup copies will be made in
locations determined by the values of
the backup archive ID and offsite ID.

C.244

Adding
a
Granule
to
Inventor

y

EcDsScie
nceDataS
erver

Sybase/SQS

CtLib

The validated metadata is parsed
and added to the inventory of the
SDSRV.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Standard Production

(27 of 27)

Step

Event

Interface
Client

Interface
Mech.

Interface
Provider

Description

C.25.1

Trigger
Event

EcDsScie
nceDataS
erver

Distribute
d Object

EcSbSubServer

Upon successful insertion of
MOD35 L2, MODO7_L2, and
MODVOLC granules, the

MOD35 L2, MODO7_L2, and
MODVOLClInsert events are
triggered. The correct subscription
server is determined from SDSRV
configuration. The correct events to
trigger are determined from the
events file, where the event ID was
stored during ESDT installation.
Provided with the event triggering is
the UR of the inserted granule.

C.25.2

Retrieve
Subscrip
tions

EcSbSub
Server

Sybase CtLib

SBSRYV queries the Sybase
database determining which
subscriptions need to be activated,
or fired. Each query hit'is an
activated subscription and executes
independently.

3.5.7 MODIS Failed P& Handling Thread

This thread shows how the artifacts from a failed PGE are collected and sent to the Instrument

Team.

3.5.7.1 MODIS Failed P& Handling Thread Interaction Diagram - Domain View
Figure 3.5.7.1-1 depicts the MODIS Failed PGE Handling Interaction - Domain View.
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D.1 PGE Fails
D.2 Get DSS UR

10S

\ D.8 email Noticé\\
\ \\D.7 ftp Data

D.3 Archive Data

D.6 Acquire Data (PGEFail)

(PGEFail)

D.4 Trigger Event

\.

Distributed Object (rpc, CtLib)

HMI (GUI, Xterm, command)
—> fip

% email (or other as noted)
Double line - Synchronous
email (or other as noted)
Dashed - Asynchronous

Figure 3.5.7.1-1. MODIS Failed P& Handling Interaction Diagram

3.5.7.2 MODIS Failed PE Handling Thread Interaction Table - Domain View
Table 3.5.7.2-1 provides the Interaction - Domain View: MODIS Failed PGE Handling.

Table 3.5.7.2-1. Interaction Table - Domain View: MODIS Failed P& Handling

(1 of 2)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
D.1 PGE Fails | DPS DPS None None One instance of the PGE03
running fails, due to the need
for all daylight data, but some
input data is night data. This
step is the same step as C.22
in the previous Thread.
D.2 Get DSS DPS 10S None None DPS gets the DSS UR from
UR Advertiser.
D.3 Archive DPS DSS 1 FailPGE DPS collects the artifacts
Data FailPGE from the failed PGE, tar’s and
8K inserts them into the Data
Server.
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Table 3.5.7.2-1. Interaction Table - Domain View: MODIS Failed P& Handling

(2 of 2)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
D4 Trigger DSS SBSRV None None Trigger FailPGEInsert event
Event upon successful insertion of
the FailPGE granule.
D.5 Notificatio | SBSRV MODIS None MODIS IT Send e-mail notification to
n Instrumen Subscription for | MODIS IT, notifying that there
t Team FailPGElnsert is a newly inserted FailPGE
event, qualified | granule, from a MODIS PGE.
for MODIS Notification message includes
PGEs. the UR of the FailPGE
granule.
D.6 Acquire SBSRV DSS None None SBSRYV fulfills the standing
Data order by the MODIS IT, for
Failed MODIS PGEs.
Request to Acquire data, via
ftpPush, to the MODIS IT
host.
D.7 ftp Data DSS MODIS None None Data Server ftp’s the FailPGE

Instrumen tar file to the MODIS IT,

t Team placing it in the specified
directory on the specified
host.

D.8 Distributio | DSS MODIS None None Send e-mail notification to
n Notice Instrumen MODIS IT, notifying that the

t Team newly inserted FailPGE has
been successfully ftp'ed to
their machine.

3.5.7.3 Failed PE Handling Thread Component Interaction Table
Table 3.5.7.3-1 provides the Component Interaction: MODIS Failed PGE Handling

Table 3.5.7.3-1. Component Interaction Table: MODIS Failed P& Handling

(1 of 5)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
D.1.1 | Detecting | DPRExec | PGE File One instance of the PGEO3 has failed, due to
a Failed ution containin | incorrect input data. This is detected by
PGE g exit examining the exit code of the PGE, which is
code stored in a file named ®PRID>.log (in this

case, MODPGEO3#%.081&me>.log). DPS
pulls together core file, along with any other
files marked in the PCF, and tar's them
together. Metadata for the FailPGE is built
by EcDpPrEM process.
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Table 3.5.7.3-1. Component Interaction Table: MODIS Failed P& Handling

(2 of 5)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
D.2.1 | Get DSS EcDpPrD | EcloAdS | Distribute | If the DSS UR for this output data type is not
UR M erver d Object | already known in the PDPS database, DM
searches the Advertiser for a
GetQueryableParameters”service for the
desired output data type. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser. The local one is
used.
D.3.1 | Connect DPRExec | EcDsScie | Distribute | DPRExecution begins a session with the
to SDSRV | ution nceData | d Object | SDSRV by connecting.
Server
D.3.2 | Insert DPRExec | EcDsScie | Distribute | PRONG requests that the newly created tar
Data ution nceData | d Object | file for the FailPGE granule are inserted into
Server the Data Server. An Insert request,
containing the names of the file comprising
the granule, is created for the granule. The
structure of the Insert Request is hard-coded.
SDSRYV validates metadata and determines
the archived names of the files.
D.3.3 | STMGT EcDsScie | EcDsStAr | Distribute | SDSRV requests that the files be archived.
Store nceDataS | chiveSer | d Object | The archive server must be able to read the
erver ver inserted files directly from the DPS disks that
they are residing on. The correct archive
object to request is determined from
collection level metadata for the FailPGE
ESDT, defined in the ESDT's descriptor.
D.3.4 | Adding a EcDsScie | Sybase/S | CtLib The validated metadata is parsed and added
Granule to | nceDataS | QS to the inventory of the SDSRV.
Inventory | erver
D.4.1 | Trigger EcDsScie | EcSbSub | Distribute | Upon successful insertion of FailPGE
Event nceDataS | Server d Object | granule, the FailPGElnsert event is
erver triggered. The correct subscription server is
determined from SDSRYV configuration. The
correct events to trigger are determined from
the events file which was populated during
ESDT installation. Provided with the event
triggering is the UR of the inserted granule.
D.4.2 | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscripti | Server determining which subscriptions need to be
ons activated, or fired. Each query hit’is an

activated subscription and executes
independently.
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Table 3.5.7.3-1. Component Interaction Table: MODIS Failed P& Handling

(3 of 5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

D.5.1

Send
Notificatio
n

EcSbSub
Server

MODIS
IT

e-mail

The SBSRYV builds an e-mail notification that
the user’s subscription on the FailPGE event
has been fired. This notification identifies the
Event, the subscription ID, the granule UR
that was inserted and the previously supplied
User String.

D.6.1

Connect
to SDSRV

EcSbSub
Server

EcDsScie
nceData
Server

Distribute
d Object

In order to fulfill a standing order, the SBSRV
begins a session with the SDSRV, on behalf
of the subscription user. The correct SDSRV
is determined from the Granule UR provided
with the event triggering. This is pertinent if
there are multi-SDSRVS in use.

D.6.2

Add PGE
granule’s
UR to
Session

EcSbSub
Server

EcDsScie
nceData
Server

Distribute
d Object

The SBSRYV establishes the data context of
the session with the SDSRV by adding the
input granules to the session. The Granule
UR of each input granule is added to the
ESDT ReferenceCollector.

D.6.3

Retrieve
Granule
Metadata
from
Inventory

EcDsScie
nceDataS
erver

Sybase/S
QS

CtLib

SDSRV completes establishing the data
context by retrieving the metadata for the
requested granules from the Sybase/SQS
database. The metadata for each granule is
passed back to the reference objects for
each granule.

D.6.4

Acquire
Data

EcSbSub
Server

EcDsScie
nceData
Server

Distribute
d Object

SBSRYV fulfills the standing order for the
FailPGE granule by submitting an Acquire
request for the granule. The Acquire request
is for a ftpPush of all granules in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request only contains the
status of the request’s submittal. This
request asks for a distribution notice to be
emailed to the client. The Acquire request
structure was hard-coded within the
subscription server.

D.6.5

Create
Staging
Disk

EcDsScie
nceDataS
erver

EcDsStSt
agingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for the
granule and creates a Staging Disk for the
metadata files, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.
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Table 3.5.7.3-1. Component Interaction Table: MODIS Failed P& Handling

(4 of 5)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

D.6.6 | Create EcDsScie | EcDsScie | Distribute | For each granule referenced in the Acquire
Metadata | nceDataS | nceData | d Object | request, the SDSRYV creates a file containing
file erver Server the granule’s metadata before passing to

Distribution.

D.6.7 | Distribute | EcDsScie | EcDsDist | Distribute | SDSRV submits a request to Data
Granules, | nceDataS | ributionS | d Object | Distribution. The request includes, for the
Synchrono | erver erver granule, a reference to the metadata file as
us well as the data file. Other parameters from

the Acquire request are passed to DDIST.

D.6.8 | Create EcDsDistri | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
Staging butionServ | agingDis | d Object | files in the archive. This allocates space and
Disk er kServer passes back a reference to that disk space.

The correct staging disk server is determined
from the information passed by the SDSRV
in the distribution request, which was the
Archive ID metadata parameter of the
granule to be staged. The amount of staging
disk to request is calculated from the file
sizes in the information passed in the
Distribution Request.

D.6.9 | STMGT EcDsDistri | EcDsStAr | Distribute | DDIST requests that STMGT retrieve the

Retrieve butionServ | chiveSer | d Object | granule file that is archived. This results in

er ver the file being staged to read-only cache
disks. This means that all files needed to
fulfill the distribution request are on disk, and
ready to be copied. The correct archive
object to request is determined from the
information provided by the SDSRYV in the
distribution request. This returns references
to the files in the read-only cache.

D.6.1 | Link files EcDsDistri | EcDsStSt | Distribute | DDIST links the files from the read-only

0 to Staging | butionServ | agingDis | d Object | cache into the staging disk.

Disk er kServer

D.6.1 | Copy files | EcDsDistri | EcDsStSt | Distribute | DDIST copies the metadata files from the

1 to Staging | butionServ | agingDis | d Object | SDSRV’s Staging Disk into the staging disk.
Disk er kServer
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Table 3.5.7.3-1. Component Interaction Table: MODIS Failed P& Handling

(5 of 5)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
D.6.1 | ftpPush EcDsDistri | EcDsStFt | Distribute | DDIST now creates the Resource manager
2 Files butionServ | pDisServ | d Object | for ftp Pushes via a Resource Manager
er er Factory. The correct resource manager is
determined from the Media Type handed to
the resource factory (ftpPush, in this case).
The correct ftp Server is determined from
configuration within the resource factory. The
files, host, location, user name and password
are all determined from the information
provided in the original Acquire request.
D.7.1 | ftp Files EcDsStFtp | Operatin | ftp The EcDsStFtpDisServer performs the actual
DisServer | g System ftp of the files to the MODIS IT.
ftp
daemon
(MODIS
IT)
D.8.1 | Build EcDsDistri | EcDsDist | Internal The DDIST builds an e-mail notification that
Distributio | butionServ | ributionS the user’s order has been fulfilled. This
n Notice er erver notification includes the media ID, type and
format of the request, UR, type and file
names and sizes for each granule as well as
a DAAC configurable preamble.
D.8.2 | Send E- EcDsDistri | MODIS e-mail DDIST sends the distribution notice to the
mail butionServ | IT user as determined from the Order via e-
er mail. If this distribution notice fails, the notice

is sent to a pre-configured default Email
address for DAAC Distribution Technician
parsing and forwarding.

3.5.8 MODIS Data Access Thread

This thread shows how the generated data products are available for user access. Also in this
thread, the MODIS Standing Order, submitted in Thread A, is fulfilled.

3.5.8.1 MODIS Data Access Thread Interaction Diagram - Domain View

Figure 3.5.8.1-1 depicts the MODIS Data Access Interaction - Domain View
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Figure 3.5.8.1-1. MODIS Data Access Interaction Diagram

3.5.8.2 MODIS Data Access Thread Interaction Table - Domain View
Table 3.5.8.2-1 provides the Interaction - Domain View: MODIS Data Access.
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Table 3.5.8.2-1. Interaction Table - Domain View: MODIS Data Access (1 of 2)

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precondi
tions
E.l Trigge | DSS SBSRV None None This thread picks up with fulfilling the

r standing order for MOD35_L2,

Event MODOQ7_L2, and MODVOLC data. This
is the same step as C.25 of this MODIS
scenario.

E.2 Notific | SBSRV Science None None Send e-mail notification to Science User,
ation User notifying that there are newly inserted

MOD35_L2, MODO07_L2, and MODVOLC
granules. Notification message includes
the UR of the MOD35_L2, MODO7_L2,
and MODVOLC granules.

E.3 Acquir | SBSRV DSS None None SBSRYV fulfills the standing order by the
e Data Science User, for MOD35 L2,
MODO07_L2, and MODVOLC granules.
Request to Acquire data, via ftp Pull from
the Pull Cache host.

EA4 Reque | DSS MSS None None Upon receiving a request from an
st (SDSRV) | (MCI) authorized user, the SDSRYV obtains user
User profile access privilege level data from
Profile the MCI.
info
E.5 Move | DSS DSS None Account | Data Server moves the files requested to
to Pull and the Pull Cache area. This is internal to
Cache password | DSS
Host for the ftp
push to
the pull
cache
have to
be set up
E.6 Distrib | DSS Science None None Send e-mail notification to Science User,
ution User notifying that the newly inserted
Notice MOD35 L2, MODO7_L2, and MODVOLC

granules are available via ftp pull on a
specified host and directory.

E.7 ftp Science ftp None ftp Data Requestor logs into the host
Pull User daemon daemon | specified in the mail notification either
on ftp through an individual account or via
Pull Area anonymous ftp.
Host The Data Requestor performs an ftp get

or mget command to move the files
(MOD35_L2, MODO7_L2, and
MODVOLC) from the directory specified
in the mail notification to his/her home
node.
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Table 3.5.8.2-1. Interaction Table - Domain View: MODIS Data Access

(2 of 2)
Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precondi
tions
E.8 Reque | DSS CSS None None The Pull Monitor requests information
st info from IDG (CSS) of the files pulled over
on the last configurable time period.
files
pulled
E.9 Invent | DAAC EDG None None In order to verify that the newly created
ory Operator data is available, a DAAC Operator will
Searc perform an inventory search for all
h MODIS data created in the last day.
E.10 | Searc | EDG VOGWY | None None EDG submits the DAAC Operator’s
h search criteria to the VO Gateway in ODL
format, via a specific socket.
E.11 | Searc | VOGWY | DSS None None The VO gateway translates the Search
h criteria from ODL to a query object (using
GlParameters), and submits that query to
the Search service. The results of this
Search are returned synchronously, and
are passed back to EDG, which displays
them to the Science User.

3.5.8.3 MODIS Data Access Thread Component Interaction Table
Table 3.5.8.3-1 provides the Component Interaction: MODIS Data Access.

Table 3.5.8.3-1. Component Interaction Table: MODIS Data Access
(1 of 6)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.1.1 | Trigger EcDsScie | EcSbSub | Distribute | Upon successful insertion of MOD35 L2,
Event nceDataS | Server d Object | MODO7_L2, and MODVOLC granules, the
erver MOD35 L2, MODO7_L2, and

MODVOLClnsert events are triggered, for
each granule. The correct subscription server
is determined from SDSRV configuration. The
correct events to trigger are determined from
the events file, which was populated during
ESDT installation. Provided with the event
triggering is the UR of the inserted granule.

3-101

313-CD-510-002




Table 3.5.8.3-1.

Component Interaction Table: MODIS Data Access

(2 of 6)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.1.2 | Retrieve | EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscript | Server determining which subscriptions need to be
ions activated, or fired. Each query hit’is an

activated subscription and will execute
independently.

E.2.1 | Send EcSbSub | Science e-mail The SBSRYV builds an e-mail notification that
Notificati | Server User the user’s subscription on the MOD35_L2,
on MODO07_L2, and MODVOLCInsert events have

been fired. This notification will identify the
Event, the subscription ID, the Granule UR that
was inserted and the previously supplied User
String.

E.3.1 | Connect | EcSbSub | EcDsScie | Distribute | In order to fulfill a standing order for the
to Server nceDataS | d Object | MOD35 L2, MODO7_L2, and MODVOLC data,
SDSRV erver the SBSRV begins a session with the SDSRV,

on behalf of the subscription user. The correct
SDSRYV is determined from the Granule UR
provided with the event triggering. This is
pertinent if there are multi-SDSRVSs in use at
one DAAC in one mode.

E.3.2 | Add PGE | EcSbSub | EcDsScie | Distribute | The SBSRV establishes the data context of the
granule’s | Server nceDataS | d Object | session with the SDSRV by adding the input
UR to erver granules to the session. The Granule UR of
Session each input granule is added to the ESDT

ReferenceCollector.

E.3.3 | Retrieve | EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata | Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for each

granule.

E.3.4 | Acquire EcSbSub | EcDsScie | Distribute | SBSRYV fulfills the standing order for the
Data Server nceDataS | d Object | MOD35 L2, MODO7_L2, and MODVOLC

erver granules by submitting an Acquire request for

the granule. The Acquire request is for an ftp
Pull of all granules in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request will only contain the
status of the request’s submittal. This request
asks for a distribution notice to be emailed to
the client. The Acquire request structure was
determined from the Action submitted with the
standing order method.
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Table 3.5.8.3-1.

Component Interaction Table: MODIS Data Access
(3 of 6)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

E.35

Create
Staging
Disk

EcDsScie
nceData
Server

EcDsStSt
agingDisk
Server

Distribute
d Object

SDSRYV verifies access privileges for the
granule and creates a Staging Disk for the
metadata files, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.

E.3.6

Create
Metadata
file

EcDsScie
nceData
Server

EcDsScie
nceDataS
erver

Distribute
d Object

For each granule referenced in the Acquire
request, the SDSRV creates a file containing
the granule’s metadata before passing to
Distribution.

E.3.7

Distribute
Granules,
Synchron
ous

EcDsScie
nceData
Server

EcDsDistri
butionServ
er

Distribute
d Object

SDSRYV submits a request to Data Distribution.
The request includes, for the granule, a
reference to the metadata file as well as the
data file. Other parameters from the Acquire
request are passed to DDIST including Archive
ID, Backup Archive ID, and off-site ID.

E.3.8

Create
Staging
Disk

EcDsDist
ributionS
erver

EcDsStSt
agingDisk
Server

Distribute
d Object

DDIST creates Staging Disk for the granule
files in the archive. This allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the information passed by the SDSRV in
the distribution request, which was the Archive
ID metadata parameter of the granule to be
staged. The amount of staging disk to request
is calculated from the file sizes in the
information passed in the Distribution Request.
A Backup Archive ID and an off-site ID are also
passed to DDIST from SDSRV metadata for
each file.

E.3.9

STMGT
Retrieve

EcDsDist
ributionS
erver

EcDsStAr
chiveServ
er

Distribute
d Object

DDIST requests that STMGT retrieve the
granule file that is archived. This will result in
the file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRV in the distribution
request. This returns references to the files in
the read-only cache. DDIST passes in a
backup archive ID and an off-site ID as well.
The backup archive ID and off-site ID can be
empty strings.
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Table 3.5.8.3-1. Component Interaction Table: MODIS Data Access (4 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.3.9. | STMGT EcDsStAr | EcDsStAr | Internal Failure of the STMGT retrieval of a file initiates
1 Retrieve | chiveSer | chiveServ | method an attempt to retrieve the file from the primary
Failure ver er call archive location (passed in by DDIST as the
from archive ID) if the backup archive ID is empty or
Primary attempts to retrieve the file from the backup
Archive archive ID if it is not empty. Operator is
ID notified of the failure of the retrieve from the
primary archive ID.
E.3.9. | STMGT EcDsStAr | EcDsStAr | Distribute | If the retrieve attempt fails a second time
2 Retrieve | chiveSer | chiveServ | d Object | (either from backup or from primary archive
Failure ver er at IDs), then a third attempt is made. If the off-
from remote site ID is empty, the primary archive ID is used
Backup site for the third attempt. If the off-site ID is not
Archive empty, It is used to determine the location of
ID the file on tape which may have been exported
from the archive. The operator is notified of the
failure to retrieve from the backup archive ID.
E.3.1 | Link files | EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only cache
0 to ributionS | agingDisk | d Object | into the staging disk.
Staging erver Server
Disk
E.3.1 | Copy files | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
1 to ributionS | agingDisk | d Object | SDSRV’s Staging Disk into the staging disk.
Staging erver Server
Disk
E.3.1 | ftp Push EcDsStP | EcDsStFtp | Distribute | DDIST now creates the Resource manager for
2 Files ullMonitor | DisServer | d Object | ftp Pulls via a Resource Manager Factory. The
Server correct resource manager is determined from
the Media Type handed to the resource factory
(ftp Pull, in this case). The correct ftp Server is
determined from configuration within the
resource factory. The files are determined from
the information provided in the original Acquire
request.
E.4.1 | Request | EcDsScie | EcMsAcR | Distribute | Upon receiving a request from an authorized
User nceData | egUserSrv | d Object | user, the EcDsScienceDataServer obtains user
Profile Server r profile access privilege level data from the
info EcMsAcRegUserSrvr.
E.5.1 | Insert EcDsStFt | EcDsStPul | Distribute | The EcDsStFtpDisServer sends the name of a
files pDisServ | IMonitorSe | d Object | file to the Pull Monitor server. If the Pull
er rver Monitor has the file in the pull cache area, then
the file is linked to the directory which was
created in the user pull area for servicing this
request. If the file is not found in the cache, the
EcDsStFtpDisServer pushes the file to the
cache area.
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Table 3.5.8.3-1. Component Interaction Table: MODIS Data Access
(5 of 6)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.6.1 | Build EcDsDist | EcDsDistri | e-mail The DDIST builds an e-mail notification that the
Distributi | ributionS | butionServ user’s order has been fulfilled. This notification
on Notice | erver er will include the media ID, type and format of the

request, UR, type and file names and sizes for
each granule as well as a DAAC configurable
preamble.

E.6.2 | Send E- EcDsDist | Science e-mail DDIST sends the distribution notice to the user
mail ributionS | User as determined from the Order via e-mail. If this

erver distribution notice fails, the notice is sent to a
pre-configured default Email address for DAAC
Distribution Technician parsing and forwarding.
E.7.1 | ftp Pull Science ftp Operatin | Science user opens an ftp session on the host
User Daemon g System | designated in the e-mail received after data has
on Host comman | been retrieved. Anonymous ftp services are
for ftp Pull | d supported. The user sets the directory to the
directory specified in the e-mail notification and
either does a get on a per file basis or a mget
to copy everything in the directory to his/her
own node. Once the copies are completed, the
science user quits out of ftp.

E.8.1 | Request | EcDsStP | CsFtFTPN | CtLib Syslog is read. All entries pertaining to ftp gets
info on ullMonitor | otify are read and the directory and path are
files Server (Library) returned. The pull monitor server removes the
pulled links for files that have been pulled and

updates database tables to maintain
consistency. Reading of the syslog is timer
based. The timer length can be configured via
the STMGT GUI.

E.9.1 | Startup DAAC Netscape | Comman | DAAC Science Data Specialist invokes a
EDG Science d Netscape browser and navigates to the EOS

Data Data Gateway (EDG) homepage.
Specialist

E.9.2 | Select DAAC Netscape | GUI The operator provides search constraints and
Inventory | Ops the products desired. When query constraints
Search, are completed, the query is submitted.

Provide
Query
constraint
S, Submit
Query
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Table 3.5.8.3-1. Component Interaction Table: MODIS Data Access
(6 of 6)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.10. | VO Netscape | EcDmVOT | ODL, EDG submits a search to the VO Gateway, by
1 Gateway oEcsGate | over converting the search criteria into an ODL
Inventory way sockets structure and passing that structure to a socket
Search provided by the Gateway. The correct socket
is determined from configuration information
contained in the Valids file.
E.11. | Establish | EcDmVO | EcMsAcR | Distribute | VO Gateway retrieves the User Profile using
1 ECS ToEcsGa | egUserSrv | d Object | ECS Authenticator from ODL message, which
User teway r includes an encrypted User ID and Password.
The User Registration database is replicated
across DAACSs, so the connection is made to
the local User Registration Server.
E.11. | Request | EcDmVO | EcDmDict | CtLib Gateway translates the VO terms from ODL into
2 Attribute | ToEcsGa | Server (RWDBT | ECS names for query submittal. Interface is
Mapping | teway ool) directly to Data Dictionary database. Database
name is retrieved from configuration file.
E.11. | Connect | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
3 to ToEcsGa | nceDataS | d Object | The correct SDSRYV is determined by
SDSRV teway erver configuration information. This is pertinent if
there are multi-SDSRVSs in use at one DAAC in
one mode.
E.11. | SDSRV EcDmVO | EcDsScie | Distribute | The Gateway translates the query into a
4 Query ToEcsGa | nceDataS | d Object | DsCIQuery object. This object is handed to the
teway erver Search interface of the
DsCIESDTReferenceCollector. This Search
method is synchronous, so the results of the
search will be returned to the calling function.
After the search the Gateway receives a list of
URs. Then it does an tnspect'to the SDSRV
to get the metadata. It first performs a
GetQueryableParameter to determine all
attributes associated with each granule.
E.11. | Request | EcDsScie | Sybase/S | CtLib The SDSRV breaks down the Query object and
5 Metadata | nceData | QS translates it into a sequence of calls to the
Server inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database. These
results are packaged and returned to the Query
client.
E.11. | Result Netscape | EcDmVOT | ODL, When the Gateway gets the results, they are
6 Retrieval oEcsGate | over translated into ODL, and passed back to the
way Sockets EDG tool. The correct socket for sending
results to EDG is the one used to submit the
query. EDG then displays the results of the
query to the user.
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3.5.9 Reactivation/Replan

3.5.9.1 Reactivation/Replan Description

This scenario shows the three different types of reactivation/replanning. This scenario modifies
either ASTER or MODIS.

The following system functionality is exercised in this scenario:
« Ability to activate a new current plan on top of a current plan already being exercised

e Account for discrepancies in Data Processing Requests (DPRs) between those two plans

3.5.9.2 Reactivation/Replan Preconditions

Production Requests (PRs) have already been generated from the Production Request Editor.
The Subscription Manager is running. The Job Management Server is running. AuUtoSys is
running. The Planning Workbench and its background processes are running.

There must be a current plan. This current plan can be either active or inactive, and either with
or without Data Processing Requests. Also, ESDTs must be installed, SSI&T must be completed
on the PGE, the PRs must have been entered, and the input granules must be available.

3.5.9.3 Reactivation/Replan Partitions

This scenario has been partitioned into the following threads:

e DPR in New Plan but Not in OIld Plan (Thread A) - This thread illustrates how a
current active plan without DPRs can be re-planned/reactivated as a new plan with DPRs
(see section 3.5.9.4).

e DPRin Old Plan but Not in New Plan (Thread B) - This thread illustrates how a current
active plan with DPRs in the queue can be re-planned/reactivated as a new plan without
DPRs (see section 3.5.9.5).

e DPR in Both Old Plan and New Plan (Thread C) - This thread illustrates how a current
active plan with DPRs can be re-planned/reactivated as a new plan with those same DPRs
(see section 3.5.9.6).

3.5.9.4 DPR in New Plan but Not in Old Plan Thread

This thread illustrates how a current active plan without DPRs can be re-planned/reactivated as a
new plan with DPRs.

3.5.9.4.1 DPR in New Plan but Not in Old Plan Interaction Diagram - Domain View
Figure 3.5.9.4.1-1 depicts the DPR in New Plan but Not in Old Plan Interaction - Domain View.
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Figure 3.5.9.4.1-1. DPRn Blw Plan but bit in Old Plan Interaction Diagram -
Domain View

35942 DPR in New Plan but Not in OIld Plan Interaction Table -

Domain View

Table 3.5.9.4.2-1 provides the Interaction - Domain View: DPR in New Plan but Not in Old
Plan.

Table 3.5.9.4.2-1. Interaction Table - Domain View: DPRn Blw Plan but

bt in Old Plan
Step Event Interface | Interface Data Issues Step Preconditions Description
Client Provider

Al Create new | DAAC PLS PRs have There must be a The Production
plan with Ops - already been current plan. SSI& Planner creates a
new DPRs Productio generated. must have been new plan with new

n Planner ESDTs must completed on the DPRs.
(Operator) have been PGE. The Planning

installed. Input | Workbench must be

granules must | up and running.

be available.

A.2 Activate new | PLS DPS None Planning Workbench | The new plan is
plan must be up and activated.

running.

A.3 Verify new DAAC DPS None The Job The Production
DPRs Ops - Management Server | Planner verifies the
created Productio and AutoSys must be | newly created

n Planner up and running. DPRs
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3.5.9.4.3 DPR in New Plan but Not in Old Plan Component Interaction Table
Table 3.5.9.4.3-1 provides the Component Interaction: DPR in New Plan but Not in Old Plan.

Table 3.5.9.4.3-1. Component Interaction Table: DPRn Bw Plan but

bt in Old Plan
Step Event Interface Interface | Interface Description
Client Provider Mech.

A.1.1 | Operator clicks | DAAC Ops - EcPIWb GUI The Production Planner clicks on
on hew” plan Production the new plan button. The new
button Planner plan uses the new DPRs.

A.1.2 | Operator enters | DAAC Ops - EcPIWb GUI The Production Planner enters
new plan name | Production the new plan name.

Planner

A.1.3 | Operator DAAC Ops - EcPIWb GUI The Production Planner selects
selects the PRs | Production the PRs to be included.
to be included Planner

A.1.4 | Operator DAAC Ops - EcPIWb GUI The Production Planner
schedules PRs | Production schedules the PRs to activate.
to activate Planner

A.1.5 | Operator saves | DAAC Ops - EcPIWb GUI The Production Planner saves the
the new plan Production new plan.

Planner

A.2.1 | Activate new EcPIWb EcDpPrJo | Distributed [ The new plan is activated and the
plan bMgmt Object new DPRs are ready to run.

A.3.1 | Operator DAAC Ops - | AutoSys GUI The Production Planner checks
checks on DPS | Production on the state of the job in AutoSys.
AutoSys to Planner The new DPRs are in AutoSys
verify state and begin to run.

3.5.9.5 DPR in Old Plan but Not in New Plan Thread

This thread illustrates how a current active plan with DPRs in the queue can be replanned or
reactivated as a new plan without DPRs.

3.5.9.5.1 DPR in Old Plan but Not in New Plan Thread Interaction Diagram -
Domain View

Figure 3.5.9.5.1-1 depicts the DPR in Old Plan but Not in New Plan Interaction - Domain View.
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Figure 3.5.9.5.1-1. DPRn Old Plan but bt in Bw Plan Interaction Diagram -
Domain View

3.5.9.5.2 DPR in Old Plan but Not in New Plan Thread Interaction Table -
Domain View

Table 3.5.9.5.2-1 provides the Interaction - Domain View: DPR in Old Plan but Not in New

Plan.

Table 3.5.9.5.2-1. Interaction Table - Domain View: DPkn Old Plan but
bt in Bw Plan (1 of 2)

Step Event Interface Interface Data Issues Step Description
Client Provider Preconditions
B.1 | Verify status | DAAC Ops - | DPS PRs have already | The current plan | Current DPRs
of current Production been generated. (with DPRS) should be in the
DPRs Planner ESDTs must must have JobMgmt queue and
have been already been can be viewed by
installed. Input activated. the Production

granules must be

Planner by pressing

available. the Jobs Waiting”
button in the Ops
Console of the
AutoSys GUI.
3-110 313-CD-510-002




Table 3.5.9.5.2-1. Interaction Table - Domain View: DPkn Old Plan but

bt in Bw Plan (2 of 2)

Step Event Interface Interface Data Issues Step Description
Client Provider Preconditions

B.2 Create new | DAAC Ops- | PLS The new plan The Planning The Production
plan without | Production must not have Workbench Planner creates a
DPRs Planner any DPRs. must be up and | new plan (without

running. DPRs) to replace the
old plan (with
DPRs).

B.3 | Activate new | PLS DPS None The Planning The new plan is
plan Workbench activated.

must be up and
running.

B.4 | Verify old DAAC Ops- | DPS None Job The Production
(current, Production Management Planner uses the
existing) Planner and AutoSys Jobs Waiting”
DPR jobs must be up and | button to verify the
canceled running. priority of the new

plan and the
cancellation of old
priority DPR jobs.

3.5.9.5.3 DPR in OId Plan but Not in New Plan Thread Component Interaction

Table

Table 3.5.9.5.3-1 provides the Component Interaction: DPR in Old Plan but Not in New Plan.
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Table 3.5.9.5.3-1. Component Interaction Table: DPRn OIld Plan but

bt in Bw Plan
Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.1.1 | Operator DAAC AutoSys GUI The current DPRs should be in the
verifies Ops - gueue and can be viewed by the
DPRs on Productio Production Planner by pressing the
active plan | n Planner Jobs Waiting”button.
are in the
queue

B.2.1 | Operator DAAC EcPIWb | GUI The Production Planner creates a new
creates a Ops - plan (without DPRS) to replace the old
new plan Productio plan (with DPRS).

n Planner

B.3.1 | Activate EcPIWb | EcDpPrJ | Distribute | The new plan is activated.
new plan obMgmt d Object

B.4.1 | Verify state | DAAC AutoSys | GUI The Production Planner uses
of new Ops - AutoSys Jobscape to verify the priority
plan’s Productio of the new jobs.
DPRs n Planner

B.4.2 | Verify state | DAAC AutoSys | GUI The Production Planner uses the
of old Ops - Jobs Waiting"button to verify the
(existing) Productio cancellation of old priority DPR jobs.
plan’s n Planner Note -n this case, any jobs that have
DPRs gotten into AutoSys will not be deleted

during a replan. Only jobs that are in
the JobMgmt queue will be cancelled.

3.5.9.6 DPR in Both Old Plan and New Plan Thread

This thread illustrates how a current active plan with DPRs can be re-planned/reactivated as a
new plan with those same DPRs.

3.5.9.6.1 DPR in Both OIld Plan and New Plan Thread Interaction Diagram -
Domain View

Figure 3.5.9.6.1-1 depicts the DPR in Both Old Plan and New Plan Interaction - Domain View.
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Figure 3.5.9.6.1-1. DPRn Bth Old Plan and Bw Plan Interaction Diagram -
Domain View

3.5.9.6.2 DPR

Domain View

in Both Old Plan and New Plan Thread

Interaction Table -

Table 3.5.9.6.2-1 provides the Interaction - Domain View: DPR in Both Old Plan and New Plan.

Table 3.5.9.6.2-1. Interaction Table - Domain View: DPRn B8th Old Plan and
Bw Plan (1 of 2)

Step Event Interface Interface Data Issues Step Description
Client Provider Preconditions
C.1 | Operator DAAC Ops | DPS PRs have The current plan The current
verifies DPRs - already been (with DPRs) must | DPRs should be
of active plan Production generated. have already been | in the JobMgmt
are in the Planner ESDTs must activated. Job gueue and can
AutoSys queue have been Management be viewed by
installed. Input | must be up and the Production
granules must running. AutoSys | Planner by
be available. Jobscape must be | pressing the
up and running. Jobs Waiting”

button in the
Ops console of
the AutoSys
GUL.
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Table 3.5.9.6.2-1. Interaction Table - Domain View
Bw Plan (2 of 2)

: DPRn Bth OIld Plan and

Step Event Interface Interface Data Issues Step Description
Client Provider Preconditions

C.2 | Create new DAAC Ops | PLS None The Planning The Production
plan and - Workbench must | Planner creates
schedule with Production be up and a new plan and
existing DPRs Planner running. schedule using

the existing
DPRs, adjusting
the DPR
priorities as
necessary.

C.3 | Activate new PLS DPS None The Planning The new plan is
plan Workbench must | activated.

be up and
running.

C.4 | Verify DPR DAAC Ops | DPS None The Planning The Production
priorities in new | - Workbench must | Planner verifies
plan, Production be up and the DPR
cancellation of | Planner running. The priorities in the
old priority DPR Planning new plan and
jobs Workbench ALOG | the cancellation

file must exist. of the old
AutoSys priority DPR
Jobscape must be | jobs.
up and running.

3.5.9.6.3 DPR in Both OId Plan and New Plan Thread Component Interaction

Table

Table 3.5.9.6.3-1 provides the Component Interaction: DPR in Both Old Plan and New Plan.

Table 3.5.9.6.3-1. Component Interaction Table: DPR1 Bth Old Plan and
Bw Plan (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.1.1 | Operator DAAC AutoSys | GUI The current DPRs should be in the
verifies that Ops - JobMgmt queue and can be viewed by the
DPRs on Productio Production Planner by pressing the Jobs
active plan are | n Planner Waiting”button.
in the queue
C.2.1 | Operator DAAC EcPIWb | GUI The Production Planner creates a new
creates anew | Ops - plan.
plan Productio
n Planner
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Table 3.5.9.6.3-1. Component Interaction Table: DPRn Bth Old Plan and

Bw Plan (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

C.2.2 | Select PRs DAAC EcPIWb | GUI The Production Planner selects PRs, with
used by the Ops - DPRs that are in the JobMgmt queue that
old plan (see Productio he wishes to re-prioritize.
step C.2) n Planner

C.2.3 | Schedule DAAC EcPIWb | GUI The Production Planner creates a new
these PRs Ops - plan using the re-prioritized DPRs.

Productio
n Planner

C.3.1 | Activate plan EcPIWb | EcDpPrJ | Distribute | The new plan is activated.

obMgmt | d Object

C.4.1 | Verify priorities | DAAC AutoSys | GUI The Production Planner verifies that the
of plan’s Ops - new DPR priorities are in the JobMgmt
DPRs Productio gueue.

n Planner

C.4.2 | Priority DAAC AutoSys | GUI The new DPR job must be in the JobMgmt

changes Ops - gueue. The old DPR must be cancelled.
Productio If priorities differ between the old DPR and
n Planner the new DPR, the old DPR job should be

cancelled and a new DPR created. Note —
Only jobs that are in the JobMgmt queue
will have their priorities changed. If the
jobs are already in AutoSys, their priorities
are meaningless and are not changed.
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3.6 Landsat-7 Scenario

3.6.1 Landsat-7 Scenario Description

This scenario shows how ECS supports the archival and retrieval of Landsat-7 data. Landsat-7
data is provided to ECS from one of two primary sources: Landsat Processing System (LPS) and
Image Assessment System (IAS). LPS provides Landsat-7 LOR (Level 0 Reformatted)
subinterval data and Metadata Browse to ECS. IAS provides the Landsat-7 Calibration
Parameter files and Reports to ECS. The dialogue between LPS and ECS is managed by the
Landsat-7 Gateway. The interface between IAS and ECS is through a standard polling
mechanism managed by Ingest. The dialogue and polling mechanism are documented in the
ECS-Landsat-7 ICD. ECS does not process Landsat-7 data.

There are some notable data issues related to the Landsat-7 LOR subintervals. Actually, the LOR
data is produced by LPS in two independent parts, Format 1 and Format 2. While both parts are
required to make a complete LOR granule, these parts are provided to ECS independent from
each other. Additionally, there is no guarantee of the delivery order of the parts: Format 1 could
precede or follow the delivery of its corresponding Format 2. The deliveries might be separated
by delivery of parts of other granules. This requires ECS to determine if each received part’s
corresponding part has already been delivered. If so, further internal processing is performed to
match the parts and to create the complete LOR subinterval granule.

Another point of interest is that while LPS provides ECS with all LOR data, which is subinterval
data, ECS provides access to standard WRS Scenes*and Floating Scenes*within the subinterval
data. When LPS provides a subinterval, all WRS scene data is embedded in the subinterval and
metadata is provided to derive those scenes. The current ECS approach to storing and accessing
subintervals and scenes is to store all subinterval data, and to derive scenes from the subinterval
when ECS users request the scenes. To support this two things occur: First when subinterval
data is entered into the Data Server, references to all scenes that are available within that
subinterval are also created. These scenes are “virtual granules”, insofar as they are referenced
as granules, and are searchable, but the granule itself is not archived, per se. Rather it is created
upon access. Secondly, upon access the scenes are derived from their “parent” subinterval by
using internal subinterval subsetting services. Effectively, each scene knows which subinterval it
is part of, and it knows what to ask its subinterval to do in order to complete creation of itself.

(Note: Standard WRS Scenes are defined by specific ground distances from a center point
defined by the intersection of an orbit path and a latitude (row) in a set latitude grid. This scene
is “fixed”. A Floating Scene is a scene with the center not on one of these “fixed” scene
centers.)

The following system functionality is exercised in this scenario:
e User Profile Registration (see Thread A)
e LPS-driven data ingest (see Thread B)
e |AS-driven data ingest (see Thread D)
e Access to WRS Scenes (see Thread F)

e EDG browse of granules (see Thread E)
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3.6.2

8mm data distribution (see Threads, F &H)

Access to Floating Scenes and Floating Scene Price Estimation (see Threads H & 1)
Operator ability to status an order (see Threads, F, G & H).

Landsat-7 Error Handling (see Thread J)

Landsat-7 Scenario Preconditions

The following ESDTSs have been inserted into the ECS:

L70R (Complete L7 LOR subinterval)
L70RF1 (Format 1 of a LOR subinterval)
L70RF2 (Format 2 of a LOR subinterval)
L70RWRS (Complete L7 WRS Scene)
L70RWRSL1 (Format 1 part of a WRS Scene)
L70RWRS2 (Format 2 part of a WRS Scene)
L7CPF (Landsat-7 Calibration Parameter File)

Browse (Generic Browse file)

Other Preconditions are as follows:

3.6.3

Subscription for Landsat-7 subintervals entered on behalf of Instrument Team.

Standing order for WRS Scene, to be delivered on 8mm tape.

Landsat-7 Scenario Partitions

The Landsat-7 scenario has been partitioned into the following threads:

L-7 User Registration (Thread A) - This thread shows the processing required for
registering as a new ECS User (see section 3.6.4).

L-7 LPS Data Insertion (Thread B) - This thread shows how the ECS inserts data
provided by LPS (see section 3.6.5).

L-7 Standing Order Support (Thread C) — This thread deleted.

L-7 IAS Data Insertion (Thread D) - This thread shows how the ECS inserts data
provided by IAS (see section 3.6.7).

L-7 Search and Browse (Thread E) - This thread shows how the ECS supports users
searching for and browsing data holdings (see section 3.6.8).

L-7 Ordering RS Scenes (Thread F) - This thread shows how the ECS supports user
orders for WRS scenes (see section 3.6.9).

L-7 MOC Interface Thread (Thread G) — This thread shows the interface between the
ECS and the MOC for Cloud Cover Assessment (CCA) data (see section 3.6.10).
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L-7 Ordering ating Scenes (Thread H) — This thread shows how the ECS supports

user orders for L70R floating scenes (see section 3.6.11).

L-7 Fating Scenes Price Estimation (Thread I) — This thread shows how the ECS
supports price estimation for orders of L70R floating scenes (see section 3.6.12).
(Thread J) — This thread shows how the ECS supports operator

e L-7 Error khdling
requests for Merging/De-Merging/Delete of L-7 granules in the SDSRV database. (see

section 3.6.13)

3.6.4 Landsat-7 User Registration Thread

This thread shows the processing required for registering as a new ECS User.

3.6.4.1 Landsat-7 User Registration Interaction Diagram - Domain View

Figure 3.6.4.1-1 depicts the L-7 User Registration Interaction - Domain View.

A.6 Send User Account Profile

(via USPS Mail)

A.3 Get new user r;zquest
A.4 Complete User Profile

User Registration
Server

- 1
A.5 Email Confirmation

\ .
A.7 Replicate User Profile .
N -
=3 Distributed Object (rpc, CtLib) ‘ v
""') HMI (GUI, Xterm, command) S
erver
—> fip

email (or other as noted)
Double line - Synchronous

- - email (or other as noted)
Dashed - Asynchronous

Al N.ew User Request

DAAC

User Reg.
Tool

A.2 Submit

SMC

User Registration &—Reavest

Figure 3.6.4.1-1. L7 User Byistration Interaction Diagram

3.6.4.2 Landsat-7 User Registration Interaction Table - Domain View

Table 3.6.4.2-1 provides the Interaction - Domain View: L-7 User Registration.
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Table 3.6.4.2-1.

Interaction Table - Domain View: I User Bgistration

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precondi
tions

A.l New Science User None None Science user loads User Registration
User User Registrati Tool, via its URL, from their favorite
Reque on Tool Web Browser. Science user fills out
st form with initial registration information.

This information includes:user name,
address, telephone number, email
address and mother’'s maiden name (for
security confirmation). Request is
gueued at the SMC.

A.2 Submi | User User None None User Registration Tool submits the new
t Registrati | Registrati user’s request. The request is queued
Reque | on Tool on Server at the SMC, awaiting the DAAC User
st Services staff from the user’s selected

home DAAC to confirm the new user.

A3 Get DAAC User None None DAAC User Services Representative
New User Registrati (periodically) checks for new user
User Services | on Server registration requests. In this case the
Reque | Represe request for our new user is found. User
st ntative Services staff checks the information

provided.

A4 Compl | DAAC User None None DAAC User Services Representative
ete User Registrati completes the new user’s User Profile.
User Services | on Server The request is marked as confirmed
Profile | Represe and accepted. DAAC User Services

ntative Representative may call Science User
for any further information or
clarification.

A5 Email | User Science None None User Registration Server e-mails
Confir | Registrati | User confirmation of the user’s registration
matio | on request.

n Server

A.6 Send | DAAC Science None None DAAC User Services Representative
User User User sends complete user account profile,
Accou | Services including user name and password, to
nt Represe Science User via USPS mail.

Profile | ntative

A7 Replic | Sybase Sybase None None The user profile is replicated at each
ate DAAC. Each DAAC is capable of
User browsing user profiles locally. User
Profile profiles can only be created or modified

at the SMC by operators from the user’s
home DAAC (who logs in remotely) or
by select SMC operators.
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3.6.4.3 Landsat-7 User Registration Component Interaction Table

Table 3.6.4.3-1 provides the Component Interaction: L7 User Registration.

Table 3.6.4.3-1. Component Interaction Table: £ User Bgistration (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.1.1 | Startup Science EcCIDtUs | Web Science User invokes the configured Web
User User erProfile Browser | Browser with the URL of the User Registration
Registratio Gateway Tool.

n Tool

A.1.2 | Input User | Science EcCIDtUs | Web The Science User populates forms with ECS
Registratio | User erProfile Browser | registration information. This information
n Gateway includes:user name, address, telephone
Information number, email address and mother’'s maiden

name (for security confirmation). The user
then submits this information.

A.2.1 | Submit EcCIDtU | EcMsAcR | Distribut | The User Registration Tool submits the User
User serProfile | egUserSr | ed Registration Request to the User Registration
Registratio | Gateway | vr Object Server for approval.

n Request

A.2.2 | Store a EcMsAc | Sybase CtLib The User Registration Request is saved for
User RegUser approval by DAAC User Services.
Registratio | Srvr
n Request

A.3.1 | Startup DAAC EcMsACR | Xterm DAAC operations remotely start the SMC
User Ops - egUserG User Registration Server GUI after logging
Registratio | User ul into the SMC.

n Server Services
GUI

A.3.2 | Review DAAC EcMsAcR | Xterm On a periodic basis (based on DAAC policy),
New User Ops - egUserG User Services checks for any new User
Request User ul Registration Requests.

Services

A.3.3 | Get New EcMsAc | EcMsAcR | Distribut | Request all new User Registration Requests.
User RegUser | egUserSr | ed The GUI connects to the Registration Server
Requests GUI vr Object at the SMC.

A.3.4 | Retrieve EcMsAc | Sybase CtLib All pending User Registration Requests for
User RegUser the operator's home DAAC are retrieved from
Registratio | Srvr the database.

n Requests
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Table 3.6.4.3-1. Component Interaction Table: £ User Bgistration (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.4.1 | Update EcMsAc | EcMsAcR | Distribut | DAAC User Services completes the User
User RegUser | egUserSr | ed Profile from the request. Updated information
Request GUI vr Object includes VOGateway User name, group and

password.

A.4.2 | Create EcMsAc | EcMsAcR | Distribut | User Registration Server takes the completed
User Profile | RegUser | egUserG | ed User Registration Request and makes a User

GUI ul Object Profile, registering the user.

A.4.3 | Store a EcMsAc | Sybase CtLib The User Profile is saved in the SMC User

User Profile | RegUser Profile Database.
Srvr

A5.1 | Send E- EcMsAc | CsEmMai | e-mail A Confirmation message is sent to the new

mail RegUser | IRelA (to ECS Science User, via CSS infrastructure
Srvr Science mail services (CsEmMailRelA).
User)

A.7.1 | Replicate Sybase Sybase EcMsRs | The user profile is replicated at each DAAC

User Profile Db via the Sybase Replication Server.

3.6.5 Landsat-7 LPS Data Insertion Thread
This thread shows how the ECS inserts data provided by LPS.

3.6.5.1 Landsat-7 LPS Data Insertion Thread Interaction Diagram - Domain View

Figure 3.6.5.1-1 depicts the L-7 LPS Data Insertion Interaction - Domain View.

B.2 Create Session
B.3 Data Transfer Messages L/GW
B.12 Data Delivery Notice Messages

S ———

B.8 Trigger Event (subinterval)
B.10 Trigger Event (scene)
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'"") HMI (GUI, Xterm, command)
—> fip
email (or other as noted)
Double line - Synchronous
- - email (or other as noted)
Dashed - Asynchronous

B.4 Data Transfer

B.11 Data Delivery

DSS

Status \ B.1 Get SDSRV URs

B.5 Create Staging Disk & Transfer Files (to Disk)
B.6 Request Data Insert (subinterval)
B.9 Request Data Insert (scene — includes Browse)

B.7 Archive Backup on Insert (subinterval)

\/

Figure 3.6.5.1-1. 7 BPS Data Insertion Interaction Diagram

3-121

313-CD-510-002




3.6.5.2 Landsat-7 LPS Data Insertion Thread Interaction Table - Domain View

Table 3.6.5.2-1 provides the Interaction - Domain View: L-7 LPS Data Insertion.

Table 3.6.5.2-1. Interaction Table - Domain View: £7 PS Data Insertion (1 of 2)

Step Event Interf | Interface Data Step Description
ace Provider | Issues | Preconditions
Client
B.1 Get INS 10S None None Upon startup, Ingest gets the
SDSRV SDSRV URs for each data type in
URs its database.
B.2 Create LPS L7GWY None All required In order to transfer L7 subinterval
Session binding data, LPS initiates a session with
information is ECS. This is accomplished by
provided to sending a series of control
LPS. messages to the L7TGWY
B.3 Data LPS L7GWY None None A Data Availability Notice (DAN)
Transfer is sent to indicate that LPS
Message transfer of L7 data has begun.
S
B.4 Data L7GW [ INS None None L7GW Yasses all Data Transfer
Transfer Y messages to the Ingest
Message subsystem.
s
B.5 Create INS DSS None None Ingest interfaces with the DSS to
Staging create an Ingest staging disk and
Disk & transfers the files to this staging
Transfer disk.
Files
B.6 Request | INS DSS For 3 L70RF1, When complete L70R data is
Data scenes: | L70RF2 and transferred to Ingest staging
Insert 13 L70R ESDTs. disks, Ingest validates information
(subinter L70RF1 (preprocessing) and sends a
val) files @ request for the data to be read by
732MB, DSS for archival. DSS reads the
or7 data from the designated staging
L70RF2 disk area. Note the number of
@ files depends on the number of
387MB, scenes. L70RF1 files 40 %
from browse file per scene. L70RF2
Landsat files = to 9 depending whether
-7 Team Band 8 is processed with 1, 2, or
3 files.
B.7 Archive DSS DSS None None SDSRYV tells STMGT to store the
Backup files in the archive. A list of files
on Insert is passed with the location of

each file, the archive ID
associated with the file, and the
backup archive ID for each file.
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Table 3.6.5.2-1. Interaction Table - Domain View: £7 PS Data Insertion (2 of 2)

Step | Event | Interfac | Interface Data Step Description
e Client | Provider | Issues | Preconditions
B.8 Trigger | DSS SBSRV None None Upon successful completion of
Event insertion of L70RF1, L70RF2, or
complete L70R subinterval, the
appropriate Insert event is triggered.
B.9 Reque | INS DSS 3 None Ingest derives WRS scene
st Data L70RW information from the subinterval
Insert RS(F1/F metadata. Virtual scene granules
(scene 2) virtual (metadata only) are inserted into
-one granules the Data Server, and Browse data
ata , are inserted into the archive.
time) Browse Each scene is done separately.
granules After combining L70RF1 &
(F1) L70RF2 to form L70R data and
combining L70RWRS1 &
L70RWRS2 to form L70RWRS
data, the metadata is deleted
form the SDSRV DB.
B.10 | Trigger | DSS SBSRV None None Data server triggers the scene’s
Event Insert event when the scene and
Browse data are successfully
saved.
B.11 Data INS L7GWY None None Ingest creates a status
Delivery acknowledgment message to
Status return to LPS.
B.12 | Data L7GWY | LPS None None L7 Gateway passes Data Delivery
Delivery Notice to LPS.
Notice

3.6.5.3 Landsat-7 LPS Data Component Interaction Table

Table 3.6.5.3-1 provides the Component Interaction: L-7 LPS Data Insertion.

Table 3.6.5.3-1. Component Interaction Table: £7 PS Data Insertion (1 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
B.1.1 | Get SDSRV | EclnReq | EcloAdSe | Distribute | Upon startup, Ingest Request Manager
URs from Mgr rver d Object requests the SDSRV URs for each data
I0S type in its database.
B.2.1 | LPS Create | LPS EcCsLand | rpc LPS and the Gateway server exchange
Session sat7Gate messages to begin a session. The
way Session messages include Authentication
Request and Authentication Response,
which are documented in the ECS -
Landsat-7 ICD.
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Table 3.6.5.3-1. Component Interaction Table: £7 PS Data Insertion (2 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.3.1 | Begin LPS | LPS EcCsLand | rpc LPS first sends a DAN, letting ECS know
Data sat7Gate that data is available, what data it is and
transfer way where it is. ECS responds with a data

availability acknowledgment (DAA). After
insertion, ECS provides a DDN, which is
acknowledged by LPS with a DDA.

B.4.1 | Data EcCsLan | EclnAuto | Distribute | The L7 Gateway transfers the LPS data
Transfer dsat7Gat d Object exchange messages to Ingest. Ingest
Messages | eway provides responses in accordance with the

L7 - ECS ICD.

B.4.2 | Send EcinAuto | EcinReq Distribute | Auto Ingest process packages the Data

Request Magr d Object Transfer messages into the appropriate
Ingest Requests. The data source (LPS),
defined on startup, is passed to the Ingest
Request Manager.

B.4.3 | Granule EcinReq | EcIinGran | Distribute | Request Manager packages the request
Process Mgr d Object into granules and sends them to the Ingest
Request Granule Server.

B.5.1 | Create EcinGran | EcDsStSt | Distribute | Ingest calls STMGT to create a Staging
Staging agingDisk | d Object Disk, which allocates space and passes
Disk Server back a reference to that disk space. The

correct Staging Disk is determined from
the Ingest database, based on data type.
The amount of staging disk to request is
determined from the DAN.

B.5.2 | Allocate EcinGran | EcDsSting | Distribute | Ingest now creates the Resource manager
Media estFtpSer | d Object for its ftp server via a STMGT Resource
Resource ver Manager Factory. Ingest knows that this

request is via ftp from a database lookup,
keyed on the data provider. The correct
resource manager is determined from the
Media Type handed to the resource factory
(IngestFtp, in this case). The correct
IngestFtp Server resource is determined
from configuration within the Ingest
Database.

B.5.3 | Ftp Get EcinGran | EcDsSting | Distribute | Ingest directs the ftp server to get the files
files estFtpSer | d Object from the LPS host and location, as

ver indicated in the DAN, placing them on the
staging disk.

B.6.1 | Connectto | EcinGran | EcDsScie | Distribute | Ingest begins a session with the SDSRV
SDSRV nceDataS | d Object by connecting. The correct SDSRYV is

erver determined during EclnRegMgr startup,

from Advertising, based on the data type.
This is pertinent if there are multi-SDSRVs
in use at one DAAC in one mode.
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Table 3.6.5.3-1. Component Interaction Table: £7 PS Data Insertion (3 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.6.2 | Request EcinGran | EcDsScie | Distribute | Ingest requests the metadata configuration
Metadata nceDataS | d Object file (MCF) for the data being inserted. The
Configurati erver data types being inserted are derived from
on File the DAN messages sent by LPS. Ingest

performs preprocessing (current number of
files for data type, extraction of metadata,
etc.).

B.6.3 | Validate EcinGran | EcDsScie | Distribute | After building the granule’s metadata file,
Metadata nceDataS | d Object Ingest asks SDSRV to validate the

erver metadata, based on the granule’s data
type.

B.6.4 | Request EcinGran | EcDsScie | Distribute | Ingest requests that the received files for
Data Insert nceDataS | d Object the LPS LOR Subinterval are inserted into

erver the Data Server. An Insert request,
containing the names of the files
comprising the subinterval, is created. The
structure of the Insert Request is hard-
coded in the granule server. SDSRV
validates metadata and determines the
archived names of the files. (Note this
validation is on a different level than the
Ingest validation.)

B.6.5 | STMGT EcDsSci | EcDsStAr | Distribute | SDSRV requests that the files are

Store enceData | chiveServ | d Object archived. The archive server copies the
Server er inserted files directly from the Ingest
staging disks that they are residing on. The
correct archive object to request is
determined by the Archive ID input during
ESDT installation.

B.7.1 | Establish EcDsSci | EcDsStAr | Distribute | When the SDSRYV tells STMGT to store the
backup enceData | chiveServ | d Object files in the archive, a list of files is passed
files IDs Server er with the location of each file, the archive 1D

associated with the file, and the backup
archive ID for each file.

The backup archive ID may be null strings
if the file is not to be backed up. Backups
are performed on an ESDT basis. The
Archive ID, Backup Archive ID, a
checksum, file size, and status for each file
are returned to SDSRYV along with a status
for the request.
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Table 3.6.5.3-1. Component Interaction Table: £7 PS Data Insertion (4 of 6)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.7.2

Move to
Primary

EcDsStA
rchiveSer
ver

EcUtCopy
Exec

CtLib

File is copied by IDG provided executable
from where Ingest placed it originally to the
AMASS cache for that archive server. The
archive ID indicates which archive server is
used and which directory path is used
within the archive. If the Backup Archive
ID is blank, then the next file in the request
is processed.

B.7.3

Move to
Backup

EcDsStA
rchiveSer
ver

EcUtCopy
Exec

CtLib

File is copied by IDG provided executable
from where Ingest placed it originally to the
AMASS cache for the backup archive
server. The Backup Archive ID indicates
which archive server is used for backup
and the directory path within that archive.
This is done only if the Backup Archive ID
is not empty. The operator is notified of an
archive failure and is able to see the file
and its backup status. The operator can
reinitiate the backup of the file at a later
time.

B.7.4

Move to
Offsite

EcDsStA
rchiveSer
ver

EcUtCopy
Exec

CtLib

File is copied by IDG provided executable
from where Ingest placed it originally to the
AMASS cache for the offsite archive
server. The offsite archive server is
determined by the value for the Offsite
Archive ID. This is done only if the Offsite
Archive ID is not empty. The operator is
notified of an archive failure and is able to
see the file and its backup status. The
operator can reinitiate the backup of the
file at a later time.

B.7.5

Adding a
Granule to
Inventory

EcDsSci
enceData
Server

Sybase/S
Qs

CtLib

The validated metadata is parsed and
added to the inventory of the SDSRV.
SDSRYV queries the DB for L70RF1 and
L70RF2 and creates L70R data. After
combining L70RF1 and L70RF2, it then
deletes the metadata for L7ORF1 and
L70RF2.

B.8.1

Trigger
Event

EcDsSci
enceData
Server

EcSbSub
Server

Distribute
d Object

Upon successful insertion of LOR
subinterval granule, the L7OR Insert event
is triggered. The correct subscription
server is determined from SDSRV
configuration. The correct event to trigger
is determined from the events file which
was populated during ESDT installation.
The UR of the inserted granule is provided
with the event triggering.
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Table 3.6.5.3-1. Component Interaction Table: £7 PS Data Insertion (5 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.8.2 | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscriptio | Server determining which subscriptions need to
ns be activated, or fired. Each query hit"is

an activated subscription and executes
independently.

B.9.1 | Derive EcInGran | EcinGran | Internal The Ingest granule server component is
Scenes hard-coded to derive and insert scene data

whenever a LPS subinterval is inserted.

B.9.2 | Request EcinGran | EcDsScie | Distribute | Ingest requests the metadata configuration
Metadata nceDataS | d Object files (MCF) for the scene and Browse data
Configurati erver being inserted.
on File

B.9.3 | Validate EcinGran | EcDsScie | Distribute | After building a metadata file for each
Metadata nceDataS | d Object virtual scene and Browse granule, Ingest

erver asks SDSRYV to validate the metadata,
based on the granule’s data type.

B.9.4 | Request EcinGran | EcDsScie | Distribute | Ingest requests that the virtual scene and
Data Insert nceDataS | d Object Browse granules are inserted into the Data

erver Server. An Insert request, containing the
names of the metadata files is created.
The structure of the Insert Request is hard-
coded within the granule server process.
SDSRYV validates the metadata file.

B.9.5 | Adding a EcDsSci | Sybase/S | CtLib The validated metadata is parsed and
Granule to | enceData | QS added to the inventory of the SDSRV.
Inventory Server SDSRYV queries the DB for L70RWRS1

and L70RWRS?2 and creates L7TORWRS
data. After combining L70RWRS1 and
L70RWRS2, it then deletes the metadata
for L70RWRS1 and L70RWRS2.

B.9.6 | Completion | EcinReq | EcInGran | rpc The Ingest Granule Server sends a
Callback Mgr completion callback to the Ingest Request

Manager when the processing of the
granule is complete.

B.10. | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of each Landsat-

1 Event enceData | Server d Object 7 scene virtual granule, the L70R WRS

Server Insert event is triggered. This is a qualified

event. The scene’s spatial metadata is
passed along with the trigger. The correct
subscription server is determined from
SDSRYV configuration. The correct events
to trigger are determined from the events
file which was populated when the ESDT
was installed. The UR of the inserted
granule is provided with the event
triggering.
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Table 3.6.5.3-1. Component Interaction Table: £7 PS Data Insertion (6 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
B.10. | Retrieve EcSbSub | Sybase CtLib SBSRV queries the Sybase database
2 Subscriptio | Server determining which subscriptions need to
ns be activated, or fired. Each query hit'is
an activated subscription and executes
independently.
B.11. | Data EcinReq | EcCsLand | rpc Ingest creates a Data Delivery Notice
1 Delivery Mgr sat7Gate indicating successful insertion of LPS data.
status way Note the Ingest session with the L7TGWY
was established in step B.4.
B.12. | Data EcCsLan | LPS rpc L7 Gateway sends the Data Delivery
1 Delivery dsat7Gat Notice to LPS. LPS responds with a Data
Notice eway Delivery Acknowledgment (DDA).
3.6.6 Landsat-7 Standing Order Support Thread (Deleted)

3.6.7 Landsat-7 IAS Data Insertion Thread
This thread shows how the ECS inserts data provided by IAS.

3.6.7.1 Landsat-7 IAS Data Insertion Thread Interaction Diagram - Domain View

Figure 3.6.7.1-1 depicts the Landsat-7 IAS Data Insertion Interaction.

D.7 Trigger Event (L7CPF)

Distributed Object (rpc, CtLib)

HMI (GUI, Xterm, command)
—> fip

email (or other as noted)
Double line - Synchronous
email (or other as noted)
Dashed - Asynchronous

D.3 IAS Copies Files

D.2 Directory Polling

D.4 Detect and Read Data
| D.1 Get SDSRV URs

D.5 Create Staging Disk & Transfer Files (to Disk)
D.6 Request Data Insert (L7CPF)

DSS$

Figure 3.6.7.1-1. Andsat-7 IAS Data Insertion Interaction Diagram
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3.6.7.2 Landsat-7

IAS Data Insertion Thread Interaction Table - Domain View

Table 3.6.7.2-1 provides the Interaction - Domain View: L-7 IAS Data Insertion.

Table 3.6.7.2-1. Interaction Table - Domain View: £7 IAS Data Insertion

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
D.1 Get INS 10S None None Upon startup, Ingest gets the
SDSR SDSRYV URs for each data type in
V URs its database.

D.2 Polling | INS directory | None Entire step is When system is started, Ingest
really a begins polling a directory, looking
precondition. for files that meet the following

standard: *PDR, in the pre-
configured directory.

D.3 | Copy |IAS directory | None IAS knows the | IAS copies the CPF, PDR and

Files host and metadata files to the directory which
directory to Ingest is polling.
place files.
D.4 Detect | INS Directory | None None Ingest Polling detects data in the
& directory and reads the data.
Read
Data
D.5 Create | INS DSS None None Ingest interfaces with the DSS to
Stagin create an Ingest staging disk and
g Disk transfers the files to this staging
& disk.
Transf
er
Files
D.6 Reque | INS DSS 1 L7CPF ESDT Ingest inserts the new CPF granule
st Data L7CPF into the Data Server.
Insert @
127MB
D.7 Trigger | DSS SBSRV None None Upon successful completion of
Event insertion of L7CPF, the

L7CPFInsert event is triggered.

3.6.7.3 Landsat-7 IAS Data Insertion Thread Component Interaction Table

Table 3.6.7.3-1 provides the Component Interaction: L-7 IAS Data Insertion.
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Table 3.6.7.3-1. Component Interaction Table: £7 IAS Data Insertion (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
D.1.1 | Get SDSRV | EclnReq | EcloAdS | Distribute | Upon startup, Ingest Request Manager
URs from Mgr erver d Object | requests the SDSRV URs for each data type
I0S in its database.
D.2.1 | Ingest EcinPolli | Polling ftp Ingest begins polling the configured directory.
Polling ng Directory It periodically looks for files named *PDR.
The polling periodicity is determined from a
configuration file. The mask of the file to look
for is determined from configuration by the
Notify Type of the data provider in the Ingest
database.
D.3.1 IAS Copies | IAS Polling ftp IAS ftp’s the Calibration Parameter File to the
Files Directory predetermined directory. Location, directory,
user name and password are as per the L7-
Operations Agreement.
D.4.1 | Polling EcinPolli | Polling ftp Ingest Polling detects files matching the
Detects ng Directory *PDR mask.
Files
D.4.2 | Send EcinPolli | EcinReq | Distribute | Polling Ingest process copies the PDR file to
Request ng Mgr d Object | the Ingest remote directory and sends a
Create Request rpc to Request Manager.
The data source (IAS), defined on startup, is
passed to the Ingest Request Manager.
D.4.3 | Granule EcinReq | EcInGran | Distribute | Request Manager packages the request into
Process Mgr d Object | granules and sends them to the Ingest
Request Granule Server.
D.5.1 | Create EcinGran | EcDsStS | Distribute | Ingest creates Staging Disk. The correct
Staging Disk tagingDis | d Object | Staging Disk is determined from the Ingest
kServer Database. The amount of staging disk to
request is determined from the *PDR file.

D.5.2 | Allocate EcinGran | EcDsStIn | Distribute | Ingest now creates the Resource manager for

Media gestFtpS | d Object | its ftp server via a Resource Manager

Resource erver Factory. Ingest knows that this request is via
ftp from a database lookup, keyed on the
data provider. The correct resource manager
is determined from the Media Type handed to
the resource factory (IngestFtp, in this case).
The correct IngestFtp Server resource is
determined from configuration within the
Ingest Database.

D.5.3 Ftp Get files | EcInGran | EcDsStin | Distribute | Ingest directs the ftp server to get the files
gestFtpS | d Object | from the host and location, as indicated in the
erver *PDR file, placing them on the staging disk.

D.6.1 | Connectto EcinGran | EcDsSci | Distribute | Ingest begins a session with the SDSRV by

SDSRV enceDat | d Object | connecting. The correct SDSRYV is
aServer determined during EclnRegMgr startup, from

Advertising, based on the data type. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.
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Table 3.6.7.3-1. Component Interaction Table: £7 IAS Data Insertion (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

D.6.2 Request EcinGran | EcDsScie | Distribute | Ingest requests the metadata configuration
Metadata nceDataS | d Object | file (MCF) for the data being inserted. The
Configuratio erver data types being inserted are derived from
n File the *PDR file sent by IAS. Ingest performs

preprocessing (current number of files for
data type, metadata extraction, etc.).

D.6.3 | Validate EcinGran | EcDsScie | Distribute | After building a metadata file for the CPF
Metadata nceDataS | d Object | granule, Ingest asks SDSRYV to validate the

erver metadata, based on the granule’s data type.

D.6.4 | Request EcinGran | EcDsScie | Distribute | Ingest requests that the received files for the
Data Insert nceDataS | d Object | L7CPF are inserted into the Data Server. An

erver Insert request, containing the names of the
files comprising the CPF granule, is created.
The structure of the Insert Request is hard-
coded in the granule server process.
SDSRYV validates metadata and determines
the archived names of the files.

D.6.5 | STMGT EcDsSci | EcDsStAr | Distribute | SDSRV requests that the CPF is archived.
Store enceDat | chiveServ | d Object [ The archive server copies the files directly

aServer er from the Ingest staging disks that they are
residing on. The correct archive object to
request is determined by the Archive ID input
during ESDT installation.

D.6.6 [ Adding a EcDsSci | Sybase/S | CtLib The validated metadata is parsed and added
Granule to enceDat | QS to the inventory of the SDSRV.

Inventory aServer

D.6.7 | Completion | EclnReq | EcInGran | rpc The Ingest Granule Server sends a

Callback Mgr completion callback to the Ingest Request
Manager.

D.6.8 IAS Data EcinReq [ IAS file Ingest places the completion status in a

Response Mgr Production Acknowledgment Notice (PAN)
file, which is placed in a directory accessible
to IAS.

D.7.1 | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of L7 CPF granule,
Event enceDat | Server d Object | the L7CPF Insert event is triggered. The

aServer correct subscription server is determined
from SDSRV configuration. The correct
events to trigger are determined from the
events file, which was populated during
ESDT installation. Provided with the event
triggering is the UR of the inserted granule.

D.7.2 Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscription | Server determining which subscriptions need to be

S

activated, or fired. Each query hit’is an
activated subscription and executes
independently.
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3.6.8 Landsat-7 Search and Browse Thread

This thread shows how the ECS supports users searching for and browsing data holdings.

3.6.8.1 Landsat-7 Search and Browse Thread Interaction Diagram - Domain View

Figure 3.6.8.1-1 depicts the L-7 Search and Browse Interaction.

E.10 View E.1 Inventory Search

~ E.4 Browse Granule

T
.

*

EOSview 'S
Y EDG
E.8 Distribution
Notice | E.2 Search

E.5 Order (browse)
(socket level interface)

1
,l E.3 Search

E.9 Data Request

\
1
1
1
1

-1
]
)

1

1

*

E.6 Acquire
(browse, via ftpPull)

v

Distributed Object (rpc, CtLib)| ~**+
HMI (GUI, Xterm, command)
ftp

email (or other as noted)
Double line - Synchronous
email (or other as noted)
Dashed - Asynchronous

Vv

v

Figure 3.6.8.1-1. L7 Search and Bowse Interaction Diagram

3.6.8.2 Landsat-7 Search and Browse Thread Interaction Table - Domain View

Table 3.6.8.2-1 provides the Interaction - Domain View: L-7 Search and Browse.

Table 3.6.8.2-1. Interaction Table - Domain View: £7 Search and Bowse (1 of 2)

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precond
itions
E.l Invent | Science EDG None None Upon notification that there are new
ory User scenes available, the Science User
Searc decides to look for additional scenes of
h interest. First, the user invokes
Netscape, navigates to the EOS Data
Gateway (EDG) and searches for scenes
over another area of interest.
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Table 3.6.8.2-1. Interaction Table - Domain View: £7 Search and Bowse (2 of 2)

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precond
itions
E.2 Searc | EDG VOGWY | None None EDG submits the Science User’s search
h criteria to the VO Gateway in ODL
format, via a specific socket.

E.3 Searc | VOGWY | SDSRV None None The VO gateway translates the Search

h (DSS) criteria from ODL to a query object
(using GlParameters), and submits that
guery to the Search service. The results
of this Search are returned
synchronously, and are passed back to
EDG, which displays them to the
Science User.

E.4 Brows | Science EDG None None User decides some of these granules

e User might be of interest, so before ordering

Granu them he decides to get a browse image

le of one to verify.

E.5 Order | EDG VOGWY | None None EDG submits ftp Browse Request to the
VO Gateway in ODL format via a specific
socket-level interface.

E.6 Acquir [ VOGWY | SDSRV None None VOGW $ubmits an Acquire request for

e Data the browse granule, via ftp Pull.

E.7 Delete | Operator | DSS None None The Operator is notified when expired

Expire files have to be removed from the Pull

d Files Cache. The Operator views and sorts a
file display, and deletes files based on
expiration status.

E.8 Distrib | DSS Science None None Send email notification to Science User,

ution User notifying that the browse granule is now

Notice available for ftp access.

E.9 Data Science DSS 1 None Scientist ftps browse granule to their

Reque | User browse workstation via a request.

st granule

@vB

E.10 | View Science EOSView | None None Science User invokes EOSView, and

Data User views the selected scene’s browse
image.

3.6.8.3 Landsat-7 Search and Browse Thread Component Interaction Table

Table 3.6.8.3-1 provides the Component Interaction: L-7 Search and Browse.
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Table 3.6.8.3-1. Component Interaction Table: £7 Search and Bowse (1 of 5)

Step Event Interface | Interface | Interface Description

Client Provider Mech.
E.1.1 | Startup EDG | Science Netscape | Comman | Science User invokes a Netscape browser
User d and navigates to the EOS Data Gateway
home page.

E.1.2 | Select Science Netscape | GUI The Science User provides search
Inventory User constraints and the products desired. When
Search, guery constraints are completed, the query is
Provide submitted.

Query
constraints,
Submit
Query

E.2.1 | VO Gateway | Netscape | EcDmVO | ODL, EDG submits a search to the VO Gateway,
Inventory ToEcsGa | over by converting the search criteria into an ODL
Search teway sockets structure and passing that structure to a

socket provided by the Gateway. The
correct socket is determined from
configuration information in the Valids file.

E.3.1 | Establish EcDmVO | EcMsAc Distribut | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | ed ECS Authenticator from ODL message,

teway Srvr Object which includes an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.

E.3.2 | Translate EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL

Query ToEcsGa | tServer (RWDBT | into ECS names for query submittal using the
teway ool) DDICT database. Interface currently is
directly to Data Dictionary database.
Database name is retrieved from
configuration file.

E.3.3 | Connectto EcDmVO | EcDsScie | Distribut | The Gateway first connects to the SDSRV.

SDSRV ToEcsGa | nceData | ed The correct SDSRYV is determined by
teway Server Object configuration file.

E.3.4 | SDSRV EcDmVO | EcDsScie | Distribut | The Gateway translates the query into a
Query ToEcsGa | nceData | ed DsClQuery object. This object is handed to

teway Server Object the Search interface of the DsCI ESDT

ReferenceCollector. This Search method is
synchronous, so the results of the search are
returned to the calling function. After the
search the Gateway receives a list of URs.
Then it does an fnspectto the SDSRV to

get the metadata. It first performs a
GetQueryableParamerter to determine all
attributes associated with each granule.
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Table 3.6.8.3-1. Component Interaction Table: £7 Search and Bowse (2 of 5)

Step Event Interface | Interface | Interface Description

Client Provider Mech.
E.3.5 | Request EcDsScie | Sybase/S | CtLib The SDSRYV breaks down the Query object
Metadata nceData | QS and translates it into a sequence of calls to
Server the inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database.
These results are packaged and returned to
the Query client.

E.3.6 | Result Netscape | EcDmVO | ODL, When the Gateway gets the results, they are
Retrieval ToEcsGa | over translated into ODL, and passed back to the

teway Sockets | EDG tool. The correct socket for sending
results to EDG is the one used to submit the
query. EDG then displays the results of the
guery to the user.

E.4.1 | EDG ftp Science Netscape | GUI Science User decides to browse a specified
Browse User granule. They click the Browse field, then

Go To Browse?”

E.5.1 | VOftp Netscape | EcDmVO | ODL, EDG submits an ftp Pull Request for the
Browse ToEcsGa | over browse to the VO Gateway. The correct

teway sockets socket is determined from Valids file.

E.5.2 | Establish EcDmVO | EcMsAc Distribut | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | ed ECS Authenticator from ODL message,

teway Srvr Object which includes an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.

E.5.3 | Connect to EcDmVO | EcDsScie | Distribut | The VOGateway begins a session with the

SDSRV ToEcsGa | nceData | ed SDSRYV, on behalf of the science user. The
teway Server Object correct SDSRV is determined by the UR of
the granule whose browse is being
requested. This is pertinent if there are multi-
SDSRVs in use at one DAAC in one mode.

E.5.4 | Add PGE EcDmVO | EcDsScie | Distribut | The VO Gateway establishes the data
granule’s ToEcsGa | nceData | ed context of the session with the SDSRV by
UR to teway Server Object adding granules to the session. The Granule
Session UR of the granule to be browsed is added to

the ESDT ReferenceCollector.

E.5.5 | Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.

E.5.6 | Inspect EcDmVO | EcDsScie | Distribut | The VO Gateway determines the UR of the
Granule ToEcsGa | nceData | ed Browse granule to acquire by inspecting the
Value teway Server Object browsed’'metadata attribute of the granule
Parameters to be browsed.
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Table 3.6.8.3-1. Component Interaction Table: £7 Search and Bowse (3 of 5)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.5.7 | Add PGE EcDmVO | EcDsScie | Distribut | The VO Gateway adds the Browse granule to
granule’s ToEcsGa | nceData | ed the data context of the session with the
UR to teway Server Object SDSRYV by adding its UR to the session.
Session

E.5.8 | Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes adding the browse
Granule nceData | QS granule to the session by retrieving the
Metadata Server metadata for the requested granules from the
from Sybase/SQS database. The metadata for
Inventory each granule is passed back to the reference

objects for each granule.

E.6.1 | Acquire EcDmVO | EcDsScie | Distribut | The VO Gateway submits an Acquire request

Data ToEcsGa | nceData | ed for the granule. The Acquire request is for
teway Server Object an ftp Pull of the browse granule in the ESDT

ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request only contains the
status of the request’s submittal. This
request asks for a distribution notice to be
emailed. The e-mail address is obtained
from the User Profile. The Acquire request
structure is hard coded using the constants
in the DDIST provided header file.

E.6.2 | Create EcDsScie | EcDsStSt | Distribut | SDSRV requests STMGT to create a Staging
Staging Disk | nceData | agingDis | ed Disk for the browse granule’s metadata file,
Server kServer Object which allocates space and passes back a

reference to that disk space. The reference
to the Staging Disk is determined from the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of
the metadata file.

E.6.3 | Create EcDsScie | EcDsScie | Distribut | For the browse granule referenced in the
Metadata nceData | nceData | ed Acquire request, the SDSRYV creates a file
file Server Server Object containing the granule’s metadata before

passing to Distribution and placing the file in
the staging disk.

E.6.4 | Distribute EcDsScie | EcDsDist | Distribut | SDSRV submits a request to Data

Granules, nceData | ributionS | ed Distribution. The request includes, for the
Synchronou | Server erver Object granule, a reference to the metadata file as
S well as the data file. Other parameters from

the Acquire request are passed to DDIST.
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Table 3.6.8.3-1. Component Interaction Table: £7 Search and Bowse (4 of 5)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.6.5 | Create EcDsDist | EcDsStSt | Distribut | DDIST creates Staging Disk for the granule
Staging Disk | ributionS | agingDis | ed files in the archive. This allocates space and
erver kServer Object passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.
E.6.6 | STMGT EcDsDist | EcDsStAr | Distribut | DDIST requests that STMGT retrieve the
Retrieve ributionS | chiveSer | ed browse granule file that is archived. This
erver ver Object results in the file being staged to read-only
cache disks. This means that all files
needed to fulfill the distribution request are
on disk, and ready to be copied. The correct
archive object to request is determined from
the information provided by the SDSRV in
the distribution request. This returns
references to the files in the read-only cache.
E.6.7 | Link files to EcDsDist | EcDsStSt | Distribut | DDIST links the browse file from the read-
Staging Disk | ributionS | agingDis | ed only cache into the staging disk.
erver kServer Object
E.6.8 | Copyfilesto | EcDsDist | EcDsStSt | Distribut | DDIST copies the browse metadata file from
Staging Disk | ributionS | agingDis | ed the SDSRV'’s Staging Disk into the staging
erver kServer Object disk.
E.6.9 | DDIST Pull EcDsDist | EcDsStFt | Distribut | DDIST now creates the Resource manager
No Tar ributionS | pDisServ | ed for ftp Pull via a STMGT Resource Manager
erver er Object Factory. The correct resource manager is
determined from the Media Type handed to
the resource factory (ftp Pull, in this case).
The correct ftp Server is determined from
configuration within the resource factory.

3-137

313-CD-510-002




Table 3.6.8.3-1. Component Interaction Table: £7 Search and Bowse (5 of 5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

E7.1

Operator
Notification
of Expired
files

Operator

EcDsStm
gtGui

GUI

Message is sent to the operator when
expired files have to be removed from the
Pull Cache. The notification can either be a
warning, the cache is getting full or an
indication of imminent failure. Notification
comes to the message screen that is part of
the STMGT GUI. There is a configuration
parameter, which will allow the software to
automatically delete expired files.

E.7.2

View
Expired
Files

Operator

EcDsStm
gtGui

GUI

Operator selects to view the Pull Monitor
Server at the Cache Stats tab. The display
will contain all of the files currently in the pull
cache. The operator can sort the display
based on expiration status so that all of the
expired files are in the same place on the
screen. The operator can then select the
files to be deleted and hits the mark delete
button. When the operator has marked all of
the files for deletion that he/she wants to
delete at that time, the operator hits the
purge button. This will cause the files to be
deleted from the cache and entries will be
removed from the database tables CacheFile
and FileLocation. Any remaining links will
also be cleaned up.

E.8.1

Build
Distribution
Notice

EcDsDist
ributionS
erver

EcDsDist
ributionS
erver

Internal

DDIST builds a distribution notice indicating
that the browse data is now available. The
notice includes the UR of the browse
granule, name of the browse file, the host
and directory names where it is available and
how long it is available.

E.8.2

Send E-mail

EcDsDist
ributionS
erver

Science
User

e-mail

The distribution notice is emailed to the
Science User.

EQ.1

User Ftp’s
Data

Scientist’
s ftp
utility

ftp_pope
n

ftp

The scientist uses ftp to get the browse file.

E.10.

Invoke
EOSView

Science
User

EOSView

Comman

Science User begins the EOSView
application by double clicking the EOSView
icon.

E.10.

Display
Browse File

Science
User

EOSView

GUI

The Science User specifies which file to
display and sets visualization parameters.
The browse file is now displayed for the user.
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3.6.9 Landsat-7 Ordering RS Scenes Thread

This thread shows how the ECS supports user orders for WRS scenes. This utilizes an exclusive
EDC Distributed Ordering, Reporting, Researching, and Accounting Network (DORRAN)
process.

3.6.9.1 Landsat-7 Ordering RS Scenes Thread Interaction Diagram - Domain
View

Figure 3.6.9.1-1 depicts the L-7 Ordering WRS Scenes Interaction.

\
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Figure 3.6.9.1-1. 7 Ordering R/Scenes Interaction Diagram

3.6.9.2 Landsat-7 Ordering RS Scenes Thread Interaction Table - Domain View

Table 3.6.9.2-1 provides the Interaction - Domain View: Landsat L-7 Ordering WRS Scenes.
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Table 3.6.9.2-1. Interaction Table - Domain View: 7 Ordering B/Scenes

(1 of 5)
Step | Event | Interface |Interface Data Step Description
Client |Provider Issues Precon
ditions
F.1 Order | Science [EDG None None Scientist decides to order a number of
Data User L7 WRS scenes. Using EDG, scientist
selects the scenes of interest and
selects order via 8mm tape.

F.2 Order | EDG VOECSG | None None EDG submits the Science User’s order

WY to the VO Gateway in ODL format, via a
specific socket.

F.3 Order | VOECSG [LIMGR None None The VOECSGWends the Product

WY request to the LIMGR.
F.4 Order | LIMGR [ECSVOG | None None The LIMGR sends the acquire to the
WY ECSVOGWY
F.5 Order | ECSVOG [DORRAN | None None The ECSVOGW%ends the acquire to
WY the DORRAN system.
F.6 Order | DORRA NOECSG | None None The Operator validates the order and
N WY DORRAN sends back all the remaining
granules to the VOECSGWYsver a
specific socket. The DORRAN System
performs a Billing &ccounting
verification.
F.7 Acquir VOECSG [SDSRV 1L7WRS None The VO gateway translates the order
e WY (DSS) granules @ into an Acquire request. The request is
812 MB for a set of WRS scenes, via 8mm tape.
To fulfill the acquire of WRS scenes,
which are virtual granules, the Data
Server derives the scenes from their
parent subinterval, using internally
available subsetting services.

F.8 Stage | SDSRV [STMGT 1L70R None SDSRYV requests STMGT to create a
granule Staging Disk for working space.
between
406MB to
the whole
subinterval

F.9 Retrie | SDSRV  |Archive 1L70R None SDSRYV requests that STMGT retrieve

ve Server granule the subinterval granule files that are to
between be subsetted.
406MB to
the whole
subinterval
F.10 | L70R | SDSRV HDFEOS | 1L70R None Data Server requests HDFEOS Server
Subse Server granule to subset L70R floating scene files as
tting between well as reformat the output files from
406MB to HDFEOS to HDF.
the whole
subinterval
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Table 3.6.9.2-1. Interaction Table - Domain View: 7 Ordering B/Scenes

(2 of 5)
Step | Event | Interface |Interface Data Step Description
Client |Provider Issues Precon
ditions
F.11 | Distrib | SDSRV |DDIST 1L70R None SDSRYV requests Data Distribution to
ute granule distribute subsetted granules.
between
406MB to
the whole
subinterval
F.12 | Stage | DDIST STMGT 1L70R None DDIST creates Staging Disk for the
granule subsetted files and links the subsetted
between files from SDSRV'’s Staging Disk to the
406MB to one which is newly created.
the whole
subinterval
F.13 | Transf | DDIST STMGT 1L70R None DDIST send a request to STMGT to
er granule copy the files form the Staging Disk to
between 8mm tape and marks the order as
406 MB to Wwaiting for shipment”
the whole
interval
F.14 | Creat | DSS Tape None None STMGT copies the WRS Scenes
e Device granule’s files to 8mm tape.
Tape
F.15 | Ship DAAC Science None None DAAC Ingest/Distribution Technician
Tape Ingest/ User collects the tape and the packing list,
to Distributi and generates a media shipping label.
User on He labels the tape, encloses the tape
Technicia and packing list in shipping container
n and labels shipping container. DAAC
uses commercial shipping vendor for
delivery to Science User.
F.16 | Updat | DAAC DSS None None Data Technician marks order as
e Ops (DDIST Shipped”in the DDIST GUI.
Order | (Distributi [GUI)
on Tech.)
F.17 | Distrib | DDIST Science None None Send email notification to Science User,
ution User notifying that the ordered WRS scenes
Notice have been shipped to their shipping
address.
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Table 3.6.9.2-1. Interaction Table - Domain View: £7 Ordering B/Scenes

(3 of 5)
Step | Event | Interface | Interface Data Step Description
Client Provider Issues Precon
ditions
F.18 | Order | Science EDG None None Scientist decides to order a particular
Data User scene of high interest, via ftp Pull.
F.19 | Order | EDG VOGWY  None None FDG submits the Science User’'s
order to the VO Gateway in ODL
format, via a specific socket.
F.20 | Order | VOECSG [LIMGR None None The VOECSGW$ends the Product
WY reqguest to the LIMGR.
F.21 | Order | LIMGR [ECSV0G None None The LIMGR sends the acquire to the
WY ECSVOGWY
F.22 | Order | ECSVOG [DORRAN | None None The ECSVOGW $ends the acquire
WY to the DORRAN system.
F.23 | Order | DORRA |OECSG None None The Operator validates the order and
N WY DORRAN sends back all the
remaining granules to the
VOECSGWYver a specific socket.
The DORRAN System performs a
Billing &ccounting verification.
F.24 | Acquir MOGWY PSS 1 WRS None The VO gateway (VOECSGWY
e scene translates the order into an Acquire
g12MB request. The request is for a set of
(nominally) WRS scenes, via ftp Pull. To fulfill the
acquire of WRS scenes, which are
virtual granules, the Data Server
derives the scenes from their parent
subinterval, using internally available
subsetting services.

F.25 | Stage | SDSRV STMGT 1L70R None SDSRYV requests STMGT to create a
granule Staging Disk for working space.
between
406MB to
the whole
subinterval

F.26 | Retrie | SDSRV Archive 1L70R None SDSRYV requests that STMGT retrieve

ve Server granule the subinterval granule files that are
between to be subsetted.
406MB to
the whole
subinterval
F.27 L70R | SDSRV HDFEOS | 1L70R None Data Server requests HDFEOS
Subse Server granule Server to subset L70R floating scene
tting between files as well as reformat the output
406MB to files from HDFEOS to HDF.
the whole
subinterval
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Table 3.6.9.2-1. Interaction Table - Domain View: 7 Ordering B/Scenes

(4 of 5)
Step | Event | Interface | Interface Data Step Description
Client Provider Issues Precon
ditions
F.28 | Distrib | SDSRV DDIST 1L70R None SDSRYV requests Data Distribution to
ute granule distribute subsetted granules.
between
406MB to
the whole
subinterval
F.29 | Stage | DDIST STMGT 1L70R None DDIST requests STMGT to create
granule Staging Disk for the subsetted files.
between DDIST links the subsetted files from
406MB to SDSRV'’s Staging Disk to the one
the whole which is newly created.
subinterval
F.30 | Distrib | DDIST Science | None None Send email notification to Science
ution User User, notifying them that the
Notice requested scene is now available for
ftp access.
F.31 | Delete | Operator | STMGT None None The Operator is notified when expired
Expire files have to be removed from the Pull
d Files Cache. The Operator views and sorts
a file display, and deletes files based
on expiration status.
F.32 | Order | Science EDG None None Scientist decides to order a particular
Data User scene of high interest, via ftp Push.
F.33 | Order | EDG VOGWY None None FDG submits the Science User’s
order to the VO Gateway in ODL
format, via a specific socket.
F.34 | Order | VOECSG | LIMGR None None The VOECSGW$ends the Product
wy request to the LIMGR.
F.35 | Order | LIMGR ECSVOG | None None The LIMGR sends the acquire to the
wY ECSVOGWY
F.36 | Order | ECSVOG | DORRA | None None The ECSVOGW$ends the acquire
WY N to the DORRAN system.
F.37 | Order | DORRA | VOECSG | None None The Operator validates the order and
N wYy DORRAN sends back all the
remaining granules to the
VOECSGWYver a specific socket.
The DORRAN System performs a
Billing &ccounting verification.
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Table 3.6.9.2-1. Interaction Table - Domain View: 7 Ordering B/Scenes

(5 of 5)
Step | Event | Interface | Interface Data Step Description
Client Provider Issues Precon
ditions
F.38 | Acquir | VOGWY PSS 1 WRS None The VO gateway (VOECSGWY
e scene translates the order into an Acquire
gl2MB request. The request is for a set of
(nominally) WRS scenes, via ftp Push. To fulfill
the acquire of WRS scenes, which
are virtual granules, the Data Server
derives the scenes from their parent
subinterval, using internally available
subsetting services.

F.39 | Stage | SDSRV STMGT 1L70R None SDSRYV requests STMGT to create a
granule Staging Disk for working space.
between
406MB to
the whole
subinterval

F.40 | Retrie | SDSRV Archive 1L70R None SDSRYV requests that STMGT retrieve

ve Server granule the subinterval granule files that are
between to be subsetted.
406MB to
the whole
subinterval
F.41 L70R | SDSRV HDFEOS | 1L70R None Data Server requests HDFEOS
Subse Server granule Server to subset L70R floating scene
tting between files as well as reformat the output
406MB to files from HDFEOS to HDF.
the whole
subinterval
F.42 | Distrib | SDSRV DDIST 1L70R None SDSRYV requests Data Distribution to
ute granule distribute subsetted granules.
between
406MB to
the whole
subinterval
F.43 | Stage | DDIST STMGT 1L70R None DDIST creates Staging Disk for the
and granule subsetted files and links the subsetted
Copy between files from SDSRV’s Staging Disk to
406MB to the one which is newly created.
the whole
subinterval
F.44 | Distrib | DDIST Science None None Send email notification to Science
ution User User, notifying them that the
Notice requested scene is now provided ftp
Push.
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3.6.9.3 Landsat-7 Ordering RS Scenes Thread Component Interaction Table
Table 3.6.9.3-1 provides the Component Interaction: L-7 Ordering WRS Scenes.

Table 3.6.9.3-1. Component Interaction Table: £7 Ordering B/Scenes (1 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.1.1 Select data | Science Netscape | GUI The Science User selects a set of WRS
to be User scenes to order for delivery via 8mm tape.
ordered via When the order is complete it is submitted to
8mm tape the VO Gateway.

F.2.1 | VO Netscape | EcDmVO | ODL, EDG submits an order to the VO Gateway,
Gateway ToEcsGa | over by converting the order into an ODL
Order teway sockets structure and passing that structure to a

socket provided by the Gateway. The
correct socket is determined from
configuration information in the Valids file.
The order contains billing information
including billing 1D.

F.2.2 Establish EcDmVO | EcMsAc Distribute | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | d Object [ ECS Authenticator from ODL message,

teway Srvr which is an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.

F.2.3 Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for request submittal using
Mapping teway ool) the DDICT database. Interface is directly to

Data Dictionary database. Database name
is retrieved from configuration file.

F.3.1 Request L7 | EcDmVO | EcDmLim | Distribute | VOECSGW$ends the request to the
Product ToEcsGa | Server d Object | LIMGR because the order is for L70R WRS

teway data and there is no order ID in the
message.

F.4.1 Request L7 | EcDmLim | EcDmEc | Distribute | The LIMGR sends the acquire to the
Product Server sToVOGa | d Object | ECSVOGWYased on the data being L70R

teway WRS.

F.5.1 Send EcDmEc | DORRAN | Distribute | The ECSVOGW$ends the acquire to the
Acquire sToV0Ga d Object | DORRAN system.

teway

F.5.2 B & EcDmEc | DORRAN | Distribute | DORRAN validates the request by checking
Verification | sToV0Ga d Object | the account level of the requester and the

teway required funding level of the request.

F.6.1 | Acquire DORRAN | EcDmVO | Distribute | The Operator validates the order and
Return ToEcsGa | d Object | DORRAN sends back all the remaining

teway granules to the VOECSGWYver a specific

socket.
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Table 3.6.9.3-1. Component Interaction Table:

17 Ordering BR/Scenes (2 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.6.2 Create EcDmVO | EcMsAc Distribute | Create an order to be tracked within ECS.
Tracked ToEcsGa | OrderSrv | d Object | Initial status set to Pending’

Order teway r

F.6.3 Store EcMsAc | Sybase CtLib Save the tracked order to the order
Tracked OrderSrv database.

Order r

F.6.4 Create EcDmVO | EcMsAc Distribute | Create the Tracked Request within the
Tracked ToEcsGa | OrderSrv | d Object | Order. Initial status set to Pending’
Request teway r

F.6.5 Store EcMsAc | Sybase CtLib Save the tracked request to the order
Tracked OrderSrv database.

Request r
F.7.1 Connectto | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object [ The correct SDSRV is determined by the UR
teway Server of a granule that is being ordered. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

F.7.2 Add EcDmVO | EcDsScie | Distribute | The VO Gateway establishes the data
granulesto | ToEcsGa | nceData | d Object | context of the session with the SDSRV by
Session teway Server adding granules to the session. The Granule

UR of the WRS Scene granules to be
ordered is added to the ESDT
ReferenceCollector.

F.7.3 Retrieve EcDsScie | Sybase/S | CtLib SDSRYV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.

F.7.4 | Acquire EcDmVO | EcDsScie | Distribute | VOGateway submits the order for WRS
Data ToEcsGa | nceData | d Object | Scene granules by submitting an Acquire

teway Server request for the granules. The Acquire

request is for an 8mm tape of all granules in
the ESDT ReferenceCollector. This request
is asynchronous, meaning that the return of
the submit call of the request only contains
the status of the request’s submittal. The
request asks for an email notification to be
emailed to the user.

3-146

313-CD-510-002




Table 3.6.9.3-1. Component Interaction Table:

17 Ordering B/Scenes (3 of 15)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

F.8.1

Create
Staging
Disk

EcDsScie
nceData
Server

EcDsStSt
agingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for the
granule and requests STMGT to create a
Staging Disk (if local Staging Disk is
available, use local one) for working space,
scene files and metadata files, which
allocates space and passes back a
reference to that disk space. The reference
to the Staging Disk is determined from the
SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file. The availability of
local Staging Disk is determined by the
SDSRYV configuration.

F.9.1

STMGT
Retrieve

EcDsScie
nceData
Server

EcDsStAr
chiveSer
ver

Distribute
d Object

SDSRYV requests that STMGT retrieve the
subinterval granule files that are to be
subset. For a WRS Scene, these files
include Band files, MSCD, Calibration File,
MTA, PCD, and CPF files. This results in the
files being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.

F.10.1

L7 Scene
creation

EcDsScie
nceData
Server

EcDsHdf
EosServe
r

Distribute
d Object

Since L7 WRS Scenes are virtual granules
(i.e. the granules are represented in the
inventory with their metadata, but the files
which contain the data don’t actually exist),
the scene files must be extracted from the
scene’s parent subinterval. The scenes files
are created using internal subinterval
subsetting methods. The subset files
include Band files, MSCD, Calibration File,
MTA and PCD files. Metadata files for each
WRS Scene granule are created. Also the
SDSRYV searches the database for a
comparable L7CPF file before performing
reformatting. It keys the complete MTP file
and creates a Format 1 / Format 2 file. Then
the subsetted data is reformatted before
passing the request to DDIST.
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Table 3.6.9.3-1. Component Interaction Table:

17 Ordering B/Scenes (4 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.11.1 [ Distribute EcDsScie | EcDsDist | Distribute | SDSRV submits a request to Data
Granules, nceData | ributionS | d Object | Distribution. The request includes, for each
Synchrono | Server erver WRS Scene, a reference to the subset and
us metadata files. Other parameters from the

Acquire request are passed to DDIST.

F.11.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Active”

Request erver r
Status

F.11.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

F.12.1 | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.

The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file. DDIST copies
the reformatted data to the new staging disk.
(Note: A packing list is generated in the next
series of steps).

F.12.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Staging’

Request erver r
Status

F.12.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

F.12.4 | Link files to | EcDsDist | EcDsStSt | Distribute | DDIST links the subset and metadata files
Staging ributionS | agingDis | d Object | from the SDSRV'’s Staging Disk to the
Disk erver kServer staging disk.

F.13.1 | Allocate EcDsDist | DsSt Distribute | DDIST now creates the Resource manager
Media ributionS | Resource | d Object | for 8mm via a STMGT Resource Manager
Resource erver Provider Factory. The correct resource manager is

determined from the Media Type handed to
the resource factory (8mm, in this case).
The correct 8mm resource is determined
from configuration within the resource
factory.

F.13.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Transferring”

Request erver r
Status
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Table 3.6.9.3-1. Component Interaction Table:

17 Ordering B/Scenes (5 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.13.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.13.4 | Transfer EcDsDist | DsSt Distribute | DDIST requests that the files held in staging
ributionS | Resource | d Object [ disk be copied to the 8mmtape.
erver Provider
F.14.1 | Write Files | EcDsSt Tape Tar The files in staging disk are copied to the
to 8mm 8mm Device 8mm tape.
tape tape
Server
F.14.2 | Update EcDsDist | EcMsAc Distribute | Upon completion of the files being copied,
Tracked ributionS | OrderSrv | d Object | the state of the distribution request is
Request erver r marked as Ready for Shipment; which is
Status displayed on the operator GUI. A packing
list is generated. Update the status of the
tracked request to Waiting for Shipment”
F.14.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.15.1 | Determine | DAAC EcDsDdi | GUI Operator notes that the request is ready for
request is Ops - stGui shipping and that it includes the 8mm tape
ready for Distributi just produced. The 8mm tape slot and
shipping on stacker ID are included in the logs, so that
Technicia the operator knows which tapes to ship.
n
F.15.2 | Ship Tapes | DAAC DAAC Internal Labels for all media, as well as a shipping
Ops - Ops - label for the package are created manually.
Data Data Using commercial shipping vendors
Technicia | Technicia (determined by DAAC policy), the DAAC
n n Data Technician labels the tape, packages
the tape(s) and packing list, labels the
package and ships to address provided with
the request.
F.16.1 | Mark as DAAC EcDsDdi | GUI Using the DDIST GUI, the Data Technician
Shipped Ops - stGui marks the request as Shipped”
Data
Technicia
n
F.16.2 | Update EcDsDdi | EcDsDist | Distribute | DDIST updates the state of the request to
Distribution | stGui ributionS | d Object | Shipped’
Request erver
F.16.3 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Shipped?
Request erver r
Status

3-149

313-CD-510-002




Table 3.6.9.3-1. Component Interaction Table:

L7 Ordering R/Scenes (6 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.16.4 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

F.17.1 | Build EcDsDist | EcDsDist | Internal The DDIST builds an email notification that
Distribution | ributionS | ributionS the user’s order has been fulfilled. This
Notice erver erver notification includes the media ID, type and

format of the request, UR, type and file
names and sizes for each granule as well as
a DAAC configurable preamble.

F.17.2 | Send E- EcDsDist | Science email Message is emailed to the Science User’s
mail ributionS | User email address, as determined from the User

erver Profile.

F.18.1 | Select data | Science Netscape | GUI The Science User selects a specific WRS
to be User scene to order for delivery via ftp Pull while
ordered via the tape order is being processed. When
ftp Pull the order is complete it is submitted to the

VO Gateway.

F.19.1 | VO Netscape | EcDmV0O | ODL, EDG submits an order to the VO Gateway,
Gateway ToEcsGa | over by converting the order into an ODL
Order teway sockets structure and passing that structure to a

socket provided by the Gateway. The correct
socket is determined from configuration
information in the Valids file. The order
contains billing information including billing
ID.

F.19.2 [ Establish EcDmVO | EcMsAc Distribute | VO Gateway retrieves the User Profile using

ECS User ToEcsGa | RegUser | d Object [ ECS Authenticator from ODL message,
teway Srvr which includes an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.

F.19.3 | Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for request submittal using
Mapping teway ool) the DDICT database. Interface is directly to

Data Dictionary database. Database name
is retrieved from configuration file.

F.20.1 | RequestL?7 | EcDmVO | EcDmLim | Distribute | VOECSGW$ends the request to the
Product ToEcsGa | Server d Object | LIMGR because the order is for L70R WRS

teway data and there is no order ID in the

message.
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Table 3.6.9.3-1. Component Interaction Table:

17 Ordering B/Scenes (7 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.21.1 | RequestL7 | EcDmLim | EcDmEc | Distribute | The LIMGR sends the acquire to the
Product Server sToVOGa | d Object | ECSVOGWYased on the data being L70R

teway WRS.

F.22.1 | Acquire to EcDmEc | DORRAN | Distribute | The ECSVOGW$ends the acquire to the
DORRAN sToV0Ga d Object | DORRAN system.

teway

F.222 [B& EcDmEc | DORRAN | Distribute | DORRAN validates the request by checking
Verification | sTov0Ga | Comp. d Object | the account level of the requester and the

teway required funding level of the request.

F.23.1 | DORRAN DORRAN [ EcDmVO | Distribute | The Operator validates the order and
Return ToEcsGa | d Object | DORRAN sends back all the remaining

teway granules to the VOECSGWYver a specific
socket.

F.23.2 | Create EcDmVO | EcMsAc | Distribute | Create an order to be tracked within ECS.
Tracked ToEcsGa | OrderSrv | d Object | Initial status set to Pending’

Order teway r

F.23.3 | Store EcMsAc Sybase CtLib Create a tracked order in the database.
Tracked OrderSrv
Order r

F.23.4 | Create EcDmVO | EcMsAc Distribute | Create the Tracked Request within the
Tracked ToEcsGa | OrderSrv | d Object | Order. Initial status set to Pending”
Request teway r

F.23.5 | Store EcMsAc Sybase CtLib Create a tracked request in the order
Tracked OrderSrv database.

Request r
F.24.1 | Connectto | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object | The correct SDSRYV is determined by the UR
teway Server of a granule that is being ordered. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

F.24.2 | Add EcDmVO | EcDsScie | Distribute | The VO Gateway establishes the data
granulesto | ToEcsGa | nceData | d Object | context of the session with the SDSRV by
Session teway Server adding granules to the session. The Granule

UR of the WRS Scene granules to be
ordered are added to the ESDT
ReferenceCollector.

F.24.3 | Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.
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Table 3.6.9.3-1. Component Interaction Table:

17 Ordering B/Scenes (8 of 15)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

F.24.4

Acquire
Data

EcDmVO
ToEcsGa
teway

EcDsScie
nceData
Server

Distribute
d Object

VO0Gateway submits the order for WRS
Scene granules by submitting an Acquire
request for the granules. The Acquire
request is for an ftp Pull of a specified
granule in the ESDT ReferenceCollector.
This request is asynchronous, meaning that
the return of the submit call of the request
only contains the status of the request’s
submittal.

F.25.1

Create
Staging
Disk

EcDsScie
nceData
Server

EcDsStSt
agingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for the
granule and creates a Staging Disk for
working space, scene files and metadata
files, which allocates space and passes back
a reference to that disk space. The
reference to the Staging Disk is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined on a
band-by-band basis. The SDSRV requests
twice the size of the first band, from
metadata in the database, and requests
more as needed in order to subset the
subsequent files. Each request is for twice
the size of the file to be subsetted.

F.26.1

STMGT
Retrieve

EcDsScie
nceData
Server

EcDsStAr
chiveSer
ver

Distribute
d Object

SDSRYV requests that STMGT retrieve the
subinterval granule files that are to be
subsetted. For a WRS Scene, these files
include band files, calibration files, MTA,
MSCD and PCD files. This results in the
files being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.
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Table 3.6.9.3-1. Component Interaction Table:

17 Ordering B/Scenes (9 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.27.1 | L7 Scene EcDsScie | EcDsHdf | Distribute | Since L7 WRS Scenes are virtual granules
creation nceData | EosServe | d Object | (i.e. the granules are represented in the

Server r inventory with their metadata, but the files
which contain the data don't actually exist),
the scene files must be extracted from the
scene’s parent subinterval. The scenes files
are created using internal subinterval
subsetting methods. The subsetted files
include band files, calibration files, MTA,
MSCD, PCD, and CPF files. A metadata file
for the WRS Scene is created. Also the
SDSRYV searches the database for a
comparable L7CPF file before performing
reformatting. It keys the complete MTP file
and creates a Format 1/ Format 2 file. Then
the subsetted data is reformatted before
passing it to DDIST.

F.28.1 [ Distribute EcDsScie | EcDsDist | Distribute | SDSRV submits a request to Data
Granules, nceData | ributionS | d Object | Distribution. The request includes, for the
Synchrono | Server erver granule, a reference to the metadata file.
us Other parameters from the Acquire request

are passed to DDIST.

F.28.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Active’

Request erver r
Status

F.28.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

F.29.1 | Create EcDs EcDsStSt | Distribute | Data Distribution creates Staging Disk for
Staging Distributi | agingDis | d Object | the granule files in the archive. This
Disk onServer | kServer allocates space and passes back a

reference to that disk space. The reference
to the Staging Disk is determined from the
information passed by the SDSRYV in the
distribution request, which was the SDSRV
configuration. The amount of staging disk to
request is determined by the size of the
subsetted/reformatted data.

F.29.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Staging’

Request erver r
Status
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Table 3.6.9.3-1. Component Interaction Table: 17 Ordering R/Scenes

(10 of 15)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.29.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.29.4 | Link files to | EcDsDist | EcDsStSt | Distribute | DDIST links the subsetted and metadata
Staging ributionS | agingDis | d Object | files from the SDSRV'’s Staging Disk into the
Disk erver kServer staging disk.
F.29.5 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Transferring’
Request erver r
Status
F.29.6 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.29.7 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Shipped”
Request erver r
Status
F.29.8 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.30.1 | Build EcDsDist | EcDsDist | Internal DDIST builds a distribution notice indicating
Distribution | ributionS | ributionS that the WRS Scene data is now available.
Notice erver erver The notice includes the UR of the Scene
granule, name of the Scene’s files, size of
files, the host and directory names where it
is available and how long it is available.
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Table 3.6.9.3-1. Component Interaction Table: 17 Ordering R/Scenes

(11 of 15)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

F.30.2

Send E-
mail

EcDsDist
ributionS
erver

Science
User

E-mail

The distribution notice is emailed to the
Science User. The e-mail address is
obtained from the User Profile.

F.31.1

Operator
Notification
of Expired
files

EcDsStm
gtGui

Operator

GUI

Message is sent to the operator when
expired files have to be removed from the
Pull Cache. The notification can either be a
warning, the cache is getting full or an
indication of imminent failure. Notification
comes to the message screen that is part of
the STMGT GUI. There is a configuration
parameter, which will allow the software to
automatically delete expired files.

F.31.2

View
Expired
Files

Operator

EcDsStm
gtGui

GUI

Operator selects to view the Pull Monitor
Server at the Cache Stats tab. The display
will contain all of the files currently in the pull
cache. The operator can sort the display
based on expiration status so that all of the
expired files are in the same place on the
screen. The operator can then select the
files to be deleted and hits the mark delete
button. When the operator has marked all
of the files for deletion that he/she wants to
delete at that time, the operator hits the
purge button. This will cause the files to be
deleted from the cache and entries will be
removed from the database tables
CacheFile and FileLocation. Any remaining
links will also be cleaned up.

F.32.1

Select data
to be
ordered via
ftp Push

Science
User

Netscape

GUI

The Science User selects a specific WRS
scene to order for delivery via ftp Push while
the tape order is being processed. When
the order is complete it is submitted to the
VO Gateway.

F.33.1

VO
Gateway
Order

Netscape

EcDmVO
ToEcsGa
teway

ODL,
over
sockets

EDG submits an order to the VO Gateway,
by converting the order into an ODL
structure and passing that structure to a
socket provided by the Gateway. The correct
socket is determined from configuration
information in the Valids file. The order
contains billing information including billing
ID.

F.33.2

Establish
ECS User

EcDmVO
ToEcsGa
teway

EcMsAc
RegUser
Srvr

Distribute
d Object

VO Gateway retrieves the User Profile using
ECS Authenticator from ODL message,
which includes an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.
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Table 3.6.9.3-1. Component Interaction Table: 17 Ordering R/Scenes

(12 of 15)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.33.3 | Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for request submittal using
Mapping teway ool) the DDICT database. Interface is directly to

Data Dictionary database. Database name
is retrieved from configuration file.

F.34.1 | RequestL7 [ EcDmVO | EcDmLim | Distribute | VOECSGW$ends the request to the
Product ToEcsGa | Server d Object LIMGR because the order is for L70R WRS

teway data and there is no order ID in the
message.

F.35.1 | RequestL7 | EcDmLim | EcDmEc | Distribute | The LIMGR sends the acquire to the
Product Server sToVOGa | d Object | ECSVOGWYased on the data being L70R

teway WRS.

F.36.1 | Acquire to EcDmEc | DORRAN | Distribute | The ECSVOGW$ends the acquire to the
DORRAN sToV0Ga d Object | DORRAN system.

teway

F.36.2 | B&A EcDmEc | DORRAN | Distribute | DORRAN validates the request by checking
Verification | sToVOGa | Comp. d Object | the account level of the requester and the

teway required funding level of the request.

F.37.1 | DORRAN DORRAN | EcDmVO | Distribute | The Operator validates the order and
Return ToEcsGa | d Object | DORRAN sends back all the remaining

teway granules to the VOECSGWYover a specific
socket.

F.37.2 | Create EcDmVO | EcMsAc | Distribute | Create an order to be tracked within ECS.
Tracked ToEcsGa | OrderSrv | d Object | Initial status set to Pending’

Order teway r

F.37.3 | Store EcMsAc | Sybase CtLib Create a tracked order in the database.
Tracked OrderSrv
Order r

F.37.4 | Create EcDmVO | EcMsAc | Distribute | Create the Tracked Request within the
Tracked ToEcsGa | OrderSrv | d Object | Order. Initial status set to Pending”
Request teway r

F.37.5 | Store EcMsAc Sybase CtLib Create a tracked request in the order
Tracked OrderSrv database.

Request r
F.38.1 | Connectto | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object [ The correct SDSRV is determined by the UR
teway Server of a granule that is being ordered. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

F.38.2 | Add EcDmVO | EcDsScie | Distribute | The VO Gateway establishes the data
granulesto | ToEcsGa | nceData | d Object | context of the session with the SDSRV by
Session teway Server adding granules to the session. The Granule

UR of the WRS Scene granules to be
ordered are added to the ESDT
ReferenceCollector.
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Table 3.6.9.3-1. Component Interaction Table: 17 Ordering R/Scenes

(13 of 15)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

F.38.3

Retrieve
Granule
Metadata
from
Inventory

EcDsScie
nceData
Server

Sybase/S
QS

CtLib

SDSRYV completes establishing the data
context by retrieving the metadata for the
requested granules from the Sybase/SQS
database. The metadata for each granule is
passed back to the reference objects for
each granule.

F.38.4

Acquire
Data

EcDmVO
ToEcsGa
teway

EcDsScie
nceData
Server

Distribute
d Object

V0Gateway submits the order for WRS
Scene granules by submitting an Acquire
request for the granules. The Acquire
request is for an ftp Push of a specified
granule in the ESDT ReferenceCollector.
This request is asynchronous, meaning that
the return of the submit call of the request
only contains the status of the request’s
submittal.

F.39.1

Create
Staging
Disk

EcDsScie
nceData
Server

EcDsStSt
agingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for the
granule and creates a Staging Disk for
working space, scene files and metadata
files, which allocates space and passes back
a reference to that disk space. The
reference to the Staging Disk is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined on a
band-by-band basis. The SDSRV requests
twice the size of the first band, from
metadata in the database, and requests
more as needed in order to subset the
subsequent files. Each request is for twice
the size of the file to be subsetted.

F.40.1

STMGT
Retrieve

EcDsScie
nceData
Server

EcDsStAr
chiveSer
ver

Distribute
d Object

SDSRYV requests that STMGT retrieve the
subinterval granule files that are to be
subsetted. For a WRS Scene, these files
include band files, calibration files, MTA,
MSCD and PCD files. This results in the
files being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.
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Table 3.6.9.3-1. Component Interaction Table: 17 Ordering R/Scenes

(14 of 15)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.41.1 | L7 Scene EcDsScie | EcDsHdf | Distribute | Since L7 WRS Scenes are virtual granules
creation nceData | EosServe | d Object | (i.e. the granules are represented in the

Server r inventory with their metadata, but the files
which contain the data don’t actually exist),
the scene files must be extracted from the
scene’s parent subinterval. The scenes files
are created using internal subinterval
subsetting methods. The subsetted files
include band files, calibration files, MTA,
MSCD, PCD, and CPF files. A metadata file
for the WRS Scene is created. Also the
SDSRYV searches the database for a
comparable L7CPF file before performing
reformatting. It keys the complete MTP file
and creates a Format 1 / Format 2 file. Then
the subsetted data is reformatted before
passing it to DDIST.

F.42.1 | Distribute EcDsScie | EcDsDist | Distribute | SDSRV submits a request to Data
Granules, nceData | ributionS | d Object | Distribution. The request includes, for the
Synchrono | Server erver granule, a reference to the metadata file.
us Other parameters such as FtpPushUserld,

FtpPushPassword, FtpPushHostName,
FtpPushDestination from the Acquire
request are passed to DDIST.

F.42.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Active’

Request erver r
Status

F.42.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

F.43.1 | Create EcDsDist | EcDsStSt | Distribute | Data Distribution creates Staging Disk for
Staging ribution agingDis | d Object | the granule files in the archive. This
Disk kServer allocates space and passes back a

reference to that disk space. The reference
to the Staging Disk is determined from the
information passed by the SDSRV in the
distribution request, which was the SDSRV
configuration. The amount of staging disk to
request is determined by the size of the
subsetted/reformatted data.

F.43.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Staging’

Request erver r
Status
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Table 3.6.9.3-1. Component Interaction Table: 17 Ordering R/Scenes

(15 of 15)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.43.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.43.4 | Link files to | EcDsDist | EcDsStSt | Distribute | DDIST links the subsetted and metadata
Staging ributionS | agingDis | d Object | files from the SDSRV'’s Staging Disk into the
Disk erver kServer staging disk.
F.43.5 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Transferring’
Request erver r
Status
F.43.6 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.43.7 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Shipped?
Request erver r
Status
F.43.8 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.44.1 | Build EcDsDist | EcDsDist | Internal DDIST builds a distribution notice indicating
Distribution | ributionS | ributionS that the WRS Scene data has been pushed
Notice erver erver up to user-specified host machine. The
notice includes the order ID, the UR of the
Scene granule, hame of the Scene’s files,
size of files, the host and directory names.
F.44.2 | Send E- EcDsDist | Science E-mail The distribution notice is emailed to the
mail ributionS | User Science User. The e-mail address is
erver obtained from the User Profile.
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3.6.10 Landsat-7 MOC Interface Thread

This thread shows how the Landsat-7 Mission Operations Center (MOC) interfaces with the ECS
for Cloud Cover Assessment (CCA) Data. WRS path and row number, scene center scan time
and scene cloud cover assessment information are extracted from the SDSRV inventory database
via scripts and transferred via ftp to the MOC. This data is part of the Level OR metadata files
delivered to ECS Ingest by LPS with subinterval data — similar to the LPS Data Insertion Thread
shown above.

3.6.10.1 Landsat-7 MOC Interface Thread Interaction Diagram - Domain View

Figure 3.6.10.1-1 depicts the L-7 MOC Interface Interaction - Domain View.

G.1 Get SDSRV URs

\

G.8 E-ail Status

G.2 Create Staging Disk & Transfer Files (to Disk)

G.3 Request Data Insert (subinterval)
G.7 ftp WRS Scene Metadata G.4 Request Data Insert (scene data)

/'
G.6 Request SDSRV
Metadata D/B

G.5 Run Scripts

¥ Distributed Object (rpc, CtLib) \/
. ) HMI (GUI, Xterm, command)
—> fip
email (or other as noted)
Double line - Synchronous
- = email (or other as noted)
Dashed - Asynchronous

Figure 3.6.10.1-1. 7 MOC Interface Interaction Diagram

3.6.10.2 Landsat-7 MOC Interface Thread Interaction Table - Domain View
Table 3.6.10.2-1 provides the Interaction - Domain View: L-7 MOC Interface.
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Table 3.6.10.2-1. Interaction Table - Domain View: £7 MOC Interface (1 of 2)

Step Event Interf | Interface Data Step Description
ace Provider | Issues | Preconditions
Client
G.1 Get INS 10S None WRS scene Upon startup, Ingest gets the
SDSRV Metadata has SDSRYV Urs for each data type in
uUrs been transferred | its database.
from LPS to be
accessed by
Ingest.
G.2 Create INS DSS None None Ingest interfaces with the DSS to
Staging create an Ingest staging disk and
Disk & transfers the files to this staging
Transfer disk.
Files
G.3 Request | INS DSS For 3 L70RF1, When complete L7ORF1 and
Data scenes: | L70RF2, L70RF2 data are transferred to
Insert 13 L70RWRSL, Ingest staging disks, Ingest
(subinter L70RF1 | L70RWRS2, validates information
val) files @ ESDTs and (preprocessing) and sends a
732MB, | Browse Data. request for the data to be read by
or7 (Note: DSS for archival. DSS reads the
L70RF2 ' data from the designated staging
L7ROWRS1, .
@ L70RWRS2 d_|sk area. Note the number of
387MB, and Browse’ files depends on the number of
from Data are scenes. L70RF1 files 40 %
Landsat : browse file per scene. L70RF2
derived from L .
-7 Team files = to 9 depending whether
the L70RFL Band 8 is processed with 1, 2, or
and L70RF2 3 files T
ESDTs.) )
G4 Request | INS DSS 3 None Ingest derives WRS scene
Data L70RW information from the subinterval
Insert RS(F1/F metadata. Virtual scene granules
(scene 2) virtual (metadata only) are inserted into
data) granules the Data Server, and Browse data
, are inserted into the archive.
Browse Each scene is done separately.
granules After combining L70RF1 &
(F1) L70RF2 to form L70R data and
combining L70RWRS1 &
L70RWRS2 to form L70RWRS
data, the metadata is deleted
form the SDSRV DB.
G5 Run DSS DSS None None Scripts are supplied by
Scripts Development and are delivered

with the software. The scripts can
be run on a one-time basis, or set
up to run on a set time interval.
The scripts run the transfer of
data from this step forward.
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Table 3.6.10.2-1. Interaction Table - Domain View: £7 MOC Interface (2 of 2)

Step Event Interf | Interface Data Step Description
ace Provider | Issues | Preconditions
Client
G.6 Request | DSS SDSRV None None The scripts request metadata
Metadata D/B from the SDSRV database. This
metadata is the WRS path
number, the WRS row number,
scene center scan time and CCA.
G.7 ftp WRS [ DSS MOC Nominal | None The scene Metadata is
Scene 1 MB of transferred via ftp to the MOC.
Metadata Metadat Nominally, this is done on a daily
a per basis.
day
G.8 E-mail DSS DAAC None None The L7 MOC CCA responsible
Status Ops engineer (DAAC Operator) is
notified of job status and number
of scenes ftp'ed to the MOC.

3.6.10.3 Landsat-7 MOC Data Component Interaction Table
Table 3.6.10.3-1 provides the Component Interaction: L-7 MOC Interface.

Table 3.6.10.3-1. Component Interaction Table: £7 MOC Interface (1 of 3)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
G.1.1 | Get EcinReq | EcloAdSe | Distribute | Upon startup, Ingest Request Manager
SDSRV Magr rver d Object requests the SDSRV Urs for each data
Urs from type in its database.
I0S
G.2.1 | Create EcinGran | EcDsStSt | Distribute | Ingest creates Staging Disk. The correct
Staging agingDisk | d Object Staging Disk is determined from the Ingest
Disk Server Database. The amount of staging disk to
request is determined from the *PDR file.
G.2.2 | Allocate EcinGran | EcDsSting | Distribute | Ingest now creates the Resource manager
Media estFtpSer | d Object for its ftp server via a Resource Manager
Resource ver Factory. Ingest knows that this request is
via ftp from a database lookup, keyed on
the data provider. The correct resource
manager is determined from the Media
Type handed to the resource factory
(IngestFtp, in this case). The correct
IngestFtp Server resource is determined
from configuration within the Ingest
Database.
G.2.3 | Ftp Get EcinGran | EcDsSting | Distribute | Ingest directs the ftp server to get the files
files estFtpSer | d Object from the host and location, as indicated in
ver the *PDR file, placing them on the staging
disk.
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Table 3.6.10.3-1. Component Interaction Table: £ MOC Interface (2 of 3)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
G.3.1 | Connectto | EcIinGran | EcDsScie | Distribute | Ingest begins a session with the SDSRV
SDSRV nceDataS | d Object by connecting. The correct SDSRV is
erver determined during EcinRegMgr startup,
from Advertising, based on the data type.
G.3.2 | Request EcinGran | EcDsScie | Distribute | Ingest requests the metadata configuration
Metadata nceDataS | d Object file (MCF) for the data being inserted. The
Configurati erver data types being inserted are derived from
on File the DAN messages sent by LPS. Ingest
performs preprocessing (correct number of
files for data type, etc.).
G.3.3 | Validate EcinGran | EcDsScie | Distribute | After building the granule’s metadata file,
Metadata nceDataS | d Object Ingest asks SDSRYV to validate the
erver metadata, based on the granule’s data
type.
G.3.4 | Request EcinGran | EcDsScie | Distribute | Ingest requests that the files received from
Data Insert nceDataS | d Object LPS to be sent to the MOC are inserted
erver into the Data Server. An Insert request,
containing the names of the files
comprising the subinterval, is created. The
structure of the Insert Request is hard-
coded in the granule server. SDSRV
validates metadata and determines the
archived names of the files. (Note this
validation is on a different level than the
Ingest validation.)
G.3.5 | STMGT EcDsSci | EcDsStAr | Distribute | SDSRV requests that the files are
Store enceData | chiveServ | d Object archived. The archive server copies the
Server er inserted files directly from the Ingest
staging disks that they reside on.
G.4.1 | Derive EcIinGran | EcInGran | Internal The Ingest granule server component is
Scenes hard-coded to derive and insert scene data
whenever a LPS subinterval is inserted.
G.4.2 | Request EcinGran | EcDsScie | Distribute | Ingest requests the metadata configuration
Metadata nceDataS | d Object files (MCF) for the scene and Browse data
Configurati erver being inserted.
on File
G.4.3 | Validate EcinGran | EcDsScie | Distribute | After building a metadata file for each
Metadata nceDataS | d Object virtual scene and Browse granule, Ingest
erver asks SDSRV to validate the metadata,
based on the granule’s data type.
G.4.4 | Request EcinGran | EcDsScie | Distribute [ Ingest requests that the virtual scene and
Data Insert nceDataS | d Object Browse granules are inserted into the Data
erver Server. An Insert request, containing the

names of the metadata files is created.
The structure of the Insert Request is hard-
coded within the granule server process.
SDSRYV validates the metadata file.
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Table 3.6.10.3-1. Component Interaction Table: £ MOC Interface (3 of 3)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

G.4.5 | Adding a EcDsSci | Sybase/S | CtLib The validated metadata is parsed and
Granule to | enceData | QS added to the inventory of the SDSRV.
Inventory Server SDSRYV queries the DB for L70RWRS1

and L70RWRS2 and creates L70RWRS
data. After combining L70RWRS1 and
L70RWRS2, it then deletes the metadata
for L7TORWRS1 and L70RWRS2.

G.4.6 | Completion | EcInReq | EcInGran | rpc The Ingest Granule Server sends a
Callback Mgr completion callback to the Ingest Request

Manager when the processing of the
granule is complete.

G.5.1 | Run Scripts | SDSRV SDSRV Distribute | The script (provided by SDSRV

scripts scripts d Object development) is run. This is a set of
commands to connect to the inventory
database, extract desired information,
format it into a file, and ftp it to the MOC.
No subprocesses are utilized and no ECS
executables are required for these steps
(shown below as G.6.1 through G.8.1).

G.6.1 | Request SDSRV SDSRV Distribute | Scripts connect to the SDSRV database
Metadata scripts D/B d Object and extracts desired metadata information.

G.7.1 | ftp Files SDSRV Operating | ftp The scripts perform the actual ftp put’of

scripts System ftp the files to an ECS/MOC directory on the
daemon MOC's open server. The MOC periodically
polls this directory for the incoming files.

G.8.1 | E-mail SDSRV DAAC Unix e- The scripts perform Unix e-mail of job
Status scripts Ops mail status and number of scenes to Ops. (Itis

noted that there is also a product report
placed by the MOC in the ECS directory
and retrieved by the DAAC Operator as a
manual process).
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3.6.11 Landsat-7 Ordering L70R Floating Scenes Thread
This thread shows how the ECS supports user orders for L70R floating scenes.

3.6.11.1 Landsat-7 Ordering L70R Floating Scenes Thread
Diagram - Domain View

Interaction
Figure 3.6.11.1-1 depicts the L-7 Ordering L70R Floating Scenes Interaction.
H.1 Order Data (8mm) Distribut foct Wi
H.18 Order Data (ftpPull) —) istributed Object (rpc, CtLib)
H.15 Ship Tape to User * H.32 Order Data (ftpPush) [*** ') HMI (GUI, Xterm, command)
(via DAAC shipper) ___............ " L5
‘,--"' CLS) % email (or other as noted)
IR S ) P Double line - Synchronous
DAAC . H.17 Distribution Notice (8mm shipped) - - email (or other as noted)
0 H.30 Distribution Notice (ftpPull available) Dashed - Asynchronous
ps . H.44 Distribution Notice (ftpPush available) !
. B / H.2 Order(8mm) H.3, H.20, H.34
" H.31 Delete ) H.19 Order (ftpPull)  Request L7 Product
[e)e) s Expired Files H.33 Order (ftpPush)
. . - H.4,H.21, H.35
B . - Request L7 Product
H.16 Update Order ‘-_ o
L4

7
/

v
+s°%  HI11,H.28 H42

DMS
ECSVOG
24 AchiI’E (ftpPU”) H.6. H.23. H.37
H.38 Acquire (ftpPush) e T

Acquire Return H5, H.22,H.36
Send Acquire
H.10, H.27, H.41

L70R Subsetting
(floating, band, non-imagery DORRAN

HDFEOS
Server

oss)V -’
DDIST

Distribute

'-_ H.8, H.25, H.39
M Stage

\ H.9, H.26, H.40
H.12, H.29, H.43 Stage

Retrieve

H.13‘Transfer i (DSS)

+ DSS
H.14 Create Q STMGT ARCHIVE
Data Tape ———— Server

Figure 3.6.11.1-1. 7 Ordering ZOFFloating Scenes Interaction Diagram

3.6.11.2 Landsat-7 Ordering L70R Floating Scenes Thread Interaction Table -
Domain View

Table 3.6.11.2-1 provides the Interaction — Domain View: Landsat L-7 Ordering L70R Floating
Scenes.
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Table 3.6.11.2-1. Interaction Table - Domain View: 7 Ordering ZOFFloating
Scenes (1 of 5)

Step | Event | Interface |Interface Data Step Description
Client |Provider Issues Precon
ditions
H.1 Order | Science [EDG None None Scientist decides to order a number of
Data User L70R floating scenes. Using EDG,
scientist selects the scenes of interest
and selects order via 8mm tape.

H.2 Order | EDG VOECSG | None None EDG submits the Science User’s order

WY to the VOECSGateway in ODL format,
via a specific socket.

H.3 Order | VOECSG [LIMGR None None The VOECSGWends the Product

WY request to the LIMGR.
H.4 Order | LIMGR [ECSVOG | None None The LIMGR sends the acquire to the
WY ECSVOGWY
H.5 Order | ECSVOG [DORRAN | None None The ECSVOGW$ends the acquire to
WY the DORRAN system.
H.6 Order | DORRA NOECSG | None None The Operator validates the order and
N WY DORRAN sends back all the remaining
granules to the VOECSGWYsver a
specific socket. The DORRAN System
performs a Billing &ccounting
verification.
H.7 Acquir VOECSG |SDSRV 1L70R None The VO gateway (VOECSGWY
e WY (DSS) granule translates the order into an Acquire

between request. The spatial and band

406MB to subsetting parameters are part of the

the whole request order. The request is for a set

subinterval of L70R floating scenes, via 8mm tape.
To fulfill the acquire of floating scenes,
which are virtual granules, the Data
Server derives the scenes from their
parent subinterval, using internally
available subsetting services.

H.8 Stage | SDSRV [STMGT 1L70R None SDSRYV requests STMGT to create a
granule Staging Disk for working space.
between
406MB to
the whole
subinterval

H.9 Retrie | SDSRV |Archive 1L70R None SDSRYV requests that STMGT retrieve

ve Server granule the subinterval granule files that are to
between be subsetted.
406MB to
the whole
subinterval
H.10 [ L70R | SDSRV |HDFEOS | 1L70R None Data Server requests HDFEOS Server
Subse Server granule to subset L70R floating scene files as
tting between well as reformat the output files from
406MB to HDFEOS to HDF. The HDFEOS Server
the whole will accept and pass on scanline
subinterval delimited subsetting requests.
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Table 3.6.11.2-1. Interaction Table - Domain View: 7 Ordering ZOF¥loating
Scenes (2 of 5)

Step | Event | Interface |Interface Data Step Description
Client |Provider Issues Precon
ditions
H.11 | Distrib | SDSRV |DDIST 1L70R None SDSRYV requests Data Distribution to
ute granule distribute subsetted granules.
between
406MB to
the whole
subinterval
H.12 | Stage | DDIST STMGT 1L70R None DDIST creates Staging Disk for the
granule subsetted files and links the subsetted
between files from SDSRV'’s Staging Disk to the
406MB to one which is newly created.
the whole
subinterval
H.13 | Transf | DDIST STMGT 1L70R None DDIST sends a request to STMGT to
er granule copy the files from the Staging Disk to
between 8mm tape and marks the order as
406MB to Wwaiting for shipment”
the whole
subinterval
H.14 | Creat | STMGT ([Tape None None STMGT copies the L70R floating
e Device Scenes granule’s files to 8mm.
Tape
H.15 | Ship DAAC Science None None DAAC Ingest/Distribution Technician
Tape Ingest User collects the tape and the packing list,
to Distributi and generates a media shipping label.
User on He labels the tape, encloses the tape
Technicia and packing list in shipping container
n and labels shipping container. DAAC
uses commercial shipping vendor for
delivery to Science User.
H.16 | Updat | DAAC DSS None None Data Technician marks order as
e Ops (DDIST Shipped”in the DDIST GUI.
Order | (Distributi [GUI)
on Tech.)
H.17 | Distrib | DDIST Science None None Send email notification to Science User,
ution User notifying that the ordered WRS scenes
Notice have been shipped to their shipping

address.
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Table 3.6.11.2-1. Interaction Table - Domain View: 7 Ordering ZOFFloating
Scenes (3 of 5)

Step | Event | Interface | Interface Data Step Description
Client Provider Issues Precon
ditions
H.18 | Order | Science EDG None None Scientist decides to order a particular
Data User scene of high interest, via ftp Pull.
H.19 | Order | EDG VOECSG None None EDG submits the Science User’s order
WY to the VOECS Gateway in ODL format,
via a specific socket.

H.20 | Order | VOECSG [LIMGR None None The VOECSGW$ends the Product

wy request to the LIMGR.

H.21 | Order | LIMGR [ECSV0G None None The LIMGR sends the acquire to the

WY ECSVOGWY
H.22 | Order | ECSVOG DORRAN | None None The ECSVOGW$ends the acquire to
WY the DORRAN system.
H.23 | Order | DORRA |OECSG None None The Operator validates the order and
N WY DORRAN sends back all the remaining
granules to the VOECSGWYver a
specific socket. The DORRAN System
performs a Billing &ccounting
verification.

H.24 | Acquir VOECSG DSS 1L70R None The VOECS gateway (VOECSGWY

e WY scene translates the order into an Acquire
between40 request. The request is for a set of
6MB to the WRS scenes, via ftp Pull. To fulfill the
whole acquire of floating scenes, which are
subinterval virtual granules, the Data Server

derives the scenes from their parent
subinterval, using internally available
subsetting services.

H.25 | Stage | SDSRV STMGT 1L70R None SDSRYV requests STMGT to create a
granule Staging Disk for working space.
between
406MB to
the whole
subinterval

H.26 | Retrie | SDSRV | Archive 1L70R None SDSRYV requests that STMGT retrieve

ve Server granule the subinterval granule files that are to
between be subsetted.
406MB to
the whole
subinterval

H.27 | L70R | SDSRV HDFEOS | 1L70R None Data Server requests HDFEOS Server

Subse Server granule to subset L70R floating scene files as

tting between well as reformat the output files from
406MB to HDFEOS to HDF.
the whole
subinterval
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Table 3.6.11.2-1. Interaction Table - Domain View: 7 Ordering ZOFloating
Scenes (4 of 5)

Step | Event | Interface | Interface Data Step Description
Client Provider Issues Precon
ditions
H.28 | Distrib | SDSRV DDIST 1L70R None SDSRYV requests Data Distribution to
ute granule distribute subsetted granules.
between
406MB to
the whole
subinterval
H.29 | Stage | SDSRV STMGT 1L70R None DDIST requests STMGT to create
granule Staging Disk for the subsetted files.
between DDIST links the subsetted files from
406MB to SDSRV'’s Staging Disk to the one which
the whole is newly created.
subinterval
H.30 | Distrib | DDIST Science | None None Send email notification to Science User,
ution User notifying them that the requested scene
Notice is now available for ftp access.
H.31 | Delete | Operator | STMGT | None None The Operator is notified when expired
Expire files have to be removed from the Pull
d Files Cache. The Operator views and sorts a
file display, and deletes files based on
expiration status.
H.32 | Order | Science | EDG None None Scientist decides to order a particular
Data User scene of high interest, via ftp Push.
H.33 | Order | EDG VOGWY None None FDG submits the Science User’s order
to the VO Gateway in ODL format, via a
specific socket.
H.34 | Order | VOECSG | LIMGR None None The VOECSGW$ends the Product
wy request to the LIMGR.
H.35 | Order | LIMGR ECSVOG | None None The LIMGR sends the acquire to the
WYy ECSVOGWY
H.36 | Order | ECSVOG | DORRA | None None The ECSVOGW$ends the acquire to
WY N the DORRAN system.
H.37 | Order | DORRA | VOECSG | None None The Operator validates the order and
N wy DORRAN sends back all the remaining
granules to the VOECSGWYver a
specific socket. The DORRAN System
performs a Billing &ccounting
verification.
H.38 | Acquir | VOGWY PSS 1 WRS None The VO gateway (VOECSGWY)Y
e scene translates the order into an Acquire
gl2MB request. The request is for a set of
(nominally) WRS scenes, via ftp Push. To fulfill the

acquire of WRS scenes, which are
virtual granules, the Data Server
derives the scenes from their parent
subinterval, using internally available

subsetting services.
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Table 3.6.11.2-1. Interaction Table - Domain View: 7 Ordering ZOFloating
Scenes (5 of 5)

Step | Event | Interface | Interface Data Step Description
Client Provider Issues Precon
ditions
H.39 | Stage | SDSRV STMGT | 1L70R None SDSRYV requests STMGT to create a
granule Staging Disk for working space.
between
406MB to
the whole
subinterval
H.40 | Retrie | SDSRV | Archive 1L70R None SDSRYV requests that STMGT retrieve
ve Server granule the subinterval granule files that are to
between be subsetted.
406MB to
the whole
subinterval
H.41 | L70R | SDSRV HDFEOS | 1 L70R None Data Server requests HDFEOS Server
Subse Server granule to subset L70R floating scene files as
tting between well as reformat the output files from
406MB to HDFEOS to HDH.
the whole
subinterval
H.42 | Distrib | SDSRV DDIST 1L70R None SDSRYV requests Data Distribution to
ute granule distribute subsetted granules.
between
406MB to
the whole
subinterval
H.43 | Stage | DDIST STMGT | 1L70R None DDIST creates Staging Disk for the
and granule subsetted files and links the subsetted
Copy between files from SDSRV'’s Staging Disk to the
406MB to one which is newly created.
the whole
subinterval
H.44 | Distrib | DDIST Science None None Send email notification to Science User,
ution User notifying them that the requested scene
Notice is now available for ftp push access.
3.6.11.3 Landsat-7 Ordering L70R Floating Scenes Thread Component

Interaction Table
Table 3.6.11.3-1 provides the Component Interaction: L-7 Ordering L70R Floating Scenes.

3-170

313-CD-510-002




Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (1 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

H.1.1 Select data | Science Netscape | GUI The Science User selects a set of floating
to be User scenes to order for delivery via 8mm tape.
ordered via When the order is complete it is submitted to
8mm tape the VO Gateway.

H21 |[VO Netscape | EcDmV0O | ODL, EDG submits an order to the VO Gateway,
Gateway ToEcsGa | over by converting the order into an ODL
Order teway sockets structure and passing that structure to a

socket provided by the Gateway. The
correct socket is determined from
configuration information in the Valids file.

H.2.2 Establish EcDmVO | EcMsAc Distribute | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | d Object [ ECS Authenticator from ODL message,

teway Srvr which is an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.

H.2.3 Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for request submittal using
Mapping teway ool) the DDICT database. Interface is directly to

Data Dictionary database. Database name
is retrieved from configuration file.

H.3.1 | RequestL?7 | EcDmVO | EcDmLim | Distribute | VOECSGW$ends the request to the
Product ToEcsGa | Server d Object | LIMGR because the order is for L70R WRS

teway data and there is no order ID in the
message.

H.4.1 Request L7 | EcDmLim | EcDmEc | Distribute | The LIMGR sends the acquire to the
Product Server sToVOGa | d Object | ECSVOGWYased on the data being L70R

teway WRS.

H.5.1 | Send EcDmEc | DORRAN | Distribute | The ECSVOGW$ends the acquire to the
Acquire sToV0Ga d Object | DORRAN system.

teway

H.5.2 B & EcDmEc | DORRAN | Distribute | DORRAN validates the request by checking
Verification | sToVOGa d Object | the account level of the requester and the

teway required funding level of the request.

H.6.1 | Acquire DORRAN | EcDmVO | Distribute | The Operator validates the order and
Return ToEcsGa | d Object | DORRAN sends back all the remaining

teway granules to the VOECSGWYover a specific
socket.

H.6.2 | Create EcDmVO | EcMsAc | Distribute | Create an order to be tracked within ECS.
Tracked ToEcsGa | OrderSrv | d Object | Initial status set to Pending’

Order teway r

H.6.3 [ Store EcMsAc Sybase CtLib Save the tracked order to the order

Tracked OrderSrv database.
Order r
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (2 of 15)

H.6.4 | Create EcDmVO | EcMsAc | Distribute | Create the Tracked Request within the
Tracked ToEcsGa | OrderSrv | d Object | Order. Initial status set to Pending’
Request teway r

H.6.5 [ Store EcMsAc Sybase CtLib Save the tracked request to the order
Tracked OrderSrv database.

Request r
H.7.1 [ Connectto | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object [ The correct SDSRV is determined by the UR
teway Server of a granule that is being ordered. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

H.7.2 | Add EcDmVO | EcDsScie | Distribute | The VO Gateway establishes the data
granulesto | ToEcsGa | nceData | d Object | context of the session with the SDSRV by
Session teway Server adding granules to the session. The Granule

UR of the Floating Scene granules to be
ordered are added to the ESDT
ReferenceCollector.

H.7.3 Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.

H.7.4 | Acquire EcDmVO | EcDsScie | Distribute | VOGateway submits the order for Floating
Data ToEcsGa | nceData | d Object | Scene granules by submitting an Acquire

teway Server request for the granules which consist of
GlPolygon and band files to be included in
the acquire. The Acquire request is for an
8mm tape of all granules in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of
the submit call of the request only contains
the status of the request’s submittal. The
request asks for an email notification to be
emailed to the user.

H.8.1 [ Create EcDsScie | EcDsStSt | Distribute | SDSRV requests STMGT to create a
Staging nceData | agingDis | d Object | Staging Disk (if local Staging Disk is
Disk Server kServer available, use local one) for working space,

scene files and metadata files, which
allocates space and passes back a
reference to that disk space. The reference
to the Staging Disk is determined from the
SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file. The availability of
local Staging Disk is determined by the
SDSRYV configuration.
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZOFFloating
Scenes (3 of 15)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

H.9.1

STMGT
Retrieve

EcDsScie
nceData
Server

EcDsStAr
chiveSer
ver

Distribute
d Object

SDSRYV requests that STMGT retrieve the
subinterval granule files that are to be
subset. For a Floating Scene, these files
include Band files, MSCD, Calibration File,
MTA, PCD, and CPF files. This results in the
files being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.

H.10.1

L7 Scene
creation

EcDsScie
nceData
Server

EcDsHdf
EosServe
r

Distribute
d Object

Since L7 Floating Scenes are virtual
granules (i.e. the granules are represented
in the inventory with their metadata, but the
files which contain the data don’t actually
exist), the scene files must be extracted from
the scene’s parent subinterval. The SDSRV
calculates the start and stop scan lines for
floating scene subsets. The SDSRV
HDFEQOS Server accepts and passes on
scan lines delimited subsetting requests
from the L70R Acquire DLL service. The
scenes files are created using internal
subinterval subsetting methods. The subset
files include Band files and between 0.5 &
37 scenes, MSCD, Calibration File, MTA
and PCD files. Metadata files for each WRS
Scene granule are created. Also the
SDSRYV searches the database for a
comparable L7CPF file before performing
reformatting. Then the subsetted data is
reformatted before passing the request to
DDIST.

H.11.1

Distribute
Granules,
Synchrono
us

EcDsScie
nceData
Server

EcDsDist
ributionS
erver

Distribute
d Object

SDSRYV submits a request to Data
Distribution. The request includes, for each
floating Scene, a reference to the subset
and metadata files. Other parameters from
the Acquire request are passed to DDIST.

H.11.2

Update
Tracked
Request
Status

EcDsDist
ributionS
erver

EcMsAc
OrderSrv
r

Distribute
d Object

Update the status of the tracked request to
Active”

H.11.3

Update
Tracked
Status

EcMsAc
OrderSrv
r

Sybase

CtLib

Update the Order Tracking Database with
new status.
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (4 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

H.12.1 | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.

The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file. DDIST copies
the reformatted data to the new staging disk.
(Note: A packing list is generated in the next
series of steps).

H.12.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Staging’

Request erver r
Status

H.12.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

H.12.4 | Link files to | EcDsDist | EcDsStSt | Distribute | DDIST links the subset and metadata files
Staging ributionS | agingDis | d Object | from the SDSRV'’s Staging Disk into the
Disk erver kServer staging disk.

H.13.1 | Allocate EcDsDist | DsSt Distribute | DDIST now creates the Resource manager
Media ributionS | Resource | d Object | for 8mm via a STMGT Resource Manager
Resource erver Provider Factory. The correct resource manager is

determined from the Media Type handed to
the resource factory (8mm, in this case).
The correct 8mm resource is determined
from configuration within the resource
factory.

H.13.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Transferring’

Request erver r
Status
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (5 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
H.13.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
H.13.4 | Transfer EcDsDist | DsSt Distribute | DDIST requests that the files held in staging
ributionS | resource | d Object | disk be copied to the 8mmtape.
erver Provider
H.14.1 | Write files EcDsSt Tape Tar The files in the Staging Disk are copied to
to 8mm 8mm Device the 8mm tape.
tape Tape
Server
H.14.2 | Update EcDsDist | EcMsAc Distribute | Upon completion of the files being copied,
Tracked ributionS | OrderSrv | d Object | the state of the distribution request is
Request erver r marked as Waiting for Shipment; which is
Status displayed on the operator GUI. A packing
list is generated. Update the status of the
tracked request to Waiting for Shipment”
H.14.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
H.15.1 | Determine | DAAC EcDsDdi | GUI Operator notes that the request is ready for
request is Ops - stGui shipping and that it includes the 8mm tape
ready for Distributi just produced. The 8mm tape slot and
shipping on stacker ID are included in the logs, so that
Technicia the operator knows which tapes to ship.
n
H.15.2 | Ship Tapes | DAAC DAAC Internal Labels for all media, as well as a shipping
Ops - Ops - label for the package are created manually.
Data Data Using commercial shipping vendors
Technicia | Technicia (determined by DAAC policy), the DAAC
n n Data Technician labels the tape, packages
the tape(s) and packing list, labels the
package and ships to address provided with
the request.
H.16.1 | Mark as DAAC EcDsDdi | GUI Using the DDIST GUI, the Data Technician
Shipped Ops - stGui marks the request as Shipped”
Data
Technicia
n
H.16.2 | Update EcDsDdi | EcDsDist | Distribute | DDIST updates the state of the request to
Distribution | stGui ributionS | d Object | Shipped’
Request erver
H.16.3 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Shipped?
Request erver r
Status
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (6 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

H.16.4 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

H.17.1 | Build EcDsDist | EcDsDist | Internal The DDIST builds an email notification that
Distribution | ributionS | ributionS the user’s order has been fulfilled. This
Notice erver erver notification includes the type and format, as

well as UR, type and file names and sizes
for each granule.

H.17.2 | Send E- EcDsDist | Science emalil Message is emailed to the Science User’s
mail ributionS | User email address, as determined from the User

erver Profile.

H.18.1 | Select data | Science Netscape | GUI The Science User selects a specific floating
to be User scene to order for delivery via ftp Pull while
ordered via the tape order is being processed. When
ftp Pull the order is complete it is submitted to the

VO Gateway.

H.19.1 | VO Netscape | EcDmVO | ODL, EDG submits an order to the VO Gateway,
Gateway ToEcsGa | over by converting the order into an ODL
Order teway sockets structure and passing that structure to a

socket provided by the Gateway. The correct
socket is determined from configuration
information in the Valids file.

H.19.2 [ Establish EcDmVO | EcMsAc Distribute | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | d Object [ ECS Authenticator from ODL message,

teway Srvr which includes an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.

H.19.3 | Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for request submittal using
Mapping teway ool) the DDICT database. Interface is directly to

Data Dictionary database. Database name
is retrieved from configuration file.

H.20.1 | RequestL7 | EcDmVO | EcDmLim | Distribute | VOECSGW$ends the request to the
Product ToEcsGa | Server d Object LIMGR because the order is for L70R WRS

teway data and there is no order ID in the

message.
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (7 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

H.21.1 | Request L7 | EcDmLim | EcDmEc | Distribute | The LIMGR sends the acquire to the
Product Server sToVOGa | d Object | ECSVOGWYased on the data being L70R

teway WRS.

H.22.1 | Acquire to EcDmEc | DORRAN | Distribute | The ECSVOGW$ends the acquire to the
DORRAN sToV0Ga d Object | DORRAN system.

teway

H.22.2 | B& EcDmEc | DORRAN | Distribute | DORRAN validates the request by checking
Verification | sToVOGa | Comp. d Object | the account level of the requester and the

teway required funding level of the request.

H.23.1 | DORRAN DORRAN [ EcDmVO | Distribute | The Operator validates the order and
Return ToEcsGa | d Object | DORRAN sends back all the remaining

teway granules to the VOECSGWYver a specific
socket.

H.23.2 | Create EcDmVO | EcMsAc | Distribute | Create an order to be tracked within ECS.
Tracked ToEcsGa | OrderSrv | d Object | Initial status set to Pending’

Order teway r

H.23.3 | Store EcMsAc | Sybase CtLib Create a tracked order in the database.
Tracked OrderSrv
Order r

H.23.4 | Create EcDmVO | EcMsAc | Distribute | Create the Tracked Request within the
Tracked ToEcsGa | OrderSrv | d Object | Order. Initial status set to Pending”
Request teway r

H.23.5 | Store EcMsAc Sybase CtLib Create a tracked request in the order
Tracked OrderSrv database.

Request r
H.24.1 | Connectto | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object [ The correct SDSRV is determined by the UR
teway Server of a granule that is being ordered. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

H.24.2 | Add EcDmVO | EcDsScie | Distribute | The VO Gateway establishes the data
granulesto | ToEcsGa | nceData | d Object | context of the session with the SDSRV by
Session teway Server adding granules to the session. The Granule

UR of the WRS Scene granules to be
ordered is added to the ESDT
ReferenceCollector.

H.24.3 | Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (8 of 15)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

H.24.4

Acquire
Data

EcDmVO
ToEcsGa
teway

EcDsScie
nceData
Server

Distribute
d Object

V0Gateway submits the order for Floating
Scene granules by submitting an Acquire
request for the granules which consist of
GlPolygon and band files to be included in
the acquire. The Acquire request is for an
ftp Pull of a specified granule in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of
the submit call of the request only contains
the status of the request’s submittal.

H.25.1

Create
Staging
Disk

EcDsScie
nceData
Server

EcDsStSt
agingDis
kServer

Distribute
d Object

SDSRYV creates Staging Disk (if local
Staging Disk is available, use local one) for
working space, scene files and metadata
files, which allocates space and passes back
a reference to that disk space. The
reference to the Staging Disk is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined on a
band-by-band basis. The SDSRV requests
twice the size of the first band, from
metadata in the database, and requests
more as needed in order to subset the
subsequent files. Each request is for twice
the size of the file to be subsetted. The
availability of local Staging Disk is
determined by the SDSRYV configuration.

H.26.1

STMGT
Retrieve

EcDsScie
nceData
Server

EcDsStAr
chiveSer
ver

Distribute
d Object

SDSRYV requests that STMGT retrieve the
subinterval granule files that are to be
subsetted. For a Floating Scene, these files
include band files, calibration files, MTA,
MSCD and PCD files. This results in the
files being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.

3-178

313-CD-510-002




Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (9 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
H.27.1 | L7 Scene EcDsScie | EcDsHdf | Distribute | Since L7 Floating Scenes are virtual
creation nceData | EosServe | d Object | granules (i.e. the granules are represented

Server r in the inventory with their metadata, but the
files which contain the data don’t actually
exist), the scene files must be extracted from
the scene’s parent subinterval. The scenes
files are created using internal subinterval
subsetting methods. The SDSRYV calculates
the start and stop scan lines for floating
scene subsets. The SDSRV HDFEOS
Server accepts and passes on scan lines
delimited subsetting requests from L70R
Acquire DLL service. The subsetted files
include band files and between 0.5 &7
scenes, calibration files, MTA, MSCD, PCD,
and CPF files. A metadata file for the WRS
Scene is created. Also the SDSRV
searches the database for a comparable
L7CPF file before performing reformatting.
Then the subsetted data is reformatted
before passing it to DDIST.

H.28.1 | Distribute EcDsScie | EcDsDist | Distribute | SDSRV submits a request to Data
Granules, nceData | ributionS | d Object | Distribution. The request includes, for the
Synchrono | Server erver granule, a reference to the metadata file.
us Other parameters from the Acquire request

are passed to DDIST.

H.28.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Active’

Request erver r
Status

H.28.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

H.29.1 | Create EcDsDist | EcDsStSt | Distribute | Data Distribution creates Staging Disk for
Staging ribution agingDis | d Object | the granule files in the archive. This
Disk kServer allocates space and passes back a

reference to that disk space. The reference
to the Staging Disk is determined from the
information passed by the SDSRV in the
distribution request, which was the SDSRV
configuration. The amount of staging disk to
request is determined by the size of the
subsetted/reformatted data.

H.29.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Staging’

Request erver r
Status
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (10 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

H.29.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r

H.29.4 | Copy files EcDsDist | EcDsStSt | Distribute | DDIST links the subsetted and metadata
to Staging ributionS | agingDis | d Object | files from the SDSRV'’s Staging Disk into the
Disk erver kServer staging disk.

H.29.5 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Transferring’
Request erver r
Status

H.29.6 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r

H.29.7 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Shipped”
Request erver r
Status

H.29.8 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r

H.30.1 | Build EcDsDist | EcDsDist | Internal DDIST builds a distribution notice indicating
Distribution | ributionS | ributionS that the Floating Scene data is now
Notice erver erver available. The notice includes the UR of the

Scene granule, name of the Scene’s files,
size of files, the host and directory names
where it is available and how long it is
available.
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (11 of 15)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

H.30.2

Send E-
mail

EcDsDist
ributionS
erver

Science
User

E-mail

The distribution notice is emailed to the
Science User. The e-mail address is
obtained from the User Profile.

H.31.1

Operator
Notification
of Expired
files

EcDsStm
gtGui

Operator

GUI

Message is sent to the operator when
expired files have to be removed from the
Pull Cache. The notification can either be a
warning, the cache is getting full or an
indication of imminent failure. Notification
comes to the message screen that is part of
the STMGT GUI. There is a configuration
parameter, which will allow the software to
automatically delete expired files.

H.31.2

View
Expired
Files

Operator

EcDsStm
gtGui

GUI

Operator selects to view the Pull Monitor
Server at the Cache Stats tab. The display
will contain all of the files currently in the pull
cache. The operator can sort the display
based on expiration status so that all of the
expired files are in the same place on the
screen. The operator can then select the
files to be deleted and hits the mark delete
button. When the operator has marked all
of the files for deletion that he/she wants to
delete at that time, the operator hits the
purge button. This will cause the files to be
deleted from the cache and entries will be
removed from the database tables
CacheFile and FileLocation. Any remaining
links will also be cleaned up.

H.32.1

Select data
to be
ordered via
ftp Push

Science
User

Netscape

GUI

The Science User selects a specific WRS
scene to order for delivery via ftp Push while
the tape order is being processed. When
the order is complete it is submitted to the
VO Gateway.

H.33.1

VO
Gateway
Order

Netscape

EcDmVO
ToEcsGa
teway

ODL,
over
sockets

EDG submits an order to the VO Gateway,
by converting the order into an ODL
structure and passing that structure to a
socket provided by the Gateway. The correct
socket is determined from configuration
information in the Valids file. The order
contains billing information including billing
ID.

H.33.2

Establish
ECS User

EcDmVO
ToEcsGa
teway

EcMsAc
RegUser
Srvr

Distribute
d Object

VO Gateway retrieves the User Profile using
ECS Authenticator from ODL message,
which includes an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (12 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

H.33.3 | Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for request submittal using
Mapping teway ool) the DDICT database. Interface is directly to

Data Dictionary database. Database name
is retrieved from configuration file.

H.34.1 | Request L7 | EcDmVO | EcDmLim | Distribute | VOECSGW$ends the request to the
Product ToEcsGa | Server d Object LIMGR because the order is for L70R WRS

teway data and there is no order ID in the
message.

H.35.1 | Request L7 | EcDmLim | EcDmEc | Distribute | The LIMGR sends the acquire to the
Product Server sToVOGa | d Object | ECSVOGWYased on the data being L70R

teway WRS.

H.36.1 | Acquire to EcDmEc | DORRAN | Distribute | The ECSVOGW$ends the acquire to the
DORRAN sToV0Ga d Object | DORRAN system.

teway

H.36.2 | B & EcDmEc | DORRAN | Distribute | DORRAN validates the request by checking
Verification | sToVOGa | Comp. d Object | the account level of the requester and the

teway required funding level of the request.

H.37.1 | DORRAN DORRAN | EcDmVO | Distribute | The Operator validates the order and
Return ToEcsGa | d Object | DORRAN sends back all the remaining

teway granules to the VOECSGWYover a specific
socket.

H.37.2 | Create EcDmVO | EcMsAc | Distribute | Create an order to be tracked within ECS.
Tracked ToEcsGa | OrderSrv | d Object | Initial status set to Pending’

Order teway r

H.37.3 | Store EcMsAc | Sybase CtLib Create a tracked order in the database.
Tracked OrderSrv
Order r

H.37.4 | Create EcDmVO | EcMsAc | Distribute | Create the Tracked Request within the
Tracked ToEcsGa | OrderSrv | d Object | Order. Initial status set to Pending”
Request teway r

H.37.5 | Store EcMsAc Sybase CtLib Create a tracked request in the order
Tracked OrderSrv database.

Request r
H.38.1 | Connectto | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object [ The correct SDSRV is determined by the UR
teway Server of a granule that is being ordered. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

H.38.2 | Add EcDmVO | EcDsScie | Distribute | The VO Gateway establishes the data
granulesto | ToEcsGa | nceData | d Object | context of the session with the SDSRV by
Session teway Server adding granules to the session. The Granule

UR of the WRS Scene granules to be
ordered is added to the ESDT
ReferenceCollector.
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (13 of 15)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

H.38.3

Retrieve
Granule
Metadata
from
Inventory

EcDsScie
nceData
Server

Sybase/S
QS

CtLib

SDSRYV completes establishing the data
context by retrieving the metadata for the
requested granules from the Sybase/SQS
database. The metadata for each granule is
passed back to the reference objects for
each granule.

H.38.4

Acquire
Data

EcDmVO
ToEcsGa
teway

EcDsScie
nceData
Server

Distribute
d Object

V0Gateway submits the order for WRS
Scene granules by submitting an Acquire
request for the granules. The Acquire
request is for an ftp Push of a specified
granule in the ESDT ReferenceCollector.
This request is asynchronous, meaning that
the return of the submit call of the request
only contains the status of the request’s
submittal.

H.39.1

Create
Staging
Disk

EcDsScie
nceData
Server

EcDsStSt
agingDis
kServer

Distribute
d Object

SDSRYV verifies access privileges for the
granule and creates a Staging Disk for
working space, scene files and metadata
files, which allocates space and passes back
a reference to that disk space. The
reference to the Staging Disk is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined on a
band-by-band basis. The SDSRV requests
twice the size of the first band, from
metadata in the database, and requests
more as needed in order to subset the
subsequent files. Each request is for twice
the size of the file to be subsetted.

H.40.1

STMGT
Retrieve

EcDsScie
nceData
Server

EcDsStAr
chiveSer
ver

Distribute
d Object

SDSRYV requests that STMGT retrieve the
subinterval granule files that are to be
subsetted. For a WRS Scene, these files
include band files, calibration files, MTA,
MSCD and PCD files. This results in the
files being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (14 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
H.41.1 | L7 Scene EcDsScie | EcDsHdf | Distribute | Since L7 WRS Scenes are virtual granules
creation nceData | EosServe | d Object | (i.e. the granules are represented in the

Server r inventory with their metadata, but the files
which contain the data don’t actually exist),
the scene files must be extracted from the
scene’s parent subinterval. The scenes files
are created using internal subinterval
subsetting methods. The subsetted files
include band files, calibration files, MTA,
MSCD, PCD, and CPF files. A metadata file
for the WRS Scene is created. Also the
SDSRYV searches the database for a
comparable L7CPF file before performing
reformatting. It keys the complete MTP file
and creates a Format 1 / Format 2 file. Then
the subsetted data is reformatted before
passing it to DDIST.

H.42.1 | Distribute EcDsScie | EcDsDist | Distribute | SDSRV submits a request to Data
Granules, nceData | ributionS | d Object | Distribution. The request includes, for the
Synchrono | Server erver granule, a reference to the metadata file.
us Other parameters such as FtpPushUserID,

FtpPushPassword, FtpPushHostName,
FtpPushDestination from the Acquire
request are passed to DDIST.

H.42.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Active’

Request erver r
Status

H.42.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

H.43.1 | Create EcDsDist | EcDsStSt | Distribute | Data Distribution creates Staging Disk for
Staging ribution agingDis | d Object | the granule files in the archive. This
Disk kServer allocates space and passes back a

reference to that disk space. The reference
to the Staging Disk is determined from the
information passed by the SDSRV in the
distribution request, which was the SDSRV
configuration. The amount of staging disk to
request is determined by the size of the
subsetted/reformatted data.

H.43.2 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Staging’

Request erver r
Status
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Table 3.6.11.3-1. Component Interaction Table: £7 Ordering ZORFFloating
Scenes (15 of 15)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
H.43.3 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
H.43.4 | Copy files EcDsDist | EcDsStSt | Distribute | DDIST links the subsetted and metadata
to Staging ributionS | agingDis | d Object | files from the SDSRV'’s Staging Disk into the
Disk erver kServer staging disk.
H.43.5 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | Transferring’
Request erver r
Status
H.43.6 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
H.43.7 | Update EcDsDistr | ECMsAcO | Distribute | Update the status of the tracked request to
Tracked ibutionSer | rderSrvr | d Object | Shipped”
Request ver
Status
H.43.8 | Update EcMsAcO | Sybase CtLib Update the Order Tracking Database with
Tracked rderSrvr new status.
Status
H.44.1 | Build EcDsDistr | EcDsDistr | |nternal DDIST builds a distribution notice indicating
Distribution | ibutionSer | ibutionSer that the WRS Scene data has been pushed
Notice ver ver up to user-specified host machine. The
notice includes the order ID, the UR of the
Scene granule, hame of the Scene’s files,
size of files, the host and directory names.
H.44.2 | Send E- EcDsDistr | Science | E-mail The distribution notice is emailed to the
mail ibutionSer | User Science User. The e-mail address is
ver obtained from the User Profile.
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3.6.12 L-7 Floating Scenes Price Estimation Thread
This thread shows how the ECS supports price estimation of L-7 floating scenes.

3.6.12.1 L-7 Floating Scenes Price Estimation Interaction Diagram - Domain View
Figure 3.6.12.1-1 depicts the L-7 floating scene price estimation interaction.

Distributed Object (rpc, CtLib)
HMI (GUI, Xterm, command)
—> fip
email (or other as noted)
Double line - Synchronous
email (or other as noted)
Dashed - Asynchronous

1.4 Granule metadata

1.2 Price estimate request

1.6 Estimated cost for
subset granules

1.5 Calculate the
estimated cost for
each granule

1.3 Inspect request

Figure 3.6.12.1-1. L7 Floating Scenes Price Estimation Interaction Diagram

3.6.12.2 L-7 Floating Scenes Price Estimation -bomain View
Table 3.6.12.2-1 provides the Interaction — Domain View: L-7 Floating Scenes Price Estimation.

Table 3.6.12.2-1. Interaction Table - Domain View: £7 Floating Scenes Price
Estimation (1 of 2)

Step Event Interface | Interface | Data Step Description
Client Provider | Issues | Precondi
tions

1.1 Submit Science EDG None Some L7 | Scientist selects the L7 granules of
price User granules | interest to get a price estimate.
estimate are Scientist clicks Price Estimate”
request selected | button on EDG's results screen.

1.2 Price EDG VOGWY | None None EDG submits the Science user’s
estimate price estimate request in ODL form
request to VOGWY
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Table 3.6.12.2-1. Interaction Table - Domain View: £7 Floating Scenes Price
Estimation (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Precondit
ions
1.3 Inspection | VOGWY SDSRV None None ~or each granule that Science user
request selected, VOGW$ends an
inspect request to SDSRYV to get
granule metadata.
1.4 Granule SDSRV VOGWY None None SDSRV sends granule metadata to
metadata VOGWY
1.5 Estimated VOGWY VOGWY Npne Granule VOGW Yalculates the estimated
cost for meta data | cost for each granule that has
each is been subset by passing the
granule provided granule’s spatial extent and user
provided spatial and band
constraints to the pricing algorithm.
1.6 Estimated VOGWY EDG None All the VOGW $ends the Price Estimate
cost for all estimated | result back to EDG.
the costs
granules in have been
the request calculated

3.6.12.3 L-7 Floating Scenes Price Estimation Component Interaction Table

Table 3.6.12.3-1 provides the Component Interaction: L-7 Floating Scene Price Estimate

Table 3.6.12.3-1. Component Interaction Table: £7 Floating Scene Price Estimate

(1 of 2)

Step Event Interface | Interface | Interface Description

Client Provider Mech.
[.1.1 | Startup EDG | Science Netscape | Command | The Science User invokes a Netscape
User browser and navigates to the EOS Data
Gateway (EDG) home page.

[.1.2 | Select Science Netscape | GUI The Science User selects the granules and
Order, User their spatial and band sub-settings. When
Provide guery constraints are completed, the query
Query is submitted.
constraints,

Submit
Query

[.2.1 | VO Gateway | Netscape | EcDmVO | ODL, over | EDG submits a price estimate request to the
Price ToEcsGa | sockets VO Gateway, by converting the request
Estimate teway criteria into an ODL structure and passing
Request that structure to a socket provided by the

Gateway. The correct socket is determined
from configuration information in the Valids
file.
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Table 3.6.12.3-1. Component Interaction Table: £7 Floating Scene Price Estimate

(2 of 2)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
[.2.2 | Establish EcDmVO | EcMsAc Distribute | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | d Object ECS Authenticator from the ODL message,
teway Srvr which includes an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.
[.3.1 [ Connectto EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object The correct SDSRYV is determined by
teway Server configuration file.
.3.2 | SDSRV EcDmVO | EcDsScie | Distribute | The Gateway translates the query into a
Query ToEcsGa | nceData | d Object DsShESDTUR object. This object is handed
teway Server to the Search interface of the DsCl ESDT
ReferenceCollector. This Search method is
synchronous, so the results of the search
are returned to the calling function. It does
an tnspect'to the SDSRV to get the spatial
metadata. . It first performs a
GetQueryableParamerter to determine all
attributes associated with each granule.
1.3.3 | Request EcDsScie | Sybase/S | CtLib The SDSRYV breaks down the Query object
Metadata nceData | QS and translates it into a sequence of calls to
Server the inventory database. The Resultant row
is converted into a data granule, with its
metadata extracted from the database. This
result is packaged and returned to the
Query client.
.4.1 | Metadata EcDsScie | EcDmVO | Distribute | The Gateway gets the Granule Spatial
Retrieval nceData | ToEcsGa | d Object Extent for the granule.
Server teway
[.5.1 | Price EcDmVO | EcDmVO | Distribute | The Gateway passes the Granule Spatial
Estimate ToEcsGa | ToEcsGa | d Object extent and the User specified spatial
teway teway constraint to the scanline size algorithm to
calculate scanline size. Once the scanline
size is calculated its price is calculated from
the table look up out of the configuration file.
1.6.1 | Price EcDmVO | Netscape | ODL, over | When the Gateway calculates the price, it is
Estimate ToEcsGa Sockets translated into ODL and passed back to the
Result teway EDG tool. The correct socket for sending

results to EDG is the one used to submit the
query. EDG then displays the results of the
query to the user.
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3.6.13 Landsat-7 Error Handling

In Landsat operations, the system merges Format 1 data sets with Format 2 data sets. Since these
data sets can be delivered at different times, the merge activity may or may not be completed
correctly during an operational period of time. This capability allows the Operator to invoke
various commands to handle database merge “Errors”.

3.6.13.1 Landsat-7 Error Handling Thread Interaction Diagram - Domain View

Figure 3.6.13.1-1 depicts the L-7 Error Handling Interaction - Domain View.

% Distributed Object (rpc, CtLib) N
HMI (GUI, Xterm, command)
ftp

email (or other as noted)
Double line - Synchronous .

email (or other as noted) e '

.
o
Da_shed - Asynchronous "

"2 Merge/De-Merge/DéI‘ete

Figure 3.6.13.1-1. 7 Error Handling Interaction Diagram

3.6.13.2 Landsat-7 Error Handling Thread Interaction Table - Domain View
Table 3.6.13.2-1 provides the Interaction — Domain View: L-7 Error Handling.

Table 3.6.13.2-1. Interaction Table - Domain View: £7 Error Handling

Step | Event | Interface | Interface | Data Step Description
Client Provider | Issues | Preconditions

J.1 Query | DAAC SDSRV None Invoke Utility DAAC Operator chooses a
Databa | Ops Database command to execute, utility
se returns a list of candidate

granules, then Operator selects
from listed granules.

J.2 Merge/ | DAAC SDSRV None None The utility executes command on
De- Ops Database selected granules and updates
merge/ candidate granules list.

Delete
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3.6.13.3

Landsat-7 Error Handling Interaction Table

Table 3.6.13.3-1 provides the Component Interaction: L-7 Error Handling.

Table 3.6.13.3-1. Component Interaction Table: £7 Error Handling

Step Event Interface | Interface | Interface Description
Client Provider Mech.

J.1.1 | Select DAAC Command | Command | Operator selects a command from the
command Operator | Line Utility menu displayed by the command line
choice utility.

J.1.2 | Query Comman | Sybase Distribute | Utility queries the SDSRV database for
Database d Line SQL d Object granules that satisfy request and returns

Utility granules to utility.

J.2.1 | Select DAAC Command | Command | Operator selects granules to update and
granules to | Operator | Line Utility selects more granules, chooses another
update command or exits the utility.

J.2.2 | Update SDSRV Sybase Distribute | Utility updates SDSRV database on
Database Database | SQL d Object selected granules.
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3.7 ASTER Scenario

3.7.1 ASTER Scenario D escript ion
This scenario shows how tECS supports the ASTER mission.

ECS provide amechanism for ECS Users to submit daAcquisition Requests (DARs). ECS
notifies the ECS User when that DARshbeerfulfiled. ECSreceives ASTER datavia tape,
from ASTER GDS. These taps contain L1Aand L1B data. This data isprovided to ECS
regardless of whéher or not ECS Uses hed previously submitte DARS.

ECS provides supportfor users to rquest proessing of the L1Aand L1B data to higher
information levels, via requests for OrDemand Proessing. A request for -Demand

Processing may reqeira seqene of algaithms to be run on thepecified data. Granules

produced by OiDemand Proessing ee not permaently achived.

ECSsupportgheinsertionof ASTER Expedited Data Set (EDB8»m EOS Dataand Opeations
Systen (EDOS), ad its immeliate availability to sdected ASTER Sdentists.

ECS provides support for interopbility with ASTER GDS so that an EOSDIS usar an
ASTER GDS usewill be able to view the data holdings ad order prodiction dda of the other
system.

Thefollowing systen fundiondity is exercised in this senario:
- JasraDARTOool usgefor DAR submittd (Thread A)
e Data Tap Ingest Threads B & I)
e Backward Chining (Thred C)
e Science Usr metadta update(Thread D
e On-Demand Prodition (Thred E, F & G)
 Simplified ASTER Expedited Data Support (TéoteH)
e RoutineProessing Planing for Stat/Stop ad Insetion time (Threalsl & J)
e Spatial Query/Padding (Thae K)
e View EDC data holdings and aedproduction dataThreads L & M)
e View ASTER GDS data holdings and ergbroduction dta (ThreadN)

Figure 3.7.1-1illustratesthe relationshipdbetweenthe dita types and PGEs used in 8 TER
scenarm.
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ACT ETS

(multiple) __
AST_ANC
—anp T~ Atmos.
Correction
TIR

Emiss/Temp
Separation

“

y
GDASO0ZFH /
24MB
AST_L1B
-\ BTS AST_ANC

AN
Brightne ss |
Temperature

Figure 3. 7.1-1. ASTER Scenario PG E/Data Relationship s Diagram

3.7.2 ASTER Scenario Pr econditions
The following ESDTs haveden inseed into the ECS:

AST_ANC (ASTER Andlary dda)
AST_EXP (ASTER Expedited LO data)
AST_L1A (ASTER L1A data)

AST_L1B (ASTER L1B data)

AST_L1BT (ASTER L1B data — Thermal IR Chais)
AST_04 (L2 Brightness Tempeaure)
AST_05 (L2 Surfae Emissivity)

AST_08 (L2 Surfae Tempeature)
AST_09T (L2 Surfae Radiarce)
ASTER14DEM (ASTER DEM Produpt
GDASOZFH (NCEP provided ancillagjata)
PH (Product History)

PGEEXE (PGE Executionr@nule)

The following ASTER PGEs have passed SSI&T aacktbeen inserted into the ECS:

ACT -- Atmospheric Caection — TIR Thermal hfrared

ETS -- Emissivity/Tanperature Separdion
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e BTS -- Brightness Temperaterat Sensor
Ancillary granules (AST_ANC and GDAS0ZFH) hae been insertel into theECS.

The Sience User nust be a regstered ECS User whos profie reflects ause auhorized to
submit aDAR.

3.7.3 ASTER Scenario P artitions
The ASTER senario ha bea patitioned into thefollowing threals:

e ASTER DAR Submissia (ThreadA) - This thread showshe usage of he OLS Java
DARTool, and its interaction with GDS and other ECS componeetsi¢s 3.7.4).

e ASTER GDS Tape Insertion (Thread B)- This thread shows howelECSinsertsdata
provided by GDS on D3 tafsee sction 3.7.5).

e ASTER Backward Chaining (Thread C) - This thed shows how the system supports
requestdrom ECSusers to prodte daa requiring asequene of algorithms to be run
(see setion 3.7.6).

e ASTER QA Metadata Update (Thread D - This thred shows howhe ECS supports
updating the QA metadatd a sgecified ganule(see sction 3.7.7).

e ASTER On-Demand High Level Produdion (ThreadE) - This thread shows how the
ECS supports users request for-Demand production e setion 3.7.8).

e ASTER On-Demand Non-Standard L1B Production Thread (Thread F - This thread
shows how the ECS supports users regiorsDn-Danand prodwction of non-standrd
L1B data products (sesection 3.7.9).

e ASTER On-Demand DEM Production Thread (Thread G) -- his thread shws how
the ECSsupportausersrequestor On-Demandproduction of the DEM dat product (se
section 3.7.10).

e ASTER Simplified Expedited Data Support (ThreadH - This thread shows how the
ECS supports a simplified version of Expedited data sugpeetection 3.7.11).

e ASTER Routine Processing Plannng Data Sart/Stop Time (Thread 1) — This thead
showshow planningis doneto create dat proessing jobs for ASTER routine pressing
(see setion 3.7.12).

e ASTER Routine Processing Plannng Insertion Time (Thread J) — This tlead shows
how to perform ASTER BTS (Brightness Tengieire at Sensor) PGEs (sesection
3.7.13).

e ASTER Spatal Query (Thread K) -- This thread illustraes how to perform ASTER
processingor a preefined gographc area. This aea can le expanded (@dded) bya
predefired number of kilomets. (See ection 3.7.14).

e ASTER View ECS Data Holdings(Thread L) — This thread shows h@am ASTER GDS user
canobtaininformation about the kation and otheattributes of spefied data sets, andrbwse
specified dad sets. (See sction 3.7.15).
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e ASTER Price & Order Data (ThreadM) — This thread shws how an ASER GDS usercan
obtain a priceestimate for ECS products, plaae order for ECS products storatiany DAAC
and obtain the status of aeprously placed @ler. (See setion 3.7.16).

e UserView And Order ASTER GDS Data (Thread N) — This thrad shows howan ECS user
can obtain information on thattributes of spafied data sts, browse sgcified data setsand
place an cderfor ASTER products st@d at GDS (See section 3.7.17).

3.7.4 ASTER DAR Submis sion Thr ead

This threadshowsthe usag of the CLS Java DARTool, and its interaction with GDS and othe
ECS components.

3.7.4.1 ASTER DAR Submis sion Thr ead Interaction Dia gram - Domain View
Figure 3.7.4.1-1 depicts the ASTER DAR Submission Threadaletien - Domain View.

.s»A.1 Web Browse
[ 3 e

" (Netscape)
Web Sever ,
A.5 Login Info A.6 Login Info

. A.3 Login Screen | A.8 Profile Request A.9 Profile Request
. A.11 DAR Tool A.2httpdemon  A.13 DAR Parameters A.14 DAR Parameters

A4 Login’information \ (CLS) +

A.12 DAR ParameterSvaa., . Java DAR Tod

A.7 Login Validaion

(CSS)
DCE Security Sever

A.10 Profile Request

(MSS)
Usea Regstration Serve A.15 DAR Parameters
—>

Distributed Object (rpc, CtLib)

A.17 Subgription

=== HMI (GUI, Xterm, command) (CSS) A.16 Sub Req Parameters

—2> fip DAR Comm G/W ii

% emdl (or other as noted)
Double line - Synchronous ADSRV

- - emadl (or other asnoted) - SBSRV
Dashed - Asynchronous -

Figure 3.7.4.1-1. ASTER DAR Submis sion Inte raction Dia gram
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3.7.4.2 DAR Submis sion Thread Interaction Table - Doma in View
Table 3.7.4.2-1 provi the Inteaction - Donain View: ASTER DAR Submission.

Table 3.7.4.2-1. Interaction Table - Domain View: ASTER DAR Submi ssion (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Precon
ditions
Al Web Science Web None None Science User connects to the Java DAR
Browser | User Server Tool Server.
A2 http Web Java None None http daemon establishes connection for
daemon | Server DAR client.
Tool
A3 Login Java Science None None Java DAR tool sends login screen to
Screen DAR User Science User.
Tool
A4 Login Science Java None None Science User supplies login information
Informat | User DAR to DAR Tool.
ion Tool
(CLS)
A5 Login Java jess None None Java DAR Tool relays login information
Info DAR (CLS) to jess.
Tool
A.6 Login jess MOJO None None Jess passes Log in information to MOJO
Validatio (CSsSs) for translation into a form usable by CSS
n DCE Security Server (COTS).
A7 Login MOJO DCE None Science | DCE Security Server (CSS) validates (or
Validatio Security User doesn’t validate) login information.
n Server should
be a
register
ed ECS
user
A.8 Profile Java jess None None Once the user is authenticated, the Java
Request | DAR DAR Tool requests the user’s profile.
Tool
A.9 Profile jess MOJO None None Profile Request is translated into the
Request appropriate format and sent to MOJO.
(cont’d)
A.10 | Profile MOJO User None None MOJO formats and submits request to
Request Profile MSS User Registration Server.
(cont'd) Server
(MSS)
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Table 3.7.4.2-1. Interaction Table - Domain View: ASTER DAR Submi ssion (2 of 2)

Step Event Interface | Interface Data Step Descript ion
Client Provider | Issues | Precon
ditions
A.11 | DAR Java Science None None Java DAR Tool is instantiated on
Tool DAR User Science User’s platform.
Tool
A.12 | DAR Science Java None None User creates or modifies a request, and
Paramet | User DAR submits it.
ers Tool
A.13 | DAR Java jess None None Java DAR Tool relays parameters to
Paramet | DAR jess.
ers Tool
A.14 | DAR jess MOJO None None Parameters are passed to MOJO for
Paramet translation.
ers
A.15 | DAR MOJO DAR/Co | None None Parameters are passed for submission to
Paramet mm GDS APL.
ers Gateway
A.16 | Subscri | MOJO Advertisi | None None Request for information needed to enter
ption ng subscription.
Request Server
Paramet
ers
A.17 | Subscri | MOJO Subscript | None None Subscription is entered for this
ption ion submission.
Server

3.7.4.3 ASTER DAR Submis sion Thread Compone nt Inte raction Table
Table 3.7.4.3-1 provies the Component Intaction: ASTER DAR Submission.
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Table 3.7.4.3-1. Compone nt Inte raction Table: ASTER DAR Submi ssion

Step Event Interface Interface Interface Description
Client Provider Mech.
A.1.1 | Startup Java | Science World Wide | HMI From browser, user starts the Java
DAR Tool User Web DAR Tool.
A.2.1 | Web Server | Web EcCIWbJdt | Distribute | Java DAR Tool starts on client platform.
downloads Server d Object
Java DAR
Tool
A.3.1 | Login EcClwbJdt | Science Distribute | Login Screen is drawn on user’'s screen.
Screen User d Object
Instantiated
A.4.1 | Login Science EcCIwbJdt | HMI Login information is sent by user.
Information | User
A.5.1 | Login EcCIWwbJdt | jess socket Log in information sent from Java DAR
Information Tool to jess.
A.6.1 | Login jess EcCsMojo | socket Login information sent from jess to
Information Gateway MOJO.
A.7.1 | Login EcCsMojo | DCE rpc Log in information validated through
Information | Gateway Security Management Subsystem.
(COTS)
A.8.1 | Profile EcClWbJdt | jess socket Once the user is authenticated, the user
Request profile request is passed from Java
DAR Tool to jess.
A.9.1 | Profile jess EcCsMojo | socket Profile request is formatted and passed
Request Gateway from jess to MOJO.
A.10. | Profile EcCsMojo | EcMsAcRe | rpc MOJO sends the profile request to the
1 Request Gateway gUserSrvr MSS User Profile Server.
A.11. | DAR Tool EcCIlWbJdt | Science Distribute | Java DAR Tool screen(s) are
1 downloaded User d Object downloaded to user’'s machine.
A.12. | DAR Science EcCIwbJdt | HMI DAR Parameters are entered into Java
1 Parameters | User DAR Tool.
A.13. | DAR EcClWbJdt | jess socket DAR parameters go from Java DAR
1 Parameters Tool to jess.
A.14. | DAR jess EcCsMojo | socket DAR parameters relayed from jess to
1 Parameters Gateway MQOJO.
A.15. | DAR EcCsMojo | ECGWDAR | rpc DAR Parameters relayed from MOJO to
1 Parameters | Gateway Server DAR/Comm Gateway.
A.16. | Subscription | EcCsMojo | EcloAdSer | rpc Request for information needed to enter
1 Request Gateway ver subscription.
Parameters
A.17. | Subscription | EcCsMojo | EcSbSubS | rpc Entering subscription so that user will
1 Gateway erver know when request is filled.
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3.7.5 ASTER GDS Tape Insertion Thread

This threadshowshow the ECS inserts datagwided by GDS on D3 tap This data is eithe
AST L1A or AST_L1B data.

3.7.5.1 ASTER GDS Tape Insertion Thread Int eraction Diagram - Domain View
Figure 3.7.5.1-1 depicts the ASTER GDS &apsation Interaction.

B.1 GDS Shps D3
(commecial shipping)

\ *
B.7 Send Notification B.3 Ingest from D3
Il -

— ¥  B2GHSDSRVURs

B.6 Trigger Event (AST_L1A or AST_L1B) B.4 Creae Saging Disk & ReadD3 Tape
B.5 Request Data Isert (AST_L1A or AST_L1B)

—) Distributed Qbject (rpc, CtLib
D we=eP HMI (GUI Xt;rm (czmmand))
—> ftp
% email (or other as noted)
Double line - Synchronous
- - email (or other as noted)
Dashed - Asynchronous

Figure 3. 7.5.1-1. ASTER GDS Tape Insertion Int eraction D iagram

3.7.5.2 ASTER GDS Tape Insertion Thread Int eraction Tab le - Domain View
Table 3.7.5.2-1 provigs the Inteaction - Donain View: ASTER GDS Tapénsertion.

Table 3.7.5.2-1. Interaction Tabl e - Domain View: ASTER GDS Tape Insertion

(10f2)
Step | Event | Interface | Interface Data Step Description
Client Provider | Issues Precondi
tions
B.1 GDS GDS DAAC None None GDS uses commercial shipping
Ships Ops vendor, sends a D3 tapes containing
D3 AST _L1A or AST_L1B data. Tape
Tape contains data takes that are both due
to ECS DARs as well as data that
wasn't requested via ECS.
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Table 3.7.5.2-1. Interaction Tabl e - Domain View:

ASTER GDS Tape Insertion

(20f2)

Step | Event | Interface | Interface Data Step Description

Client Provider | Issues Precondi
tions

B.2 Get INS 10S None None Upon startup, Ingest gets the SDSRV
SDSR URs for each data type in its
V URs database.

B.3 Ingest | DAAC INS None None DAAC Ingest/Distribution Technician
from Ingest/Di loads the D3 tape and, using an
D3 stribution Ingest GUI, prepares to read the tape.

Technicia
n

B.4 Create | INS DSS None None Ingest interfaces with the DSS to
Staging create an Ingest staging disk and
Disk & reads the D3 tape into this staging
Read disk.

D3
Tape

B.5 Reque | INS DSS 2 AST_L1A | Ingest inserts the new ASTER
st Data granules | AST_L1B | granules into the Data Server.
Insert @ 5MB | ESDTs

B.6 Trigger | DSS SBSRV None None Upon successful completion of
Event insertion of each AST_L1A or

AST_L1B granule, the
AST_L1A:nsert or AST_L1B:Insert
event is triggered, with the qualifiers
including all the XARids attached to
that data.

B.7 Send SBSRV Science None None Send notification to Science User that
Notifica User AST_L1A or AST_L1B granules for
tion their DAR have been inserted.

Notification message includes the UR
of the granule, as well as the DAR IDs
that have been matched.

3.7.5.3 ASTER GDS Tape Insertion Thread Component Inter action Tabl e
Table 3.7.5.3-1 provies the Component Intaction: ASTER GDS Tape Ing&n.

Table 3.7.5.3-1. Component Interaction Table: ASTER GDS Tape Insertion (1 of 3)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
B.2.1 | Get SDSRV | EcinReq | EcloAdSe | Distribute | Upon startup, Ingest Request Manager
URs from Mgr rver d Object requests the SDSRV URs for each data
I0S type in its database.
B.3.1 | Startup DAAC EcIinGUI Command | DAAC Ingest Technician invokes the
Ingest GUI Ingest Ingest GUI using the start script. The
Technicia DAAC Ingest Technician selects the Media
n Ingest tab on the Ingest GUI.
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Table 3.7.5.3-1. Component Interaction Table: ASTER GDS Tape Insertion (2 of 3)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.3.2 | Select DAAC EcinGUI | GUI DAAC Ingest Technician selects the media
Ingest Ingest device (D3) to read data from and selects the
Device Technicia data provider. The DAAC Ingest Technician

n also selects the location of the DDR as
embedded in the media and enters the DDR
name.

B.4.1 | Allocate EcInGUI EcDsStD | Distribut | Ingest now creates the Resource manager
Media 3Server ed for D3 via a Resource Manager Factory. The
Resource Object correct D3 resource is determined from

configuration within the resource factory.

B.4.2 | Create EcinGUI | EcDsStSt | Distribut | Ingest creates a Staging Disk for the delivery
Staging Disk agingDis | ed record file.

kServer Object

B.4.3 | Read D3 EcInGUI | EcDsStD | Distribut | Ingest reads the delivery record file. From

Tape 3Server ed this file the type and amount of data to be
Object read is determined. The delivery record file
is in the first tar set on the tape.

B.4.4 | Create EcinGUI | EcDsStSt | Distribut | Ingest creates Staging Disk. The correct
Staging Disk agingDis | ed staging disk server is determined from the

kServer Object Ingest Database. The amount of staging
disk to request is determined from the
delivery record file.

B.4.5 | Read D3 EcInGUI | EcDsStD | Distribut | Ingest reads data files from the D3 tape.
Tape 3Server ed

Object
B.4.6 | Send EcInGUI | EcInReq | Distribut | Ingest GUI process copies the DDR file read
Request Magr ed into the remote directory and sends an Ingest
Object Request to the Request Manager. The data
provider is passed to the Ingest Request
Manager.

B.4.7 | Granule EcinReq | EcInGran | Distribut | Request Manager packages the request into
Process Mgr ed granules and sends them to the Ingest
Request Object Granule Server.

B.5.1 | Connectto EcInGran | EcDsScie | Distribut | Ingest begins a session with the SDSRYV by
SDSRV nceData | ed connecting. The correct SDSRYV is

Server Object determined during EcinRegMgr startup, from
Advertising, based on the data type. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode. The data type is
determined from the delivery record file.

B.5.2 | Request EcinGran | EcDsScie | Distribut | Ingest requests the metadata configuration
MCF nceData | ed file (MCF) for the data being inserted.

Server Object
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Table 3.7.5.3-1. Component Interaction Table: ASTER GDS Tape Insertion (3 of 3)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.5.3

Validate
Metadata

EcinGran

EcDsSci
enceData
Server

Distribute
d Object

After building a metadata file for the input
data granule, Ingest asks SDSRYV to validate
the metadata, based on the granule’s data

type.

B.5.4

Request
Data Insert

EcinGran

EcDsSci
enceData
Server

Distribute
d Object

Ingest requests that the received files for the
data granule are inserted into the Data
Server. An Insert request, containing the
names of the files comprising the granule, is
created. The structure of the Insert Request
is hard-coded in the granule server. SDSRV
validates metadata and determines the
archived names of the files. Upon
completion of the insert, the status is
asynchronously reflected on the GUI monitor
and control screen.

B.5.5

STMGT
Store

EcDsSci
enceData
Server

EcDsStA
rchiveSer
ver

Distribute
d Object

SDSRYV requests that the granule’s files be
archived. The archive server reads the
inserted files directly from the Ingest staging
disk on which they are residing. The correct
archive object to request is determined by
the Archive ID input during ESDT installation.

B.5.6

Adding a
Granule to
Inventory

EcDsSci
enceData
Server

Sybase/S
QS

CtLib

The validated metadata is parsed and added
to the inventory of the SDSRV.

B.6.1

Trigger
Event

EcDsSci
enceData
Server

EcSbSub
Server

Distribute
d Object

Upon successful insertion of data granule,
the AST_L1A:Insert or the AST_L1B:Insert
event is triggered. The correct subscription
server is determined from SDSRV
configuration. The correct events to trigger
are determined from the events file, which
was populated during ESDT installation.
Provided with the event triggering is the UR
of the inserted granule.

B.6.2

Retrieve
Subscription
s

EcSbSub
Server

Sybase

CtLib

SBSRV queries the Sybase database
determining which subscriptions need to be
activated, or fired. Each query “hit” is an
activated subscription and executes
independently.

B.7.1

Build E-mail

EcSbSub
Server

EcSbSub
Server

Internal

The SBSRYV builds an email notification that
the user’s subscription on the

AST _L1A:Insert or AST_L1B:Insert event
has been fired. This notification identifies the
event, the subscription ID, the Granule UR
that was inserted and the previously supplied
User String.

B.7.2

Send
Notification

EcSbSub
Server

Science
User

E-mail

The notice is e-mailed to the Science User.
The e-mail address is obtained from the User
Profile.
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3.7.6 ASTER Backward Chaining Thr ead

This thread shows how the system suppadsi@sts from ECS users to pragwat requiringa
sequene of algorithms to be run.

3.7.6.1 ASTER Backward Chaining Thr ead Interaction Diagram - Domain View
Figure 3.7.6.1-1 depicts the ASTER Baeka/Chaining Inteaction.

_ CACdl DAAC (viatelephonp - DAAC 4—4/3\.5 Lookup Algorithms
- Ops

- ica «exe.. C7 Crat Rodudion Reques
~. * .l.
~._ G238 Notficaton R **. C8 Activate Rrodudtion Plan
S~ S * -

C26

. A 4
C.1 Inventory Search Distribution ™ C.6 Qubscribe

\ (AST_08,ftPush)  _—=-=-—"7
Not \ = o
onee \ . C.16 Notification PLS

\ I - ’ -

N 44

\ i

C 25 ftp Dat: C.9 Sbmit DPRs
C2Sarch —<>ipDda SBSR C.10 Release Job (ACT)

C.17 Rdeas Job (ETS)

C.3 Sarch

C.13Ge DSS UR
C.20 G DSS UR

C.11 Acquire Data (ACT input)
C.14 Insert Data(AST_0dT)

)

C.18 Acquire Data (anc.)
— Distributed Object (rpc, CtLib) C21Insert DABAST 08 1) o PGE (ACT)
=== HMI (GUI, Xterm, command) C.19 Run PGE (ETS)
—> ftp

email (or other as noted)
Double line - Synchronous
- - email (or other as noted)
Dashed - Asynchronous

Figure 3. 7.6.1-1. ASTER Backward Chaining Int eraction Diagram

3.7.6.2 ASTER Backward Chaining Thr ead Interaction Tab le - Domain View
Table 3.7.6.2-1 depis the Inteaction - Donain View: ASTER Backvard Chaining.
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Table 3.7.6.2-1. Interaction Tabl e - Domain View: ASTER Backward C haining
(1 0f3)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Preconditi
ons

Descript ion

Cl

Inventory
Search

Science
User

EDG
(CLS)

None

None

Upon notification of data resulting
from the DAR, the Science User
looks up the data granule in order
to determine it's metadata
characteristics.

C.z2

Search

EDG

VOGWY
(DMS)

None

None

EDG submits the Science User’'s
search criteria to the VO Gateway
in ODL format, via a specific
socket.

C3

Search

VOGWY

SDSRV
(DSS)

None

None

The VO gateway translates the
Search criteria from ODL to a
query object (using
GlParameters), and submits that
query to the Search service. The
results of this Search are returned
synchronously, and are passed
back to EDG, which displays
them to the Science User.

C4

Call
DAAC

Science
User

DAAC
User
Services
Represent
ative

None

None

Upon determining that the data
take resulted in useful data, the
Scientist decides to call the
DAAC, requesting that a L2
Surface Temperature (AST_08)
granule is produced from the
AST _L1B data. The Scientist
request that the AST_08 data be
shipped electronically to his/her
workstation.

C5

Lookup
Algorithm
s

DAAC
Productio
n Planner

Technical
Baseline

None

None

The DAAC Production Planner
determines the process to take
the AST_L1B data into AST_08
data. The process is a two-stage
algorithm sequence: chaining the
ACT and ETS algorithms.

C.6

Subscrib
e

DAAC
Productio
n Planner

SBSRV
(CSS)

None

None

The DAAC Production Planner
places a subscription for the
Science User to receive the
resultant AST_08 granule, via a
ftpPush.

C.7

Create
Productio
n
Request

DAAC
Productio
n Planner

PLS

None

None

DAAC Production Planner creates
DPRs for ACT and ETS PGEs.
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Table 3.7.6.2-1. Interaction Tabl e - Domain View: ASTER Backward C haining

(2 0f 3)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditi
ons
C.8 Activate DAAC PLS None PGEs DAAC Production Planner
Productio | Productio passed activates a plan, which includes
n Plan n Planner SSI&T-Plan | DPRs for ACT and ETS PGEs.
already
created.
C.9 Submit PLS DPS None None DPRs for ACT and ETS are
DPRs submitted to DPS.
C.10 | Release PLS DPS None None Since all inputs are available to
Job run the ACT PGE, references to
those input granules are passed to
DPS, and the ACT job is released.
C.11 | Acquire DPS DSS 24 AST_ANC DPS submits Acquire Request for
Data AST_AN | & input granules, via ftpPush, for
C GDASOZF | inputto ACT.
@4MB, | Hdata
1 already
GDASO | inserted
ZFH
@4MB,
1
AST L1
B @5
MB
C.12 | Run PGE | DPS DPS AST_09 | None ACT runs, creating AST_09T
T @9.7 granules.
MB
C.13 | GetDSS | DPS I0S None None DPS gets the DSS UR from
UR Advertiser.
C.14 | Request | DPS DSS None AST_09T Archive newly created AST_09T
Data ESDT granule.
Insert
C.15 | Trigger SDSRV SBSRV None None Trigger AST_09T:Insert event.
Event
C.16 | Notificati | SBSRV PLS None PLS Send direct notification to PLS,
on Subscriptio | notifying that there is a newly
ns for inserted AST_09T granule.
AST _09T:l | Notification message includes the
nsert event | UR of the AST_09T granule.
C.17 | Release | PLS DPS None None PLS releases job containing ETS.
Job

3-204

313-CD-510-002



Table 3.7.6.2-1. Interaction Tabl e - Domain View: ASTER Backward C haining

(30f3)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditi
ons
C.18 | Acquire DPS DSS 1 AST_ANC DPS submits Acquire Request for
Data AST_AN | data the ancillary product, AST_ANC,
C already via ftpPush, for input to ETS.
@722M | inserted Note that other input to ETS,
B AST_Q9T. is already available on
DPS resources.
C.19 | Run PGE | DPS DPS 1 None ETS runs, creating both AST_08
AST 08 and AST_05 data granules.
@2.3
MB, 1
AST_09
T
@6.6MB
C.20 | GetDSS | DPS I0S None None DPS gets the DSS UR from
UR Advertiser.
C.21 | Request | DPS SDSRV None AST 08 Archive newly created AST_08
Data and and AST_05 granules.
Insert AST_05
ESDTs
C.22 | Trigger SDSRV SBSRV None None Trigger AST_08:Insert and
Event AST_05:Insert events.
C.23 | Notificati | SBSRV Science None None Send email notification to Science
on User User, notifying that the AST_08
granule has been inserted.
Notification message includes the
UR of the AST_08 granule.
C.24 | Acquire SBSRV SDSRV None None SBSRYV submits an Acquire
Data Request, on behalf of the Science
User, to have the AST_08 granule
shipped, via ftpPush, to the
Scientists workstation.
C.25 | ftp Data DSS Science 1 None DSS ftp’'s the AST_08 data to the
User AST 08 Scientist’s workstation.
@ 2.3
MB
C.26 | Distributi | DSS Science None None DSS emails notification to the
on Notice User Science User, notifying the
presence of the AST_08 data on
their workstation.

3.7.6.3 ASTER Backw ard Chaining Thr ead Component Inter action Tabl e
Table 3.7.6.3-1 provies the Component Intaction: ASTER Backwa Chaining.

3-205

313-CD-510-002




Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(1 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.1.1 | Startup Science Netscape | Comman Science User invokes a Netscape browser

EDG User d and navigates to the EOS Data Gateway

home page.
C.1.2 | Select Science Netscape | GUI The Science User provides search

Inventory User constraints for the AST_L1B granules

Search, desired. When query constraints are

Provide completed, the query is submitted.

Query

constraints

, Submit

Query

C.21 | VO Netscape | EcDmV0O | ODL, EDG submits a search to the VO Gateway, by

Gateway Internet ToEcsGat | over converting the search criteria into an ODL

Inventory | Site eway sockets structure and passing that structure to a

Search socket provided by the Gateway. The correct
socket is determined from configuration
information contained in the Valids file.

C.3.1 | Establish EcDmVO | EcMsAcR | Distribute | VO Gateway retrieves the User Profile using

ECS User | ToEcsGat | egUserSr | d Object ECS Authenticator from ODL message, which

eway vr includes an encrypted User ID and Password.
The User Registration Server is replicated
across DAACSs, so the connection is made to
the local User Registration Server.
C.3.2 | Request EcDmVO | EcDmbDict | CtLib Gateway translates the VO terms from ODL

Attribute ToEcsGat | Server (RWDBT | into ECS names for query submittal.

Mapping eway ool) Interface is directly to Data Dictionary
database. Database name is retrieved from
configuration file.

C.3.3 | Connect EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
to SDSRV | ToEcsGat | nceDataS | d Object The correct SDSRYV is determined from
eway erver configuration information.
C.3.4 | SDSRV EcDmVO | EcDsScie | Distribute | The Gateway translates the query into a

Query ToEcsGa | nceDataS | d Object DsClQuery object. This object is handed to

teway erver the Search interface of t_he DsCI ESDT _
ReferenceCollector. This Search method is
synchronous, so the results of the search are
returned to the calling function. After the
search the Gateway receives a list of URs.
Then it does an “Inspect” to the SDSRV to get
the metadata. . It first performs a
GetQueryableParamerter to determine all
attributes associated with each granule.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(2 of 20)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.35

Request
Metadata

EcDsSci
enceData
Server

Sybase/S
Qs

CtLib

The SDSRV breaks down the Query object
and translates it into a sequence of calls to the
inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database. These
results are packaged and returned to the
Query client.

C.3.6

Result
Retrieval

Netscape

EcDmVO
ToEcsGat
eway

ODL,
over
Sockets

When the Gateway gets the results, they are
translated into ODL, and passed back to the
EDG tool. The correct socket for sending
results to EDG is the one used to submit the
query. EDG then displays the results of the
query to the user.

Co6.1

Startup
SBSRV
GUI

DAAC
User
Services
Represe
ntative

EcSbGui

Xterm

After receiving a call from the user for AST_08
data made from the AST_L1B granules, User
Services Representative then calls DAAC
Production Planner, communicating the need
for the AST_08 product. DAAC Production
Planner determines the sequence of
algorithms required. The algorithms needed
are determined from the Technical Baseline
and a series of queries on the PDPS
database. DAAC User Services
Representative invokes SBSRV GUI
application.

C.6.2

Create &
Submit
Subscripti
on from
GUI

DAAC
User
Services
Represe
ntative

EcSbGui

Xterm

DAAC User Services Representative
represents him/herself as the Science User.
The DAAC Operator brings up the GUI and
clicks button to create new subscription. A list
of events is then displayed from which the op
can choose to subscribe. DAAC Operator
selects the AST_08:Insert Event for
subscription. Only one action (besides
notification), is available from the SBSRV at
this time. FtpPush as a distribution
mechanism is input via a GUI button. Other
parameters required for FtpPush, including the
Science User’s host name, target directory, ftp
user name, and ftp password, are input via the
GUL.

C.6.3

Submit
Subscripti
on

EcSbGui

EcSbSub
Server

Distribute
d Object

Submit the subscription to the Subscription
Server. This is accomplished with the
EcClSubscription interface class. The correct
SBSRV is determined via a Server UR,
declared in configuration.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(3 of 20)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

C.6.4 | Persista EcSbSub | Sybase CtLib Subscription is stored in the Sybase Database.
Subscripti | Server
on

C.7.1 | Startup DAAC EcPIPRE | GUI DAAC Planner invokes the Production
Productio | Productio | ditor_IF Request Editor. The planner double clicks on
n Request | n Planner the Planning Workbench icon.

Editor

C.7.2 | Build DAAC EcPIPRE | GUI DAAC Planner creates Production Requests
Productio | Productio | ditor_IF for the ACT and ETS algorithms. Algorithm
n n Planner (ACT and ETS) is selected, along with the time
Requests domain of the output (and input) data.

Dependency of ETS on ACT, based on ACT
output, is established.

C.7.3 | Search for | ECPIPRE | EcloAdS | Distribute | In order to ensure that the correct input data is
Service ditor_IF erver d Object | used for the ACT algorithm, the Editor
Advertise searches Advertiser for the service to
ments Subscribe to AST_L1B:Insert event. This is

accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.
Note: This (and the following SBSRV steps)
only occurs if Planning does not already have
a subscription for the AST_L1B:Insert event.

C.7.4 | Connect EcPIPRE | EcSbSub | Distribute | The Editor connects to the subscription server

to SBSRV | ditor_IF Server d Object | in order to subscribe for notification of new
AST_L1B granules. The correct Subscription
server is determined from the Subscribe
Advertisement.

C.7.5 | Submit EcPIPRE | EcSbSub | Distribute | Submit the subscription to the Subscription
Subscripti | ditor_IF Server d Object | Server. This is accomplished with the
on EcClSubscription interface class.

C.7.6 | Store a EcSbSub | Sybase CtLib Subscription is stored in the Sybase Database.
Subscripti | Server
on
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(4 of 20)

Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

c.7.7

Search for
Service
Advertise
ments

EcPIPRE
ditor_IF

EcloAdS
erver

Distribute
d Object

In order to determine where (which SDSRV)
the input data (AST_L1B) is located the Editor
searches the Advertiser for a
“GetQueryableParameters” service for the
desired input data type. This is in lieu of
searching for Product Advertisements. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.
Note: AST_ANC and GDASOZFH are
considered “static” data, and have references
stored after SSI&T.

C.7.8

Connect
to SDSRV

EcPIPRE
ditor_IF

EcDsSci
enceData
Server

Distribute
d Object

Looking for input granules for the ACT PGE,
the Production Request Editor first connects to
the SDSRV. The correct SDSRV is
determined from the service provider on the
GetQueryableParameters Advertisement. This
is pertinent if there are multi-SDSRVs in use at
one DAAC in one mode. (Note this detail is not
shown in the figure.)

C.7.9

SDSRV
Query

DpPrDssl
F (Library
function)

EcDsSci
enceData
Server

Distribute
d Object

The DpPrDssIF creates an IF object to connect
with the Science Data Server and performs the

query.

C71

Request
Metadata

EcDsSci
enceData
Server

Sybase/S
Qs

CtLib

The SDSRV breaks down the Query object and
translates it into a sequence of calls to the
inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database. These
results are packaged and returned to the
Query client. Results are packaged in the ACT
DPR.

c71

Inspect
Granule
Value
Parameter
S

EcPIPRE
ditor_IF

EcDsSci
enceData
Server

Distribute
d Object

Editor checks the granule’s metadata attributes
(type, version, file size and temporal range) to
establish job dependencies.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(5 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.7.1 | Search for | ECPIPRE | EcloAdS | Distribute | In order to ensure that the correct input data is
2 Service ditor_IF erver d Object | used for the ETS algorithm, the Editor
Advertise searches Advertiser for the service to
ments Subscribe to AST_09:Insert event. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.
Note: This (and the following SBSRYV steps)
only occurs if Planning does not already have a
subscription for the AST_09:Insert event.
C.7.1 | Connect EcPIPRE | EcSbSub | Distribute | The Editor connects to the subscription server
3 to SBSRV | ditor_IF Server d Object | in order to subscribe for notification of new
AST_09 granules. The correct Subscription
server is determined from the Subscribe
Advertisement.
C.7.1 | Submit EcPIPRE | EcSbSub | Distribute | Submit the subscription to the Subscription
4 Subscripti | ditor_IF Server d Object | Server. This is accomplished with the
on EcClSubscription interface class.
C.7.1 | Store a EcSbSub | Sybase CtLib Subscription is stored in the Sybase Database.
5 Subscripti | Server
on
C.8.1 | Startup DAAC EcPIWb | GUI DAAC Planner invokes the Planning
Planning Operator workbench. The planner double clicks on the
Workbenc | - Planner Planning Workbench icon.
h
C.8.2 | Create a DAAC EcPIWb | GUI Planner interacts with Planning Workbench
Plan Operator GUI to create a plan with DPRs for the ACT
- Planner and ETS PGEs.
C.8.3 | Create EcPIWb | EcDpPrd | rpc The Production Planning Workbench sends to
DPR obMgmt DPS the DPRID, a list of predecessor DPRs,
and whether the DPR is waiting for external
data.
C.9.1 | Submit EcDpPrJ | AutoSys | JIL The DPRs (one at a time - one for ACT and a
DPRs obMgmt dependent one for ETS PGE) in plan are
(Create submitted to AutoSys by DPS for dependent
Job Box) execution. These jobs are dependent on input
data.
C.10. | Release EcDpPrJ | event_da | rpc Job containing ACT is released.
1 Job obMgmt | emon
Request
(Start Job
Box)
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(6 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.10. | Initiate event_da | EcDpPrE | comman | The job containing the ACT begins processing.
2 Job emon M d line
Processin
g
C.10. | Connect EcDpPrE | EcDsSci | Distribute | Processing begins a session with the SDSRV
3 to SDSRV | M enceData | d Object | by connecting, in order to acquire the ACT
Server PGE. The correct SDSRYV is determined by
using the Granule UR of the PGE granule,
which is defined in the Production plan and is
part of the DPR. This is pertinent if there are
multi-SDSRVSs in use at one DAAC in one
mode.
C.10. | Add PGE | EcDpPrE | EcDsSci | Distribute | PRONG establishes the data context of the
4 granule’s | M enceData | d Object | session with the SDSRV by adding the PGE
UR to Server granule’s UR of the PGE granule to the ESDT
Session ReferenceCollector.
C.10. | Retrieve EcDsSci | Sybase/S | CiLib SDSRV completes establishing the data
5 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested PGE granule from the Sybase/SQS
from database. The metadata for the PGE granule
Inventory is passed back to the reference objects for
each granule.
C.10. | Acquire EcDpPrE | EcDsSci | Distribute | DPS requests granules by submitting an
6 Data M enceData | d Object | Acquire request for the PGE granule. The
Server Acquire request is for an ftpPush of all
granules in the ESDT ReferenceCollector.
This request is synchronous, meaning that the
return of the submit call of the request contains
the results of the request. This means that the
response is not sent until the PGE granule files
have been ftp’ed to the DPS disks. This
request asks for no distribution notice to be
emailed. The Acquire request structure is
hard-coded.
C.10. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV verifies access privileges for the
7 Staging enceData | agingDis | d Object | granule and creates a Staging Disk for the
Disk Server kServer metadata file, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
C.10. | Create EcDsSci | EcDsSci | Distribute | The SDSRV creates a file containing the PGE
8 Metadata | enceData | enceData | d Object | granule’s metadata before passing to
file Server Server Distribution.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(7 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.10. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data Distribution.
9 Granules, | enceData | ributionS | d Object | The request includes, for each granule, a
Synchron | Server erver reference to the metadata file as well as all
ous data files. Other parameters from the Acquire
request are passed to DDIST.
C.10. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
10 Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.
The correct staging disk server is determined
from the information passed by the SDSRV in
the distribution request, which was the SDSRV
configuration. The amount of staging disk to
request is determined by the size of the
metadata file.
C.10. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the PGE
11 Retrieve ributionS | rchiveSer | d Object | granule file that is archived. This results in the
erver ver file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRV in the distribution
request. This returns references to the files in
the read-only cache.
C.10. | Link files EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only cache
12 to Staging | ributionS | agingDis | d Object | into the staging disk.
Disk erver kServer
C.10. | Copy files | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
13 to Staging | ributionS | agingDis | d Object | SDSRV'’s Staging Disk into the staging disk.
Disk erver kServer
C.10. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager for
14 Files ributionS | pDisServ | d Object | ftp Pushes via a Resource Manager Factory.
erver er The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
user name and password are all determined
from the information provided in the original
Acquire request.
C.10. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
15 pDisServ | g System ftp of the PGE files to the DPS.
er ftp
daemon
(EcDpPr
EM)
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(8 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.11. | Connect EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV by
1 to SDSRV | M enceData | d Object | connecting. The correct SDSRYV is determined
Server by using the Granule UR of the input granule.
This is pertinent if there are multi-SDSRVs in
use at one DAAC in one mode.
C.11. | Add PGE | EcDpPrD | EcDsSci | Distribute | PRONG establishes the data context of the
2 granule’s M enceData | d Object | session with the SDSRV by adding the input
UR to Server granules (1 AST_L1B, 1 GDASOZFH and 24
Session AST_ANC) to the session. The Granule UR of
the input granule is added to the ESDT
ReferenceCollector. Note that this sequence is
performed for each input granule, one at a
time.
C.11. | Retrieve EcDsSci | Sybase/S | CiLib SDSRV completes establishing the data
3 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested granule from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for each
granule.
C.11. | Acquire EcDpPrD | EcDsSci | Distribute | DPS requests granules by submitting an
4 Data M enceData | d Object | Acquire request for those granules. The
Server Acquire request is for a ftpPush of all granules
in the ESDT ReferenceCollector. This request
is synchronous, meaning that the return of the
submit call of the request contains the results
of the request. This means that the response
is not sent until the granule files have been
ftp’ed to the DPS disks. This request asks for
no distribution notice to be emailed. The
Acquire request structure is hard-coded.
C.11. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV verifies access privileges for the
5 Staging enceData | agingDis | d Object | granule and creates a Staging Disk for
Disk Server kServer metadata files, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
C.11. | Create EcDsSci | EcDsSci | Distribute | For each granule referenced in the Acquire
6 Metadata | enceData | enceData | d Object | request, the SDSRV creates a file containing
file Server Server the granule’s metadata before passing to
Distribution.
C.11. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data Distribution.
7 Granules, | enceData | ributionS | d Object | The request includes, for each granule, a
Synchron | Server erver reference to the metadata file as well as all
ous data files. Other parameters from the Acquire
request are passed to DDIST.

3-213

313-CD-510-002




Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(9 of 20)
Step Event Interface | Interface | Interfac Description
Client Provider | e Mech.
C.11. | Create EcDsDistri | EcDsStSt | Distribut | DDIST creates Staging Disk for the granule
8 Staging butionSer | agingDis | ed files in the archive. This allocates space and
Disk ver kServer Object passes back a reference to that disk space.
The correct staging disk server is determined
from the information passed by the SDSRV in
the distribution request, which was the SDSRV
configuration. The amount of staging disk to
request is determined by the size of the
metadata file.
C.11. | STMGT EcDsDistri | ECDsStA | Distribut | DDIST requests that STMGT retrieve the
9 Retrieve butionSer | rchiveSer | ed granule file that is archived. This results in the
ver ver Object file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache.
C.11. | Link files EcDsDistri | EcDsStSt | Distribut | DDIST links the files from the read-only cache
10 to Staging | butionSer | agingDis | ed into the staging disk.
Disk ver kServer Object
C.11. | Copy files | EcDsDistri | EcDsStSt | Distribut | DDIST copies the metadata files from the
11 to Staging | butionSer | agingDis | ed SDSRV'’s Staging Disk into the staging disk.
Disk ver kServer Object
C.11. | ftpPush EcDsDistri | EcDsStFt | Distribut | DDIST now creates the Resource manager for
12 Files butionSer | pDisServ | ed ftp Pushes via a Resource Manager Factory.
ver er Object The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
user name and password are all determined
from the information provided in the original
Acquire request.
C.11. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
13 pDisServe | g System ftp of the files to the DPS via the Operating
r ftp System ftp daemon.
daemon
(EcDpPr
DM)
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(10 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.12. | Request EcDpPrE | EcDsSci | Distribute | DPS gets the metadata configuration file of the
1 Metadata | M enceData | d Object | output data’s ESDT (AST_09T). Data type and
Configurat Server version are from PDPS database; correct client
ion File name is from configuration file.
C.12. | Run PGE | EcDpPrR | PGE<AC | comman | ACT is executed. Output files are placed in the
2 unPGE T> d line output directory. The directory path is
established by using a root, which was
established by configuration, and the specific
directory by the job ID. This disk root is cross-
mounted by DPS, SDSRV and STMGT. This
is to ensure that they are directly available to
the DSS, for archival.
C.13. | GetDSS EcDpPrD | EcloAdS | Distribute | If the DSS UR for this output data type is not
1 UR M erver d Object | already known in the PDPS database, DM
searches the Advertiser for a
“GetQueryableParameters” service for the
desired output data type. This is accomplished
via the loAdApprovedSearchCommand class.
Since the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.
C.14. | Connect EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV by
1 to SDSRV | M enceData | d Object | connecting.
Server
C.14. | Request EcDpPrD | EcDsSci | Distribute | PRONG requests that the newly created files
2 Data M enceData | d Object | for the AST_09T granule is inserted into the
Insert Server Data Server. An Insert request, containing the
names of the files comprising the granule, is
created for each granule. The structure of the
Insert Request is hard-coded. SDSRV
validates metadata and determines the
archived names of the files.
C.14. | STMGT EcDsSci | EcDsStA | Distribute | SDSRV requests that the files be archived. The
3 Store enceData | rchiveSer | d Object | archive server must be able to read the
Server ver inserted files directly from the DPS disks that
they are residing on. The correct archive
object to request is determined by the Archive
ID input during ESDT installation.
C.14. | Adding a EcDsSci | Sybase/S | CiLib The validated metadata is parsed and added to
4 Granule to | enceData | QS the inventory of the SDSRV.
Inventory | Server
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(11 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.15. | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of AST_09T the
1 Event enceData | Server d Object | AST_09T:Insert event is triggered. The correct
Server subscription server is determined from the
SDSRYV configuration. The correct events to
trigger are determined from the events file,
where they were stored when the ESDT was
installed in the Data Server. Provided with the
event triggering is the UR of the inserted
granule.
C.15. | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
2 Subscripti | Server determining which subscriptions need to be
ons activated, or fired. Each query “hit” is an
activated subscription and executes
independently.
C.16. | Asynchron | EcSbSub | EcPISub | Message | The SBSRV notifies PLS that there is a new
1 ous Direct | Server Mgr Passing | AST_09T granule available. The UR of the
Notificatio Mechanis | granule is passed in the notification to the user,
n m along with a reference to the subscription that
is being fulfilled. Direct Notification is to a
Queuename (a Message Passing Mechanism)
that PLS- Subscription Manager, provided
when the subscription was submitted.
C.16. | Connect EcPISub | EcDsSci | Distribute | Subscription Manager begins a session with
2 to SDSRV | Mgr enceData | d Object | the SDSRYV by connecting, in order to
Server determine the use of the new granule. The
correct SDSRYV is determined by using the
Granule UR in the notification message. This is
pertinent if there are multi-SDSRVSs in use at
one DAAC in one mode.
C.16. | Add PGE | EcPISub | EcDsSci | Distribute | Subscription Manager establishes the data
3 granule’s | Mgr enceData | d Object | context of the session with the SDSRV by
UR to Server adding AST_09 granule’s UR to the ESDT
Session ReferenceCollector.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(12 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.16. | Retrieve EcDsSci | Sybase/S | CtLib SDSRV completes establishing the data
4 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested PGE granule from the Sybase/SQS
from database. The metadata for the PGE granule
Inventory is passed back to the reference objects for
each granule.
C.16. | Inspect EcPISub | EcDsSci | Distribute | Subscription Manager checks the new
5 Granule Mgr enceData | d Object | granule’s metadata attributes (type, version,
Value Server file size and temporal range), to determine
Parameter which, if any, jobs can use it as input.
s
C.17. | Release EcPISub | EcDpPrd | rpc Once it ensures that the input granule is to be
1 Job Magr obMgmt used to run the job containing ETS from the
Request PDPS database, Planning tells the Job
Manager to release the job containing ETS,
using the appropriate input granules.
C.17. | Force EcDpPrJ | event da | rpc Job containing ETS is released.
2 Start Job obMgmt | emon
C.17. | Initiate event_da | EcDpPrE | comman | The job containing the ETS begins processing.
3 Job emon M d line
Processin
g
C.17. | Connect EcDpPrE | EcDsSci | Distribute | Processing begins a session with the SDSRV
4 to SDSRV | M enceData | d Object | by connecting, in order to acquire the ETS
Server PGE. The correct SDSRYV is determined by
using the Granule UR of the PGE granule,
which is defined in the Production plan and is
part of the DPR. This is pertinent if there are
multi-SDSRVs in use at one DAAC in one
mode.
C.17. | Add PGE | EcDpPrE | EcDsSci | Distribute | PRONG establishes the data context of the
5 granule’s M enceData | d Object | session with the SDSRV by adding the PGE
UR to Server granule’s UR to the ESDT ReferenceCollector.
Session
C.17. | Retrieve EcDsSci | Sybase/S | CtLib SDSRV completes establishing the data
6 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested PGE granule from the Sybase/SQS
from database. The metadata for the PGE granule
Inventory is passed back to the reference objects for

each granule.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(13 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.17. | Acquire EcDpPrE | EcDsSci | Distribute | DPS requests granules by submitting an
7 Data M enceData | d Object | Acquire request for the PGE granule. The
Server Acquire request is for a ftpPush of all granules
in the ESDT ReferenceCollector. This request
is synchronous, meaning that the return of the
submit call of the request contains the results
of the request. This means that the response
is not sent until the PGE granule files have
been ftp’ed to the DPS disks. This request
asks for no distribution notice to be emailed.
The Acquire request structure is hard-coded.
C.17. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV verifies access privileges for the
8 Staging enceData | agingDis | d Object | granule and creates a Staging Disk for the
Disk Server kServer metadata file, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
C.17. | Create EcDsSci | EcDsSci | Distribute | The SDSRV creates a file containing the PGE
9 Metadata | enceData | enceData | d Object | granule’s metadata before passing to
file Server Server Distribution.
C.17. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data Distribution.
10 Granules, | enceData | ributionS | d Object | The request includes, for each granule, a
Synchron | Server erver reference to the metadata file as well as all
ous data files. Other parameters from the Acquire
request are passed to DDIST.
C.17. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
11 Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.
The correct staging disk server is determined
from the information passed by the SDSRV in
the distribution request, which was the SDSRV
configuration. The amount of staging disk to
request is determined by the size of the
metadata file.

3-218

313-CD-510-002



Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(14 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.17. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the PGE
12 Retrieve ributionS | rchiveSer | d Object | granule file that is archived. This results in the
erver ver file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache.
C.17. | Link files EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only cache
13 to Staging | ributionS | agingDis | d Object | into the staging disk.
Disk erver kServer
C.17. | Copy files | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
14 to Staging | ributionS | agingDis | d Object | SDSRV'’s Staging Disk into the staging disk.
Disk erver kServer
C.17. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager for
15 Files ributionS | pDisServ | d Object | ftp Pushes via a Resource Manager Factory.
erver er The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
user name and password are all determined
from the information provided in the original
Acquire request.
C.17. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
16 pDisServ | g System ftp of the PGE files via the Operating System
er ftp ftp Daemon to the DPS.
daemon
(EcDpPr
EM)
C.18. | Connect EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV by
1 to SDSRV | M enceData | d Object | connecting. The correct SDSRV is determined
Server by using the Granule UR of the input granule.
This is pertinent if there are multi-SDSRVS in
use at one DAAC in one mode.
C.18. | Add PGE | EcDpPrD | EcDsSci | Distribute | PRONG establishes the data context of the
2 granule’s M enceData | d Object | session with the SDSRV by adding the input
UR to Server granule (1 AST_ANC) to the session. The
Session Granule UR of the input granule is added to the
ESDT ReferenceCollector. Note that this
sequence is performed for each input granule,
one at a time.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(15 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.18. | Retrieve EcDsSci | Sybase/S | CiLib SDSRV completes establishing the data
3 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested granule from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for each
granule.
C.18. | Acquire EcDpPrD | EcDsSci | Distribute | DPS requests granules by submitting an
4 Data M enceData | d Object | Acquire request for those granules. The
Server Acquire request is for a ftpPush of all granules
in the ESDT ReferenceCollector. This request
is synchronous, meaning that the return of the
submit call of the request contains the results
of the request. This means that the response
is not sent until the granule files have been
ftp’ed to the DPS disks. This request asks for
no distribution notice to be emailed. The
Acquire request structure is hard-coded.
C.18. | Create EcDsSci | EcDsStSt | Distribute | SDSRV verifies access privileges for the
5 Staging enceDat | agingDis | d Object | granule and creates a Staging Disk for
Disk aServer kServer metadata files, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
C.18. | Create EcDsSci | EcDsSci | Distribute | For each granule referenced in the Acquire
6 Metadata | enceDat | enceData | d Object | request, the SDSRV creates a file containing
file aServer Server the granule’s metadata before passing to
Distribution.
C.18. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data Distribution.
7 Granules, | enceDat | ributionS | d Object | The requestincludes, for each granule, a
Synchrono | aServer | erver reference to the metadata file as well as all
us data files. Other parameters from the Acquire
request are passed to DDIST.
C.18. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
8 Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.
The correct staging disk server is determined
from the information passed by the SDSRV in
the distribution request, which was the SDSRV
configuration. The amount of staging disk to
request is determined by the size of the
metadata file.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(16 of 20)
Step Event Interfac Interface | Interface Description
e Client | Provider Mech.
C.18. | STMGT EcDsDis | EcDsStAr | Distribute | DDIST requests that STMGT retrieve the
9 Retrieve tribution | chiveServ | d Object | granule file that is archived. This results in the
Server er file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache.
C.18. | Link files EcDsDis | EcDsStSt | Distribute | DDIST links the files from the read-only cache
10 to Staging | tribution | agingDisk | d Object | into the staging disk.
Disk Server Server
C.18. | Copy files | EcDsDis | EcDsStSt | Distribute | DDIST copies the metadata files from the
11 to Staging | tribution | agingDisk | d Object | SDSRV’s Staging Disk into the staging disk.
Disk Server Server
C.18. | ftpPush EcDsDis | EcDsStFt | Distribute | DDIST now creates the Resource manager for
12 Files tribution | pDisServe | d Object | ftp Pushes via a Resource Manager Factory.
Server r The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
user name and password are all determined
from the information provided in the original
Acquire request.
C.18. | ftp Files EcDsSt | Operating | ftp The EcDsStFtpDisServer performs the ftp of
13 FtpDisS | System ftp the files via the Operating System ftp Daemon
erver daemon to the DPS.
(EcDpPrD
M)
C.19. | Request EcDpPr | EcDsScie | Distribute | DPS gets the metadata configuration file of the
1 Metadata | EM nceDataS | d Object | output data’s ESDT (AST_08 and AST_05).
Configurat erver Data type and version are from PDPS
ion File database; correct client name is from
configuration file.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(17 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

C.19. | Run PGE | EcDpPrR | PGE<ET | comman | ETS is executed. Output files are placed in the

2 unPGE S> d line output directory. The directory path is
established by using a root, which was
established by configuration, and the specific
directory by the job ID. This disk root is cross-
mounted by DPS, SDSRV and STMGT. This
is to ensure that they are directly available to
the DSS, for archival.

C.20. | GetDSS EcDpPrD | EcloAdS | Distribute | If the DSS UR for this output data type is not

1 UR M erver d Object | already known in the PDPS database, DM
searches the Advertiser for a
“GetQueryableParameters” service for the
desired output data type. This is accomplished
via the loAdApprovedSearchCommand class.
Since the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.

C.21. | Connect EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV by

1 to SDSRV | M enceData | d Object | connecting.

Server
C.21. | Request EcDpPrD | EcDsSci | Distribute | PRONG requests that the newly created files
2 Data M enceData | d Object | for the AST_08 and AST_05 granules are
Insert Server inserted into the Data Server. An Insert

request, containing the names of the files
comprising the granule, is created for each
granule. The structure of the Insert Request is
hard-coded. SDSRYV validates metadata and
determines the archived names of the files.
Note that these inserts occur one granule at a
time.

C.21. | STMGT EcDsSci | EcDsStA | Distribute | SDSRYV requests that the files are archived.

3 Store enceData | rchiveSer | d Object | The archive server must be able to read the

Server ver inserted files directly from the DPS disks that

they are residing on. The correct archive
object to request is determined by the Archive
ID input during ESDT installation.

C.21. | Adding a EcDsSci | Sybase/S | CtLib The validated metadata is parsed and added to

4 Granule to | enceData | QS the inventory of the SDSRV.

Inventory Server
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(18 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.22. | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of AST_08 the
1 Event enceData | Server d Object AST_08:Insert event is triggered. The correct
Server subscription server is determined from the
SDSRYV configuration. The correct events to
trigger are determined from the events file,
where they were stored when the ESDT was
installed in the Data Server. Provided with the
event triggering is the UR of the inserted
granule.
C.22. | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
2 Subscripti | Server determining which subscriptions need to be
ons activated, or fired. Each query “hit” is an
activated subscription and executes
independently.
C.23. | Send EcSbSub | Science e-mail The SBSRYV builds an email notification that
1 Notificatio | Server User the user’s subscription on the AST_08:Insert
n event has been fired. This notification
identifies the event, the subscription ID, the
Granule UR that was inserted and the
previously supplied User String. The e-mail is
sent to the Science User.
C.24. | Connect EcSbSub | EcDsSci | Distribute | In order to fulfill a standing order, the SBSRV
1 to SDSRV | Server enceData | d Object begins a session with the SDSRYV, on behalf
Server of the subscription user. The correct SDSRV
is determined by the Granule UR provided
with the event triggering. This is pertinent if
there are multi-SDSRVs in use at one DAAC
in one mode.
C.24. | Add PGE | EcSbSub | EcDsSci | Distribute | The SBSRV establishes the data context of
2 granule’s | Server enceData | d Object the session with the SDSRV by adding the
UR to Server input granules to the session. The Granule
Session UR of each input granule is added to the
ESDT ReferenceCollector.
C.24. | Retrieve EcDsSci | Sybase/S | CtLib SDSRV completes establishing the data
3 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for each
granule.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(19 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.24. | Acquire EcSbSub | EcDsSci | Distribute | SBSRYV fulfills the standing order for the
4 Data Server enceData | d Object AST_08 granule by submitting an Acquire
Server request for the granule. The Acquire request
is for a ftpPush of all granules in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request only contains the
status of the request’s submittal. This request
asks for a distribution notice to be emailed to
the client. The Acquire request structure was
hard-coded within the subscription server.
C.24. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV verifies access privileges for the
5 Staging enceData | agingDis | d Object granule and creates a Staging Disk for the
Disk Server kServer metadata files, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
C.24. | Create EcDsSci | EcDsSci | Distribute | For each granule referenced in the Acquire
6 Metadata | enceData | enceData | d Object request, the SDSRYV creates a file containing
file Server Server the granule’s metadata before passing to
Distribution.
C.24. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data
7 Granules, | enceData | ributionS | d Object Distribution. The request includes, for the
Synchron | Server erver granule, a reference to the metadata file as
ous well as the data file. Other parameters from
the Acquire request are passed to DDIST.
C.24. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
8 Staging ributionS | agingDis | d Object files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.
The correct staging disk server is determined
from the information passed by the SDSRYV in
the distribution request, which was the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of
the metadata file.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(20 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.24. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the
9 Retrieve ributionS | rchiveSer | d Object | granule file that is archived. This results in the
erver ver file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache.
C.24. | Link files EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only cache
10 to Staging | ributionS | agingDis | d Object | into the staging disk.
Disk erver kServer
C.24. | Copy files | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
11 to Staging | ributionS | agingDis | d Object | SDSRV'’s Staging Disk into the staging disk.
Disk erver kServer
C.24. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager for
12 Files ributionS | pDisServ | d Object | ftp Pushes via a Resource Manager Factory.
erver er The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
user name and password are all determined
from the information provided in the original
Acquire request.
C.25. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
1 pDisServ | g System ftp of the files via the Operating System ftp
er ftp Daemon to the MODIS IT.
daemon
(MODIS
IT)
C.26. | Build EcDsDist | EcDsDist | Internal The DDIST builds an email notification that the
1 Distributio | ributionS | ributionS user’s order has been fulfilled. This notification
n Notice erver erver includes the media ID, type and format of the
request, UR, type and file names and sizes for
each granule as well as a DAAC configurable
preamble.
C.26. | Send E- EcDsDist | MODIS e-mail DDIST sends the distribution notice to the user
2 mail ributionS | IT as determined from the Order via email. If this
erver distribution notice fails, the notice is sent to a
pre-configured default Email address for DAAC
Distribution Technician parsing and forwarding.

3-225

313-CD-510-002




3.7.7 ASTER QA Metadata Update Thre ad
This thread shows how the ECS supports updating the Q&latatofa spedied granule.

3.7.7.1 ASTER QA Metadata Update Thread Int eraction Diagram - Domain View
Figure 3.7.7.1-1 depicts the ASTER QA ldddita Updte Interaction.

SCRE®) _ D2CdlDAAC . DAAE
Use’r (viatelephone e-mail, or FAX) OPS
D.1 VI(?W Data D.3 Update QA

metadata

=3 Distributed Object (rpc, CiLib)
e==J> HMI (GUI, Xterm, command)
—2> ftp

email (or other as noted)

D.4 Update

DSS

Double line - Synchronous
- - email (orother as noted)
Dashed - Asynchronous

Figure 3. 7.7.1-1. ASTER QA Metadata Update Interaction Diagram

3.7.7.2 ASTER QA Metadata Update Thread Int eraction T able - Domain View
Table 3.7.7.2-1 provigs the Inteaction - Donain View: ASTER QA Metad&a Updie.

Table 3.7.7.2-1. Interaction Tabl e - Domain View: ASTER QA Metadata Update

(10f2)
Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precond
itions
D.1 View Science EOSView | None None Upon notification that theAST_08 has
Data User been placed on their workstation, the
Scientist views the AST_08 data with
EOSView.
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Table 3.7.7.2-1. Interaction Tabl e - Domain View: ASTER QA Metadata Update

(20f2)
Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precond
itions
D.2 Call Science DAAC None None The Scientist QA’s the produced data.
DAAC User Science S/he notifies the DAAC, informing the
Data DAAC Science Data Specialist that the
Specialist granule’s QA flags should be updated.
D.3 Update | DAAC QA None None DAAC Science Data Specialist uses the
QA Science Monitor QA Monitor tool to update the Science
Metada | Data QA metadata of the granule.
ta Specialist
D.4 Update | QA DSS None None QA Monitor invokes the Update service
Monitor offered by the Data Server on the
granule. The QA Monitor passes the
Scientists requested QA values to the
DSS for permanent updating of the
granule’s metadata.

3.7.7.3 ASTER QA Metadata Update Thread Component Inter

action Table

Table 3.7.7.3-1 provigs the Component Intaction: ASTER QA MetadatUpdat.

Table 3.7.7.3-1. Component Interaction Table: ASTER QA Metadata Update

(10f2)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
D.1.1 | Invoke Science EOSView | Comman | Science User begins the EOSView application.
EOSView | User d The user double clicks the EOSView icon.
D.1.2 | Display Science EOSView | GUI The Science User specifies which file to display
AST 08 User and sets visualization parameters. The data file
Data is now displayed for the user.
D.3.1 | Invoke DAAC EcDpPrQ | Comman | DAAC Science Data Specialist begins the QA
DAAC Science aMonitor | d Monitor application.
QA Data GUI
Monitor Specialist
D.3.2 | Establish | DAAC EcDpPrQ | GUI DAAC Science Data Specialist establishes the
QA Science aMonitor updated values for selected metadata fields, for
values Data GUI the selected granules. Granules are select by
Specialist selecting data type and temporal range. Fields
to update are hard wired.
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Table 3.7.7.3-1. Component Interaction Table: ASTER QA Metadata Update

(20f2)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

D.3.3 | Connect | EcDpPrQ | EcDsSci | Distribute | QA Monitor begins a session with the SDSRV
to aMonitor | enceData | d Object | by connecting, in order to find granules to be
SDSRV GUI Server updated. The correct SDSRYV is determined by

using the Server UR indicated in configuration,
based on data type. This is pertinent if there are
multi-SDSRVs in use at one DAAC in one
mode.

D.3.4 | SDSRV EcDpPrQ | EcDsSci | Distribute | The QA Monitor builds a DsCIQuery object. This
Query aMonitor | enceData | d Object | object is handed to the Search interface of the

GUI Server DsCl ESDT ReferenceCollector. This Search
method is synchronous, so the results of the
search are returned to the calling function. After
the search the QA Monitor receives a list of
URs. Then it does an “Inspect” to the SDSRV
to get the metadata. . It first performs a
GetQueryableParamerter to determine all
attributes associated with each granule.

D.3.5 | Request | EcDsSci | Sybase/S | CtLib The SDSRV breaks down the Query object and
Metadata | enceData | QS translates it into a sequence of calls to the

Server inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database. These
results are packaged and returned to the Query
client.

D.3.6 | Inspect EcDpPrQ | EcDsSci | Distribute | QA Monitor inspects each resultant granule for
Granule aMonitor | enceData | d Object | the values of displayed metadata fields.

Value GUI Server
Paramete
rs

D.3.7 | Select DAAC EcDpPrQ | GUI DAAC Science Data Specialist selects granules
granules | Science aMonitor for updating.
to update | Data GUI

Specialist

D.4.1 | Update EcDpPrQ | EcDsSci | Distribute | QA Monitor submits an update request for the
Granule aMonitor | enceData | d Object | granules to be updated (one granule at a time).
metadata | GUI Server The structure of the Update request is hard-

coded.

D.4.2 | Update a | EcDsSci | Sybase/S | CtLib SDSRYV updates the metadata inventory
metadata | enceData | QS attributes for the granules that are being
inventory | Server updated.

3.7.8 ASTER On-Demand High Level

Production Thread

This thread shows how the ECS supports usesest forOn-Denand High Lew production.

The ASTER On Denand High Level Processing senario ocurs every time a user places a
requestfor one of the pre-defined set of ASTER High Level ProductsThe user my want to
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produce ahigh level product with adifferent set of prameters or us a NonStandard L1B
granule as sténg input. In either @se, the usr selets the grand to beusedand/orthe
additional non-standard pararastto geerate the High Leel product. Then the user submita
request for th system to cete this High Level ppduct.

3.7.8.1 ASTER On-Demand High Level Production Thread Interaction Diagram -
Domain Vie w

Figure 3.7.8.1-1 depicts the ASTER OmetDand High level Production Inteaction.

E.4 Submit On-Demend Reques ‘

*

_as® E.5 On-Demand Orcer )
Mgl . E.12 OrderConfirmation E.6 Creade MSSOrde Trading

Elenments
E.11 Order ID Returned E.7Initialize Saus ¢o “Queued”)

E.10 Updae Staus

O N D . . (to “Waiting for Data”)
E.1 Inventory E.24 CampletionNotice ._______ = ™\
Search
E.8 Subscribe
E.23 User Data E.13 Subscription
Distribution Notificat?on 4 E.15 Updf:te Staus
E.21 Subscription (to “Being Processd”)
h == Notification
E.2 Seac E.9 Stbmit DPRs
(socket level interface) .
ﬂ . E.14 Releas Job
h [ E.22 User Acquire
E.20 Trigge Evert E.18 Ge& DSS UR
VOGW
E.16 Acquire Data
E 3Seach E.19 Request Data Insert
' ———>|SDSRV|

¥ Distributed Object (rpc, CtLib)
) HMI (GUI, Xterm, command)
—> ftp

% email (or other as noted)
Double line - Synchronous

- - emalil (or other as noted)
Dashed - Asynchronous

E.17 Run PGE

Figure 3. 7.8.1-1. ASTER On-Demand High Level Production Inter action Diagr am
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3.7.8.2 ASTER On-Demand High Level

Domain Vie w

Production Thread

Interaction Table -

Table 3.7.8.2-1 provigs the Inteaction - Donmain View: ASTER On-Derand High Leve
Production.

Table 3.7.8.2-1. Interaction Tabl e - Domain View: ASTER On-Demand High Le vel
Production (1 of 3)

Step

Event

Interface
Client

Interface
Provider

Data Issues

Step
Preconditions

Description

E.l

Inventory
Search

Science
User

EDG

None

None

Scientist searches ECS
holdings for ASTER
images that are over
his/her area of study.

E.2

Search

EDG

VOGWY

None

None

EDG submits the Science
User’s search criteria to
the VO Gateway in ODL
format, via a specific
socket.

E.3

Search

VOGWY

SDSRV
(DSS)

None

None

The VO gateway translates
the Search criteria from
ODL to a query object
(using GlParameters), and
submits that query to the
Search service. The
results of this Search are
returned synchronously,
and are passed back to
EDG, which displays them
to the Science User.

E.4

Submit
On-
demand
Request

Science
User

ODFRM
GUI

None

The scientist
must have
found (via
EDG) the URs
of the input
products to be
used in the On-
demand
request.

The scientist desires a
product that does not exist
in the archive. He/she
picks the URs of the inputs
and creates an On-
demand Production
Request via the ODFRM
GUIL.

E.5

On-
demand
Order

ODFRM

PLS
(ODPRM)

This
interface is
actually
accomplishe
dviaa
synchronous
rpc call.

None

All the users selections for
the On-demand
Production Request are
stored in a Gl Parameter
List which is passed to an
ODPRM (a PLS server).
An Order ID generated by
ODPRM will be returned to
ODFRM.
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Table 3.7.8.2-1. Interaction Tabl e - Domain View: ASTER On-Demand High Le vel
Production (2 of 3)

Step Event Interface | Interface | Data Issues Step Description
Client Provider Preconditions

E.6 Create PLS MSS None None PLS creates order-tracking
MSS elements.

Order
Tracking
Elements

E.7 Initialize PLS MSS None None The status of the On-
Status (to demand request is
“Queued”) initialized to “Queued”.

E.8 Subscrib | PLS SBSRV None None PLS places subscriptions
e on those inputs that have

not been archived. PLS
also places a subscription
on the output products
desired by the user.

E.9 Submit PLS DPS None None DPR(s) for PGEs to
DPRs (ODPRM) produce the requested

products are created and
submitted to DPS.

E.10 | Update PLS MSS None None PLS sets the status of the
Status (to On-demand request to
“Waiting “Waiting for Data”).
for Data”)

E.11 | OrderID | PLS ODFRM None None The order ID is returned to
Returned the On Demand Form.

E.12 | Order ODFRM | Science None None The ODFRM notifies the
Confirma User science user that the
tion request has been

submitted.

E.13 | Subscript | SBSRV PLS None None SBSRV notifies PLS when
ion data is available in the
Notificati archive by a subscription
on notification.

E.14 | Release | PLS DPS None None Once all inputs are
Job available to run the PGE,

references to those input
granules are passed to
DPS, and the jobs that
make up the On-demand
Production Request are
released.

E.15 | Update DPS MSS None None DPS updates the status of
Status (to the On-demand request as
“Being it marches through the
Processe various stages of
d”) processing.
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Table 3.7.8.2-1. Interaction Tabl e - Domain View: ASTER On-Demand High Le vel
Production (3 of 3)

Step Event Interface | Interface | Data Issues Step Description
Client Provider Preconditions
E.16 | Acquire DPS DSS None None DPS submits Acquire
Data (SDSRV) Request for input

granules, via ftpPush, for
input to PGEs.

E.17 | Run PGE | DPS DPS None None PGEs run, creating
desired products.
E.18 | GetDSS | DPS I0S None None DPS gets the DSS UR
UR from Advertiser.
E.19 | Request | DPS DSS None None Archive newly created
Data (SDSRV) product granules. Note
Insert that if the PGE run was a

precursor PGE (meaning a
PGE that has to be run for
the inputs of the PGE that
will actually produce the
desired product) then DPS
will insert the granule such
that it will be deleted in an
configurable time period.

E.20 | Trigger SDSRV SBSRV None None Trigger insert of desired
Event product data. Since PLS
placed the subscription for
the desired product, then
PLS will receive the
Subscription Notification
(as in step E.13).

E.21 | Subscript | SBSRV PLS None None SBSRV notifies PLS when
ion data is available in the
Notificati archive by a subscription
on notification.

E.22 | User PLS SDSRV None None PLS submits a “user
Acquire acquire” request, to

request that DSS transfer
the product(s) to the user
who made the On-demand

request.

E.23 | User SDSRV Science None None SDSRYV acquires the data
Data User for the user. It is sent via
Distributi ftp or placed on requested
on media.

E.24 | Completi | PLS Science None None Send email notification to
on Notice User Science User, notifying

that the requested
product(s) has been
produced.
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3.7.8.3 ASTER On-Demand Production High Level Thr

Table

ead Component Inter action

Table 3.7.8.3-1 provides the Component Intaction: ASTER On-DemandHigh Level
Production.

Table 3.7.8.3-1.

Component Interaction Table: ASTER On-Demand High Level
Production (1 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.1.1 | Startup EDG | Science Netscape | Command | Science User invokes a Netscape browser
User and navigates to the EOS Data Gateway
home page.

E.1.2 | Select Science Netscape | GUI The Science User provides search
Inventory User constraints and the products desired. When
Search, guery constraints are completed, the query
Provide is submitted.

Query
constraints,
Submit
Query

E.2.1 | VO Gateway | Netscape | EcDmVO | ODL, over | EDG submits a search to the VO Gateway,
Inventory ToEcsGa | sockets by converting the search criteria into an
Search teway ODL structure and passing that structure to

a socket provided by the Gateway. The
correct socket is determined from
configuration information contained in the
Valids file.
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Table 3.7.8.3-1.

Component Interaction Table: ASTER On-Demand High Level
Production (2 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.3.1 | Establish EcDmVO | EcMsAc | Distribute | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | d Object | ECS Authenticator from ODL message,
teway Srvr which includes an encrypted User ID and
Password. The User Registration database
is replicated across DAACS, so the
connection is made to the local User
Registration Server.

E.3.2 | Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for query submittal.
Mapping teway ool) Interface is directly to Data Dictionary

database. Database name is retrieved from
configuration file.

E.3.3 | Connect to EcDmVO | EcDsSci | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | enceData | d Object | The correct SDSRYV is determined from

teway Server configuration information.

E.3.4 | SDSRV EcDmVO | EcDsSci | Distribute | The Gateway translates the query into a
Query ToEcsGa | enceData | d Object | DsClQuery object. This object is handed to

teway Server the Search interface of the DsCI ESDT
ReferenceCollector. This Search method is
synchronous, so the results of the search are
returned to the calling function. After the
search the Gateway receives a list of URs.
Then it does an “Inspect” to the SDSRV to
get the metadata. It first performs a
GetQueryableParamerter to determine all
attributes associated with each granule.

E.3.5 | Request EcDsSci | Sybase/S | CtLib The SDSRV breaks down the Query object
Metadata enceData | QS and translates it into a sequence of calls to

Server the inventory database. Resultant rows are

converted into data granules, each with their
metadata extracted from the database.
These results are packaged and returned to
the Query client.

3-234

313-CD-510-002



Table 3.7.8.3-1.

Component Interaction Table: ASTER On-Demand High Level
Production (3 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.3.6 | Result Netscape | EcDmVO | ODL, When the Gateway gets the results, they are
Retrieval ToEcsGa | over translated into ODL, and passed back to the
teway Sockets EDG tool. The correct socket for sending
results to EDG is the one used to submit the
query. EDG then displays the results of the
guery to the user.

E.4.1 | Submit On- | Science EcCIOdR | GUI Science User makes selection for his/her
Demand User equest desired product(s) on the ODFRM GUI.
Request (ODFRM) When finished the user submits his/her

request.

E.5.1 | Create On- EcCIOdR | EcCIOdR | None ODFRM creates the user request(s) in the
Demand equest equest form of a Gl Parameter List.

Form (ODFRM) | (ODFRM)

E.5.2 | Pass On- EcPIOdM | Synchron | ODFRM will make a synchronous rpc call to
demand EcCIOdR | gr ous rpc ODPRM and pass the Gl Parameter List
Form equest (ODPRM) which has the user request on to ODPRM.

(ODFRM)

E.5.3 | Return rpc ODPRM will generate an order ID for the
Order ID EcPIOdM | EcCIOdR user request and pass it back to ODFRM.

ar equest
(ODPRM) | (ODFRM)

E.5.4 | Search for EcPIOdM | EcloAdS | Distribute | In order to ensure that the correct input data
Service or erver d Object | is used for the PGE(s), the ODPRM
Advertiseme | (ODPRM) searches Advertiser for the service to
nts Subscribe to the desired ESDT’s Insert

event. This is accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser. The local one is
used. Note: This (and the following SBSRV
steps) only occurs if Planning does not
already have a subscription for the desired
ESDT’s Insert event.

E.5.5 | Connectto | EcPIOdM | EcSbSub | Distribute | The ODPRM connects to the subscription

SBSRV or Server d Object | server in order to subscribe for notification of
(ODPRM) new desired input granules. The correct
Subscription server is determined from the
Subscribe Advertisement.

E.5.6 | Submit EcPIOdM | EcSbSub | Distribute | Submit the subscription to the Subscription

Subscription | gr Server d Object | Server. This is accomplished with the
(ODPRM) EcClISubscription interface class.

E.5.7 | Store a EcSbSub | Sybase CtLib Subscription is stored in the Sybase

Subscription | Server Database.

3-235

313-CD-510-002



Table 3.7.8.3-1.

Component Interaction Table: ASTER On-Demand High Level
Production (4 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.5.8 | Search for EcPIOdM | EcloAdS | Distribute | In order to determine where (which SDSRV)
Service or erver d Object | the input data is located the ODPRM
Advertiseme | (ODPRM) searches the Advertiser for a
nts “GetQueryableParameters” service for the

desired input data type. This is in lieu of
searching for Product Advertisements. This
is accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser. The local one is
used.

E.5.9 | Connectto EcPIOdM | EcDsSci | Distribute | Looking for input granules for the PGE, the
SDSRV or enceData | d Object | Editor first connects to the SDSRV. The

(ODPRM) | Server correct SDSRYV is determined from the
service provider on the
GetQueryableParameters Advertisement.
This is pertinent if there are multi-SDSRVs in
use at one DAAC in one mode.

E.5.1 | SDSRV DpPrDssl | EcDsSci | Distribute | The DpPrDssIF creates an IF object to

0 Query F (Library | enceData | d Object | connect with the Science Data Server and

Function) | Server performs the query.
E.5.1 | Request EcDsSci | Sybase/S | CtLib The SDSRV breaks down the Query object
1 Metadata enceData | QS and translates it into a sequence of calls to
Server the inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database.
These results are packaged and returned to
the Query client.

E.5.1 | Inspect EcPIOdM | EcDsSci | Distribute | ODPRM checks the granule’s metadata

2 Granule or enceData | d Object | attributes (type, version, file size and
Value (ODPRM) | Server temporal range), to establish job
Parameters dependencies. References to desired

granules are packaged in the DPRs.

E.6.1 | Create MSS | EcPIOdM | AutoSys | Distribute | The MSS order tracking elements are
Order or d Object | created.

Tracking (ODPRM)
Elements
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Table 3.7.8.3-1. Component Interaction Table: ASTER On-Demand High Level
Production (5 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.7.1 | Initialize EcPIOdM | AutoSys | Distribute | The status of the On-demand request is
Status (to or d Object | initialized to “Queued”.

“Queued”) (ODPRM)

E.8.1 | Search for EcPIOdM | EcloAdS | Distribute | In order to ensure that the correct output

Service or erver d Object | data is triggered, the ODPRM searches
Advertiseme | (ODPRM) Advertiser for the service to Subscribe to the
nts desired output ESDT's Insert event. This is

accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser.

E.8.2 | Connectto EcPIOdM | EcSbSub | Distribute | The ODPRM connects to the subscription
SBSRV or Server d Object | server in order to subscribe for notification of
(ODPRM) new desired output granules. The correct
Subscription server is determined from the
Subscribe Advertisement.

E.8.3 | Submit EcPIOdM | EcSbSub | Distribute | Submit the subscription to the Subscription
Subscription | gr Server d Object | Server. This is accomplished with the
(ODPRM) EcClISubscription interface class.
E.8.4 | Store a EcSbhSub | Sybase Ctlib Subscription is stored in the Sybase
Subscription | Server Database.
E.9.1 | Create DPR | EcPIOdM | EcDpPrd | rpc The On-Demand Manager sends to DPS the
or obMgmt DPRID, a list of predecessor DPRs, and
whether the DPR is waiting for external data.
E.10. | Update EcPIOdM | AutoSys | Distribute | The status of the On-demand request is
1 Status (to gr d Object | updated to “Waiting for Data”.
“Waiting for | (ODPRM)
Data”)
E.11. | Order ID EcCIOdR | Distribute | The order ID is returned to the On-demand
1 Returned EcPIOdM | equest d Object | Form from the PLS.
gr (ODFRM)
(ODPRM)
E.12. | Order EcCIOdR | Science GUI An order confirmation is sent by the ODFRM
1 Confirmation | equest User to the science user.
(ODFRM)
E.13. | Subscription | EcSbSub | EcPISub | Distribute | The subscriptions are submitted for each
1 Notification Server Mgr d Object | data type individually.
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Table 3.7.8.3-1.

Component Intera ction Table: ASTER On-Demand High Level
Production (6 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.14. | Release Job | EcPIOdM | EcDpPrd | Rpc Planning tells the Job Manager to release the
1 or obMgmt On-demand job, using the appropriate input
granules.
E.14. | Submit EcDpPrJ | AutoSys | JIL The DPR (containing BTS PGE) in updated
2 DPRs obMgmt plan are submitted, to AutoSys.
E.14. | Force Start EcDpPrJ | event_da | rpc On-demand Job is released.
3 Job obMgmt | emon
E.14. | Initiate Job event_da | EcDpPrE | comman | The On-demand job begins processing.
4 Processing emon M d line
E.14. | Connectto EcDpPrE | EcDsSci | Distribute | Processing begins a session with the
5 SDSRV M enceData | d Object | SDSRV by connecting, in order to acquire
Server the On-demand PGE. The correct SDSRYV is
determined by using the Granule UR of the
PGE granule, which is defined in the
Production plan and is part of the DPR. This
is pertinent if there are multi-SDSRVSs in use
at one DAAC in one mode.
E.14. | Add PGE EcDpPrE | EcDsSci | Distribute | PRONG establishes the data context of the
6 granule’s M enceData | d Object | session with the SDSRV by adding the PGE
UR to Server granule’s UR to the ESDT
Session ReferenceCollector.
E.14. | Retrieve EcDsSci | Sybase/S | CtLib SDSRV completes establishing the data
7 Granule enceData | QS context by retrieving the metadata for the
Metadata Server requested PGE granule from the
from Sybase/SQS database. The metadata for
Inventory the PGE granule is passed back to the
reference objects for each granule.
E.14. | Acquire EcDpPrE | EcDsSci | Distribute | DPS requests granules by submitting an
8 Data M enceData | d Object | Acquire request for the PGE granule. The
Server Acquire request is for a ftpPush of all

granules in the ESDT ReferenceCollector.
This request is synchronous, meaning that
the return of the submit call of the request
contains the results of the request. This
means that the response is not sent until the
PGE granule files have been ftp'ed to the
DPS disks. This request asks for no
distribution notice to be emailed. The
Acquire request structure is hard-coded.
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Table 3.7.8.3-1.

Component Interaction Table: ASTER  On-Demand High Level
Production (7 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.14. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV verifies access privileges for the
9 Staging Disk | enceData | agingDis | d Object | granule and creates a Staging Disk for the
Server kServer metadata file, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.
E.14. | Create EcDsSci | EcDsSci | Distribute | The SDSRYV creates a file containing the
10 Metadata enceData | enceData | d Object | PGE granule’s metadata before passing to
file Server Server Distribution.
E.14. | Distribute EcDsSci | EcDsDist | Distribute | SDSRYV submits a request to Data
11 Granules, enceData | ributionS | d Object | Distribution. The request includes, for each
Synchronou | Server erver granule, a reference to the metadata file as
S well as all data files. Other parameters from
the Acquire request are passed to DDIST.
E.14. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
12 Staging Disk | ributionS | agingDis | d Object | files in the archive. This allocates space and
erver kServer passes back a reference to that disk space.
The correct staging disk server is determined
from the information passed by the SDSRV
in the distribution request, which was the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of
the metadata file.
E.14. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the
13 Retrieve ributionS | rchiveSer | d Object | PGE granule file that is archived. This
erver ver results in the file being staged to read-only
cache disks. This means that all files
needed to fulfill the distribution request are
on disk, and ready to be copied. The correct
archive object to request is determined from
the information provided by the SDSRV in
the distribution request. This returns
references to the files in the read-only cache.
E.14. | Link files to EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only
14 Staging Disk | ributionS | agingDis | d Object | cache into the staging disk.
erver kServer
E.14. | Copy filesto | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
15 Staging Disk | ributionS | agingDis | d Object | SDSRV’s Staging Disk into the staging disk.
erver kServer
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Table 3.7.8.3-1.

Component Interaction Table: ASTER  On-Demand High Level
Production (8 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.14. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager
16 Files ributionS | pDisServ | d Object | for ftp Pushes via a Resource Manager
erver er Factory. The correct resource manager is
determined from the Media Type handed to
the resource factory (ftpPush, in this case).
The correct ftp Server is determined from
configuration within the resource factory. The
files, host, location, user name and password
are all determined from the information
provided in the original Acquire request.
E.14. | ftp Files EcDsStFt | Operating | ftp The EcDsStFtpDisServer performs the actual
17 pDisServ | System ftp ftp of the PGE files via the Operating System
er daemon ftp Daemon to the DPS.
(EcDpPrE
M)
E.15. | Update EcDpPrE | EcMsAc | Distribute | DPS updates the status as the PGE(s) go
1 Status M and OrderSrv | d Object | through the various states. The status of
EcDpPrD | r each On-demand PGE goes from “Waiting
M for Data”, to “Waiting for Processing
Resources” to “Started Processing” to
“Completed”.
E.16. | Connectto EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV
1 SDSRV M enceData | d Object | by connecting. The correct SDSRV is
Server determined by using the Granule UR of the
input granule. This is pertinent if there are
multi-SDSRVs in use at one DAAC in one
mode.
E.16. | Add PGE EcDpPrD | EcDsSci | Distribute | PRONG establishes the data context of the
2 granule’s M enceData | d Object | session with the SDSRYV by adding the input
UR to Server granules to the session. The Granule UR of
Session the input granule is added to the ESDT
ReferenceCollector. Note that this sequence
is performed for each input granule, one at a
time.
E.16. | Retrieve EcDsSci | Sybase/S | CtLib SDSRYV completes establishing the data
3 Granule enceData | QS context by retrieving the metadata for the
Metadata Server requested granule from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.
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Table 3.7.8.3-1.

Component Interaction Table: ASTER  On-Demand High Level
Production (9 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.16. | Acquire EcDpPrD | EcDsSci | Distribute | DPS requests granules by submitting an
4 Data M enceData | d Object | Acquire request for those granules. The
Server Acquire request is for an ftpPush of all
granules in the ESDT ReferenceCollector.
This request is synchronous, meaning that
the return of the submit call of the request
contains the results of the request. This
means that the response is not sent until the
granule files have been ftp'ed to the DPS
disks. This request asks for no distribution
notice to be emailed. The Acquire request
structure is hard-coded.
E.16. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV verifies access privileges for the
5 Staging Disk | enceData | agingDis | d Object | granule and creates a Staging Disk for
Server kServer metadata files, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.
E.16. | Create EcDsSci | EcDsSci | Distribute | For each granule referenced in the Acquire
6 Metadata enceData | enceData | d Object | request, the SDSRYV creates a file containing
file Server Server the granule’s metadata before passing to
Distribution.
E.16. | Distribute EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data
7 Granules, enceData | ributionS | d Object | Distribution. The request includes, for each
Synchronou | Server erver granule, a reference to the metadata file as
S well as all data files. Other parameters from
the Acquire request are passed to DDIST.
E.16. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
8 Staging Disk | ributionS | agingDis | d Object | files in the archive. This allocates space and
erver kServer passes back a reference to that disk space.

The correct staging disk server is determined
from the information passed by the SDSRV
in the distribution request, which was the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of
the metadata file.
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Table 3.7.8.3-1.

Component Interaction Table: ASTER On-Demand High Level
Production (10 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.16. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the
9 Retrieve ributionS | rchiveSer | d Object | granule file that is archived. This results in
erver ver the file being staged to read-only cache
disks. This means that all files needed to
fulfill the distribution request are on disk, and
ready to be copied. The correct archive
object to request is determined from the
information provided by the SDSRYV in the
distribution request. This returns references
to the files in the read-only cache.
E.16. | Link files to EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only
10 Staging Disk | ributionS | agingDis | d Object | cache into the staging disk.
erver kServer
E.16. | Copy filesto | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
11 Staging Disk | ributionS | agingDis | d Object | SDSRV’s Staging Disk into the staging disk.
erver kServer
E.16. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager
12 Files ributionS | pDisServ | d Object | for ftp Pushes via a Resource Manager
erver er Factory. The correct resource manager is
determined from the Media Type handed to
the resource factory (ftpPush, in this case).
The correct ftp Server is determined from
configuration within the resource factory. The
files, host, location, username and password
are all determined from the information
provided in the original Acquire request.
E.16. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
13 pDisServ | g System ftp of the files via the Operating System ftp
er ftp daemon to the DPS.
daemon
(EcDpPr
DM)
E.17. | Request EcDpPrE | EcDsSci | Distribute | DPS gets the metadata configuration file of
1 Metadata M enceData | d Object | the output data’s ESDT. Data type and
Configuratio Server version are from PDPS database, correct
n File client name is from configuration file.
E.17. | Run PGE EcDpPrR | PGE comman | PGE is executed. Output files are placed in
2 unPGE d line the output directory. The directory path is

established by using a root, which was
established by configuration, and the specific
directory by the job ID. This disk root is
cross-mounted by DPS, SDSRV and
STMGT. This is to ensure that they are
directly available to the DSS, for archival.
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Table 3.7.8.3-1. Component Interaction Table: ASTER On-Demand High Level
Production (11 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.18. | Get DSS UR | EcDpPrD | EcloAdS | Distribute | If the DSS UR for this output data type is not
1 M erver d Object | already known in the PDPS database, DM
searches the Advertiser for a
“GetQueryableParameters” service for the
desired output data type. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser. The local one is

used.
E.19. | Connectto EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV
1 SDSRV M enceData | d Object | by connecting.
Server
E.19. | Request EcDpPrD | EcDsSci | Distribute | PRONG requests that the newly created files
2 Data Insert M enceData | d Object | for the output granule are inserted into the
Server Data Server. An Insert request, containing
the names of the files comprising the
granule, is created for each granule. The
structure of the Insert Request is hard-coded.
SDSRYV validates metadata and determines
the archived names of the files. Note that
these inserts occur one granule at a time.
E.19. | STMGT EcDsSci | EcDsStA | Distribute | SDSRV requests that the files are archived.
3 Store enceData | rchiveSer [ d Object | The archive server must be able to read the
Server ver inserted files directly from the DPS disks that
they are residing on. The correct archive
object to request is determined by the
Archive ID input during ESDT installation.
E.19. | Adding a EcDsSci | Sybase/S | CtLib The validated metadata is parsed and added
4 Granule to enceData | QS to the inventory of the SDSRV.
Inventory Server
E.20. | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of AST_04 the
1 Event enceData | Server d Object | AST_04:Insert event is triggered. The
Server correct subscription server is determined

from the SDSRYV configuration. The correct
events to trigger are determined from the
events file, where they were stored when the
ESDT was installed in the Data Server.
Provided with the event triggering is the UR
of the inserted granule.
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Table 3.7.8.3-1. Component Interaction Table: ASTER On-Demand High Level
Production (12 of 12)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.20. | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
2 Subscription | Server determining which subscriptions need to be
s activated, or fired. Each query “hit” is an
activated subscription and executes
independently.
E.21. | Subscription | EcSbSub | EcPISub | Message | The subscriptions are submitted for each
1 Notification Server Mgr Passing data type individually.
Mechanis
m
E.22. | User EcPIOdM | EcDsSci | Distribute | ODPRM receives the subscription notification
1 Acquire or enceData | d Object | and sends a request to Science Data Server
(ODPRM) | Server to distribute the On-demand product to the
requester.
E.23. | User Data EcDsSci | Science ftp Data is sent to the user on requested media.
1 Distribution | enceData | User This may be via FTP or it may be on tape.
Server
E.24. | Completion | EcPIOdM | Science e-mail Email is sent from ODPRM to the user
1 Email or User indicating (after all On-demand DPRs for this
(ODPRM) request have completed) that his/her On-
demand request has been satisfied.

3.7.9 ASTER On-Demand Non-Standard L1B Produ ction Thread

This thread shows how the ECS supports usagaest forOn-Denand prodation of non-
standard L1B datarpducts.

ASTER non-standard L1B pressingallows the user toequest anL1B data productto be

genesated using nonstandard inputrpmetes. The proessingof a non-standed L1B productis

conductechtthe GDSin JapanTheuser submits an ECS request by making lisbedoODFRM
On-Demand~ormweb page,which is supported by the CLS his web @ge ermables the useo

choose froma list of non-standardapameters, andeECS will parse thenformationandsend the

requesto GDSvia the ASTER gatevay. The final prodwt is delivered on tapto the ECS from
the GDS in Japan. THaal product is echivedat the ECS, anthe useris notified regardingthe

final product ailability.

3.7.9.1 ASTER On-Demand Non-Standard L1B Thr ead Interaction Diagram -
Domain Vie w

Figure 3.7.9.1-1 depicts the ASTER OwetDand NorStandard L1B Intection.
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Figure 3. 7.9.1-1. ASTER On-Demand N on-Standard L 1B Interaction D iagram

3.7.9.2 ASTER On-Demand Non-Standard L1B Thread Inter action Tabl e - Domain

View
Table 3.7.9.2-1 provis the Inteaction - Donain View: ASTER On-Denand Non-Standrd
L1B.
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Table 3.7.9.2-1. Interaction Tabl e - Domain View: ASTER On-Demand N on-
Standard L1B Produ ction (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Precondi
tions

F.1 Search Science EDG Results None The science user initiates a
(Results User (CLS) Returned check to see if the non-standard
returned) L1B data is available.

F.2 Search EDG ECS GDS | Results None The EDG forwards the data
(Results Gateway Returned availability search to the ECS
returned) GDS Gateway.

F.3 Search ECS ASTER Results None The ECS GDS Gateway
(Results GDS GDS Returned forwards the data availability
returned) Gateway search to the ASTER GDS.

F.4 Submit Science ODFRM The non- None If the non-standard L1B data is
non- User (CLS) standard not already available, the
standard data is not scientist submits a non-standard
L1B already L1B request through ODFRM.
Request available.

F.5 Check ODFRM MSS Results None The user’s authorization is
User Returned checked.

Authorizati
on
(Results
returned)

F.6 On- ODFRM PLS This None All the user selections for the
Demand (ODPRM) | interface On-demand Production Request
Order is done are sent over to PLS/ODPRM

via the via a synchronous rpc call. A
synchrono request ID generated by

us rpc ODPRM will be sent back to
call. ODFRM.

F.7 Create PLS MSS None None MSS order elements are
MSS created.

Order
Tracking
Elements

F.8 Initialize PLS MSS None None PLS updates the order status in
Status to the order tracking database in
“Queued” MSS and sets the status to

“Queued”.

F.9 Subscribe | PLS SBSRV None None A subscription is placed for the

non-standard L1B data.

F.10 | Send PLS ECS GDS | None None An order for a non-standard L1B
Request Gateway order is received. The message

should contain all relevant
information for a L1B order.

F.11 | Send ECS ASTER None None The order is passed on to
Request GDS GDS ASTER GDS by ECS GDS

Gateway Gateway.
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Table 3.7.9.2-1. Interaction Tabl e - Domain View: ASTER On-Demand N on-
Standard L1B Produ ction (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Precondi
tions

F.12 | Update PLS MSS None None The PLS ODPRM updates the
Status (to MSS order tracking database to
“Waiting “Waiting for L1B".
for L1B")

F.13 | Return PLS ODFRM None None PLS returns the order ID to
Order ID ODFRM.

F.14 | Order ODFRM Science None None The order confirmation is sent to
Confirmati User the science user.
on

F.15 | Create ASTER ASTER None None ASTER GDS will generate a
Non- GDS GDS non-standard L1B product
Standard according to the order e-mail
L1B received from PLS through ECS

GDS.

F.16 | InsertL1B | ASTER SDSRV D3 Tape None The completed non-standard
via Ingest | GDS is used AST_L1B product is inserted into
(D3 Tape) the SDSRYV via Ingest utilizing

the D3 Tape after it is sent via
commercial shipping to the
DAAC Ops.

F.17 | Insert SDSRV SBSRV None None SDSRYV notifies SBSRV of the
event insert.

F.18 | Subscripti | SBSRV PLS None None Subscription Manager receives
on arrival notification for the L1B
Notificatio product and updates the PDPS
n internal status for the order.

ODPRM will poll PDPS DB for
the order status.

F.19 | Update PLS MSS None None The PLS ODPRM updates the
Status (to MSS order tracking database
“L1B with a “L1B Received” status.
Received”

)

F.20 | Completio | PLS Science None None User receives email that the
n notice User processing is completed.

3.7.9.3 ASTER On-Demand Non-Standard L1B Thread Component Interaction

Table

Table 3.7.9.3-1 proves the Component Intaction: ASTER On-Deman#ion-Standed L1B

Production.
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Table 3.7.9.3-1. Component Interaction Table: ASTER On-Demand Non-Standard
L1B Production (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.1.1 Startup Science Netscape | Comman | The Science User invokes a Netscape

EDG User d browser and navigates to the EOS Data
Gateway home page.

F.1.2 Select Science Netscape | GUI The Science User provides search
inventory | User constraints and the products desired. When
search, guery constraints are completed, the query is
provide submitted.
query
constraint
s, submit
guery

F.2.1 Search Netscape | EcDmV0O | ODL, EDG submits a search to the VO Gateway,
(Results ToEcsGa | over by converting the search criteria into an ODL
returned) teway sockets structure and passing that structure to a

socket provided by the Gateway. The
correct socket is determined from
configuration information contained in the
Valids file.
F.3.1 Search EcDmMVO | EcDmEc | Distribute | A search request is sent to the ASTER
ToEcsGa | sToAster | d Object | Gateway.
teway Gateway

F.3.2 Search ASTER ASTER None A search for the requested data is
Performed performed.

F.3.3 Results EcDmEc | EcDmVO | Distribute | The results of the search are returned to the
returned sToAster | ToEcsGa | d Object | VO Gateway.

Gateway | teway

F.4.1 Submit Science EcCIOdR | GUI Science User makes selection for the desired
Non- User equest product(s) on the ODFRM GUI. When
Standard (ODFRM) finished the user submits his/her request.
L1B
Request

F.5.1 Check EcClOdU | EcAcProf | Distribute | The user’s authorization is verified.
user serLogin | ileMgr d Object
authorizati
on
(Results
returned)

F.6.1 On- EcCIOdR | EcPIOdM | Distribute | The sub-steps of this process are listed in
Demand equest gr d Object | detail as Steps E.5.1-E.5.12 of the ASTER
Order (ODFRM) | (ODPRM) On-Demand High Level Production thread.

F.7.1 Create EcPIOdM | AutoSys | Distribute | The MSS order tracking elements are
MSS or d Object | created.

Order (ODPRM)
Tracking
Elements
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Table 3.7.9.3-1. Component Interaction Table: ASTER On-Demand Non-Standard
L1B Production (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.8.1 Initialize EcPIOdM | AutoSys | Distribute | The status of the On-demand request is
Status (to | gr d Object | initialized to “Queued”.
“Queued”) | (ODPRM)
F.9.1 Subscribe | EcCPIOdM | EcShSub | Distribute | The sub steps of this process are the same
or Server d Object | as Steps E.8.1-E.8.4 of the ASTER On-
(ODPRM) Demand High Level Production thread.
F.10.1 Send EcPIOdM | EcDmVO | Distribute | An order for a non-standard L1B order is
request or ToEcsGa | d Object | received. The message should contain all
teway relevant information for a L1B order.
F.11.1 | Send EcDmMVO | EcDmEc | Distribute | The order is passed on to ASTER GDS by
request ToEcsGa | sToAster | d Object | ECS GDS Gateway.
teway Gateway
F.12.1 | Update EcPIOdM | EcMsAc | Distribute | PLS updates the status to “Waiting for L1B”.
status (to | or OrderSrv | d Object
“Waiting (ODPRM | r
for L1B") )
F.13.1 Order ID EcPIOdM | EcCIOdR | Distribute | The order ID is returned to the On-demand
Returned | gr equest d Object | Form from the PLS.
(ODPRM) | (ODFRM)
F.14.1 | Order EcCIOdR | Science GUI An order confirmation is sent by the ODFRM
Confirmati | equest User to the science user.
on (ODFRM)
F.15.1 | Create ASTER ASTER None The requested non-standard L1B data is
Non- generated at the ASTER facility in Japan.
Standard
L1B
F.16.1 | InsertL1B | EcDmAst | EcDsSci | Command | The D3 tape scenario, Section 3.7.5,
via Ingest | erToEcs | enceData documents the interactions for ingesting data
(D3 Tape) | Gateway | Server into the Science Data Server using D3 tape.
F.17.1 Insert EcDsSci | EcSbSub | Distribute | The subscription(s) are submitted for L1B.
Event enceData | Server d Object
Server
F.18.1 | Subscripti | EcSbSub | EcPISub | Message | The subscriptions are submitted for L1B.
on Server Mgr Passing
Notificatio Mechanis
n m
F.19.1 | Update EcPIOdM | EcMsAc | Distribute | PLS updates the status to “L1B Received”.
Status (to | gr OrderSrv | d Object
“L1B r
Received”)
F.20.1 | Completio | EcPIOdM | Science email The completion notice is sent to the user via
n notice or User email.
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3.7.10 ASTER On-Demand DEM Production Thread

This thread shows how the ECS supports usegaest fo On-Demnand prodation of theDigital

ElevationModel (DEM) data prodwt. This type of proessing reques the opeator to prodae
the DEM manually at the DAC. The user will submita requestto ECS throughthe On

Demand Form (ODFRM). ECSwill pasethe request informdion and €nd therequest to the
DAAC operata. After the opeator finishes prodaing theDEM, the operatorinformsthe ECS

DEMsare archied in PSRV/STMGT once they & inserted by th®AAC operator via Ingest.

The User will get notified about the awability of the DEM product after ther@duct is
archived.

3.7.10.1 ASTER On-Demand D EM Thread Interaction Diagram - Domain View

Figure 3.7.10.1-1 depicts the ASTER Oerfband DEMinteraction.
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Figure 3. 7.10.1-1. ASTER On-Dem and DEM Interaction Diagram
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3.7.10.2

ASTER On-Demand D EM Thread Interaction Table - Domain View

Table 3.7.10.2-1 proves the Inteaction - Donain View: ASTER On-Demand DEM.

Table 3.7.10.2-1. Interaction T able - Domain View: ASTER On-Demand D EM
Production (1 of 2)

Step Event Interface | Interface Data Step Descript ion
Client Provider Issues Precon
ditions
G.1 Search Science EDG Results None Prior to placing a new order, a
User returned search is conducted at the EDG to
determine if that data is already
available.
G.2 Search EDG VOGWY Results None If the search does not locate the
returned requested data at the EDG prior to
placing a new order, a search is
conducted at the Version 0
Gateway to determine if that data
is already available.
G.3 Search VOGWY SDSRV Results None If the search does not locate the
returned requested data at the VO Gateway
prior to placing a new order, a
search is conducted by the
Science Data Server to determine
if that data is already available.
G4 Submit Science ODFRM The None The Scientist submits a DEM
DEM User (CLS) requested request via the ODFRM.
Request data has
not
already
been
generated
G.5 On- ODFRM | ODPRM This None All the user’s selections for the On-
Demand | (CLS) (PLS) interface demand Production Request are
Order is done stored in a GIParameter list. This
via a list is sent over to ODPRM via a
synchrono synchronous rpc call.
us rpc call
G.6 Create PLS MSS None None The order status elements in the
MSS MSS order tracking database are
order created.
tracking
elements
G.7 Initialize PLS MSS None None The order status element in the
Status (to MSS order tracking database is
“Queued”) initialized to “Queued”.
G.8 Subscrib | PLS SBSRV None None A subscription for the requested

e

data is placed with the
Subscription Server.
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Table 3.7.10.2-1. Interaction T able - Domain View: ASTER On-Demand D EM
Production (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Precon
ditions

G.9 OrderID | PLS ODFRM None None The Order ID is returned to the On
Returned Demand Form.

G.10 | Send ODFRM DAAC Op | None None Notification of the order is sent to
Request the DAAC operator via e-mail.

G.11 | Order ODFRM | Science None None The ODFRM notifies the science
Confirma User user that the request has been
tion submitted after the rpc call has

been returned.

G.12 | Create DAAC DAAC Op | None None The DAAC operator generates a
DEM Op DEM product according to the

order email received from the
ODFRM (CLS).

G.13 | Update DAAC DAAC Op | None None The metadata production specific

Metadata | Op attribute (PSA) is updated by the
DAAC operator.

G.14 | Insert DAAC SDSRV None None The DAAC operator inserts the
DEMvia | Op via Ingest DEM product to the SDSRV
Ingest (SIPS) through Ingest. This is done via a
(SIPS) “SIPS” scenario — see Section

3.11.

G.15 | Insert SDSRV SBSRV None None The DEM insert event is sent to
Event the subscription server.

G.16 | Subscript | SBSRV PLS None None The DEM subscription notification
ion is sent to the PLS (subscription
Notificati manager). The Subscription
on Manager updates the PDPS

database according to the
notification. The ODPRM polls the
database to obtain the DEM
availability.

G.17 | Update PLS MSS None None The order status element in the
Status (to MSS order tracking database is
“Processi updated to “Processing Complete”.
ng
Complete
")

G.18 | User PLS SDSRB None None PLS submits a “user acquire”
Acquire request for the DSS to transfer the

product(s) to the user who made
the On-demand request.

G.19 | User SDSRV Science None None The requested DEM data is sent to
Data User the user.

Distributi
on
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3.7.10.3 ASTER On-Demand DEM Thread Component Interaction Tab le
Table 3.7.10.3-1 proves the Component Intaction: ASTER On-DemahDEM Production.

Table 3.7.10.3-1. Component Inter action Tabl e: ASTER On-Demand DEM
Production (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

G.1.1 Startup Science Netscape | Comman | The Science User invokes a Netscape

EDG User d browser and navigates to the EOS Data
Gateway home page.

G.1.2 Select Science Netscape | GUI The Science User provides search
Inventory | User constraints and the products desired. When
Search, guery constraints are completed, the query is
Provide submitted.
Query
constraint
S, Submit
Query

G.21 VO Netscape | EcDmVO | ODL, EDG submits a search to the VO Gateway,
Gateway ToEcsGa | over by converting the search criteria into an ODL
Inventory teway sockets structure and passing that structure to a
Search socket provided by the Gateway. The

correct socket is determined from
configuration information contained in the
Valids file.

G.3.1 Establish EcDmVO | EcDsSci | Distribute | The sub-steps of this process are listed in
ECS User | ToEcsGa | enceData | d Object | detail as Steps E.3.1-E.3.6 of the ASTER

teway Server On-Demand High Level Production thread.
G.4.1 Submit Science EcCIOdR | GUI Science User makes selection for his/her
DEM User equest desired product(s) on the ODFRM GUI.
Request (ODFRM) When finished the user submits his/her
request.
G.5.1 Create EcCIOdR | EcPIOdM | Distribute | The sub steps of this process are listed in
On- equest or d Object | detail as Steps E.5.1-E.5.12 of the ASTER
Demand (ODFRM) On-Demand High Level Production thread.
Order
G.6.1 Create EcPIOdM | AutoSys | Distribute | The MSS order tracking elements are
MSS gr d Object | created.
Order (ODPRM)
Tracking
Elements
G.7.1 Initialize EcPIOdM | AutoSys | Distribute | The status of the On-demand request is
Status (to | gr d Object | initialized to “Queued”.

“Queued”) | (ODPRM)

G.8.1 Subscribe | EcCPIOdM | EcShSub | Distribute | The sub steps of this process are the same
ar Server d Object | as Steps E.8.1-E.8.4 of the ASTER On-
(ODPRM) Demand High Level Production thread.

3-253 313-CD-510-002



Table 3.7.10.3-1. Component Inter action Tabl e: ASTER On-Demand DEM
Production (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

G.9.1 Order ID EcPIOdM | EcCIOdR | Distribute | The order ID is returned to the On-demand

Returned | gr equest d Object | Form from the PLS.
(ODPRM) | (ODFRM)
G.10.1 | Send EcCIOdR | DAAC e-mail Notification of the order is sent to the DAAC
Request equest Op Operator via e-mail.
(ODFRM
)
G.11.1 | Order EcCIOdR | Science GUI An order confirmation is sent by the ODFRM
Confirmati | equest User to the science user.
on (ODFRM)
G.12.1 | Create DAAC DAAC GUI The DAAC Op generates the DEM product
DEM Op Op according to the e-mail request.
G.13.1 | Update DAAC DAAC editor The DAAC Op updates the DEM product’s
Metadata | Op Op metadata file.
G.14.1 | Insert DAAC EcDsSci | Distribute | The DAAC Op inserts the DEM product into
DEM via Op enceData | d Object | the Science Data Server using Ingest. The
Ingest Server SIPS scenario, Section 3.11, documents the
(SIPS) standard way of ingesting data into the

Science Data Server.

G.15.1 | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of the ESDT
Event enceData | Server d Object | AST14DEM, the AST14DEM:Insert event is
Server triggered. The correct subscription server is
determined from the SDSRV configuration.
The correct events to trigger are determined
from the events file, where they were stored
when the ESDT was installed in the Data
Server. Provided with the event triggering is
the UR of the inserted granule.

G.15.2 | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscripti | Server determining which subscriptions need to be
ons activated, or fired. Each query “hit" is an

activated subscription and executes
independently.

G.16.1 | Subscriptio | EcSbSub | EcPISub | Message | The subscriptions are submitted for each
n Server Mgr Passing data type individually.

Notification Mech.

G.17.1 | Update EcPIOdM | AutoSys | Distribute | The status of the On-demand request is

Status or d Object | updated to “Processing Complete”.
(ODPRM)

G.18.1 | User EcPIOdM | EcDsSci | Distribute | ODPRM receives the subscription notification

Acquire ar enceData | d Object | and sends a request to Science Data Server
(ODPRM) | Server to distribute the On-demand product to the
requester.

G.19.1 | User Data | EcDsSci | Science | ftp Data is sent to the user on requested media.
Distributio | enceData | User This may be via FTP or it may be on tape.

n Server
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3.7.11 ASTER Simp lified E xpedited D ata Support Thread

This thread shows how the ECS supports a simplified version eliegd data suppt

3.7.11.1 ASTER Simplified Expedited Data Support Thread Inter action Diagr am -
Domain Vie w

Figure 3.7.11.1-1 depicts the ASTER Simplified Expedited Data Supparadiibe.

H.4 EDOS
CopiesFiles
]
H.8 Inspect

H.3 Direcory Polling

, H.13 Acquire

\
\
/ \
p H.12 Forward EDR Y

- Notficat /  H.1Get SDSR/ URs
| \ ot on . IOS
y O _/os_
MSS Notfication SBSRVj«-

Sewice (ASTER

H.5 Request Data Insert (AST_EXP)
mail Hander)

H.6 Trigger Event(AST_EXP)

\ ‘ 3 Distributed Mject (rpc, CtLib)
Y\ \ neee ) HMI (GUI, Xterm, command)
AN H.11 Send EDR e ftp
N ~ H.14 ftp/pushdata
H.10 Forward EDN S~

% email (or other as noted)

_____ Doubleline - Synchronous
S~ - - enuil (or other asnated)
Te—e s » Dashed - Asynchronous

Figure 3. 7.11.1-1. ASTER Simplified Expedit ed Data Support Inter action Diagr am

3.7.11.2ASTER Simplified Expedited Data Support Thread Inter action Tabl e -
Domain Vie w

Table 3.7.11.2-1 proves the Inteaction - Donain View: ASTER Simplified Expedited Data.
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Table 3.7.11.2-1. Interaction T able - Domain View:
ASTER Simplified Exp edited Data (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues Precondi -
tions
H.1 Get INS 10S None None Upon startup, Ingest gets the
SDSRV SDSRYV URs for each data type in its
URs database.
H.2 Subscri | DAAC SBSRV None None The DAAC User Services
be User Representative places a subscription
Services for the Science User to be notified
Represe when the AST_EXP is available.
ntative
H.3 Polling INS directory | None Entire step | When system is started, Ingest
is really a begins polling a directory, looking for
preconditio | files that meet the following
n. standard: *.EDR.XFR, in the pre-
configured directory.
H.4 Copy EDOS directory | None EDOS EDOS copies the Expedited Data
Files knows the and metadata files to the directory
host and which Ingest is polling.
directory to
place files.
H.5 Request [ INS DSS 1 AST_EXP Ingest inserts the new ASTER
Data AST_E | ESDT Expedited granule into the Data
Insert XP @ Server.
16.6MB
H.6 Trigger | DSS SBSRV None None Upon successful completion of
Event insertion of ASTER Expedited Data,
the AST_EXP:Insert event is
triggered.
H.7 Notificat | SBSRV Email None The Email Email Parser is notified, via email,
ion Parser Parser has | that new ASTER Expedited Data is
Gateway a valid available. The natification contains
email the UR of the new AST_EXP
address. granule.
H.8 Inspect | Email DSS None None Search archives based on UR to
Parser obtain metadata information.
Gateway
H.9 Send Email MSS None None Send Expedited Data Set Notice to
EDN Parser Notificati the MSS notification service (ASTER
Gateway | on Email Header Handler) for inclusion
Service of the header information.
H.10 | Forward | MSS ASTER None None MSS sends the EDN to the ASTER
EDN Notificati | GDS GDS.
on
Service
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Table 3.7.11.2-1. Interaction T able - Domain View:
ASTER Simplified Exp edited Data (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues Precondi -
tions
H.11 | Send ASTER MSS None None The ASTER GDS sends a request to
EDR GDS Notificati retrieve Expedited Data.
on
Service
H.12 | Forward | MSS Email None None MSS forwards the Expedited Data
EDR Notificati | Parser Request to the Email Parser
on Gateway Gateway after stripping the header
Service information.
H.13 | Acquire | Email DSS None None The Email Parser Gateway makes
Parser an acquire request on behalf of the
Gateway ASTER GDS to obtain the necessary
data granules from DSS. The
acquire can be for an ftp push.
H.14 | ftp/push | DSS ASTER None None The data granules are transferred to
data GDS the ASTER GDS via ftp Push.
3.7.11.3 ASTER Simplified Expedited Data Support Thread Component

Interaction Tabl e
Table 3.7.11.3-1 proves the Component Intaction: ASTER Simplified Expedited Data.

Table 3.7.11.3-1. Component Inter action Tabl e: ASTER Simp lified E xpedited D ata

(10f6)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
H.1.1 | Get SDSRV EcinReq | EcloAdS | Distribute | Upon startup, Ingest Request Manager
URs from Mgr erver d Object | requests the SDSRV URs for each data
I0S type in its database.
H.2.1 | Startup DAAC EcSbGui | Xterm DAAC User Services Representative
SBSRYV GUI User invokes SBSRV GUI application.
Services
Represen
tative
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Table 3.7.11.3-1. Component Inter action Tabl e: ASTER Simp lified E xpedited D ata

(20f6)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

H.2.2 | Create & DAAC EcSbGui | Xterm DAAC User Services Representative
Submit User represents him/herself as the Science User.
Subscription | Services The DAAC Operator brings up the GUI and
from GUI Represen clicks button to create new subscription. A

tative list of events is then displayed from which
the op can choose to subscribe. DAAC
Operator selects the AST_EXP:Insert Event
for subscription. Only one action (besides
notification) is available from the SBSRV at
this time. FtpPush as a distribution
mechanism is input via a GUI button. Other
parameters required for FtpPush, including
the Science User’s host name, target
directory, ftp user name, and ftp password,
are input via the GUI.

H.2.3 | Submit EcSbGui | EcSbSub | Distribute | Submit a subscription with ftp action to the
Subscription Server d Object | Subscription Server. This is accomplished

with the EcClSubscription interface class.
The correct SBSRV is determined via a
Server UR, declared in configuration.

H.2.4 | Store a EcSbSub | Sybase CtLib Subscription is stored in the Sybase
Subscription | Server Database.

H.3.1 | Ingest Polling | EcInPolli | Polling ftp Ingest begins polling the configured

ng Directory directory. It periodically looks for files
named *.EDR.XFR. The polling periodicity
is determined from a configuration file. The
mask of the file to look for is determined
from the configuration by the Notify Type of
the data provider in the Ingest database.

H.4.1 | EDOS EDOS Polling ftp EDOS ftp’s the ASTER Expedited Data to
Copies Files Directory the predetermined directory. Location,

directory, user name and password are as
per the ASTER-ECS ICD.

H.5.1 | Polling EcInPolli Polling ftp Ingest Polling detects files matching the
Detects Files | ng Directory * EDR.XFR masks.

H.5.2 | Send EcinPolli | EcinReq | Distribute | Polling Ingest process copies the .EDR file
Request ng Mgr d Object | into the Ingest remote directory and sends a

Create Request rpc to the Request Manger.
The data source (EDOS), defined on
startup, is passed to the Ingest Request
Manager.

H.5.3 | Granule EcinReq | EcInGran | Distribute | Ingest Request Manager packages the
Process Mgr d Object | request into granules and sends them to the
Request Ingest Granule Server.
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Table 3.7.11.3-1. Component Inter action Tabl e: ASTER Simp lified E xpedited D ata

(30f6)

Step Event Interface | Interface | Interface Description

Client Provider Mech.
H.5.4 | Connectto EcIinGran | EcDsSci | Distribute | Upon detecting an ASTER Expedited data
SDSRV enceData | d Object | file, Ingest begins a session with the
Server SDSRYV by connecting. The correct SDSRV
is determined during EcInRegMgr startup,
from Advertising, based on the data type.

H.5.5 | Request EcinGran | EcDsSci | Distribute | Ingest requests the metadata configuration
Metadata enceData | d Object | file (MCF) for the data being inserted. The
Configuration Server data types being inserted are derived from
File the Ingest Request messages sent by the

Polling server.

H.5.6 | Validate EcInGran | EcDsSci | Distribute | After building a metadata file for the

Metadata enceData | d Object | AST_EXP granule, Ingest asks SDSRYV to
Server validate the metadata, based on the
granule’s data type.

H.5.7 | Request Data | EcInGran | EcDsSci | Distribute | Ingest requests that the received files for the
Insert enceData | d Object | AST_EXP are inserted into the Data Server.

Server An Insert request, containing the names of
the files comprising the Expedited Data
granule, is created. The structure of the
Insert Request is hard-coded in the granule
server process. SDSRYV validates metadata
and determines the archived names of the
files.

H.5.8 | STMGT EcDsScie | EcDsStA | Distribute | SDSRV requests that the Expedited Data is
Store nceData | rchiveSer | d Object | archived. The archive server reads the

Server ver inserted files directly from the Ingest polling
directory. The correct archive object to
request is determined by the Archive ID
input during ESDT installation.

H.5.9 | Adding a EcDsScie | Sybase/S | CtLib The validated metadata is parsed and
Granule to nceData | QS added to the inventory of the SDSRV.
Inventory Server

H.6.1 | Trigger Event | EcDsScie | EcSbSub | Distribute | Upon successful insertion of AST_EXP

nceData | Server d Object | granule, the AST_EXP:Insert event is

Server triggered. The correct subscription server is
determined from SDSRYV configuration. The
correct events to trigger are determined
from the events file, which was populated
during ESDT installation. Provided with the
event triggering is the UR of the inserted
granule.

H.6.2 | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscriptions | Server determining which subscriptions need to be

activated, or fired. Each query “hit” is an
activated subscription and executes
independently.
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Table 3.7.11.3-1. Component Inter action Tabl e: ASTER Simp lified E xpedited D ata

(40f6)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

H.7.1 | Send EcSbSub | Email e-mail The SBSRYV notifies the Email Service that

Notification Server Service an AST_EXP granule and associated signal
file is available. The UR of the granule is
passed in the notification to the user, along
with a reference to the subscription that is
being fulfilled.

H.7.2 | Store the EcCsEM | Emall Sendmail | The ASTER Email Parser Gateway stores
Email ailParser | Service script the notification as a text file in a configurable
notification directory location using a Sendmail script. A

reference to this script is available in the
/etc/mail/aliases file.

H.8.1 | Parse EcCsEM | Unix File | System The ASTER Email Parser Gateway uses the

notification ailParser | System calls EDN packager functionality to open the

notification text file and reads the contents.
It then parses the contents and recovers the
Granule UR included in the notification.

H.8.2 | Connect to EcCsEM | EcDsSci | Distribute | The Email Parser Gateway then begins a

SDSRV ailParser | enceData | d Object | session with the SDSRV by connecting. The
Server correct SDSRYV is determined by using the
Server UR embedded in the Granule UR.
H.8.3 | Inspect EcCseEM | EcDsSci | Distribute | The Email Parser Gateway queries the
Granule ailParser | enceData | d Object | SDSRYV for the metadata related to the
Information Server granule specified in the notification received

from the SBSRV using the inspect interface
provided by the SDSRYV client library. Using
this information the Gateway composes an

EDN.
H.9.1 | Send EDN EcCsEM | Email Key The ASTER Email Parser Gateway sends
ailParser | Service Mechani | the EDN to the MSS ASTER Email
sm Notification Service by using a configurable
Email address.
H.10. | Add Header ASTER Emalil Sendmail | The MSS Header Handler adds a pre-
1 Filter.pl Service script defined header to the EDN that it received
from the ASTER Email Parser Gateway.
H.10. | Forward EDN | MSS Email Key The MSS Header Handler forwards the EDN
2 Email Service Mechani | to the ASTER GDS using a configurable
Header sm Email address specified in the ICD.
Handler
H.11. | Send EDR ASTER Emalil Key Upon receiving the EDN, an operator at the
1 GDS Service Mechani | ASTER GDS prepares an EDR and sends it
sm to the MSS Email Notification service via

email using a configurable address. The
operator includes the Granule UR of the
Expedited Data Set that he wishes to
acquire in the EDR.
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Table 3.7.11.3-1. Component Inter action Tabl e: ASTER Simp lified E xpedited D ata

(50f6)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
H.11. | Strip Header | ASTERR | Email Sendmail | The MSS Header Handler strips the header
2 cvFilter.pl | Service script from the EDR that it received from the
ASTER GDS.

H.12. | Forward EDR | MSS Email Key The MSS Header Handler forwards the EDR
1 Email Service Mechani | to the ASTER Email Parser Gateway using
Header sm an Email address.

Handler
H.12. | Store EDR EcCsEM | Email Sendmail | The ASTER Email Parser Gateway stores
2 ailParser | Service script the EDR as a text file in a configurable
directory location using a Sendmail script. A
reference to this script is available in the
/etc/mail/aliases file.
H.12. | Parse EDR EcCsEM | Unix File | System The ASTER Email Parser Gateway opens
3 ailParser | System calls the notification text file and reads the
contents. It then parses the contents and
recovers the Granule UR included in the
notification.
H.13. | Connect to EcCseEM | EcDsSci | Distribute | The Email Parser Gateway then begins a
1 SDSRV ailParser | enceData | d Object | session with the SDSRYV after connecting.
Server The correct SDSRYV is determined by using
the Server UR embedded in the Granule
UR. This is pertinent if there are multi-
SDSRVs in use at one DAAC in one mode.
H.13. | Acquire EcCsEM | EcDsSci | Distribute | The Email Parser submits an Acquire
2 ailParser | enceData | d Object | request for the granule. The Acquire
Server request is an FTP Pull of all granules in the
ESDT Reference Collection.
H.14. | Create EcDsScie | EcDsStSt | Distribut | SDSRV verifies access privileges for the
1 Staging Disk | nceData | agingDis | ed granule and creates a Staging Disk for
Server kServer Object metadata files, which allocates space and
passes back a reference to that disk space.
The correct staging disk server is
determined from the SDSRV configuration.
The amount of staging disk to request is
determined by the size of the metadata file.
H.14. | Create EcDsScie | EcDsScie | Distribut | For each granule referenced in the Acquire
2 Metadata file | nceData | nceData | ed request, the SDSRYV creates a file
Server Server Object containing the granule’s metadata before
passing to Distribution.
H.14. | Distribute EcDsScie | EcDsDist | Distribut | SDSRV submits a request to Data
3 Granules, nceData | ributionS | ed Distribution. The request includes, for each
Synchronous | Server erver Object granule, a reference to the metadata file as

well as all data files. Other parameters from
the Acquire request are passed to DDIST.
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Table 3.7.11.3-1. Component Inter action Tabl e: ASTER Simp lified E xpedited D ata

(6 0f6)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
H.14. | Create EcDsDist | EcDsStSt | Distribut | DDIST creates Staging Disk for the granule
4 Staging Disk | ributionS | agingDis | ed files in the archive. This allocates space and
erver kServer Object passes back a reference to that disk space.
The correct staging disk server is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.
H.14. | STMGT EcDsDist | EcDsStAr | Distribut | DDIST requests that STMGT retrieve the
5 Retrieve ributionS | chiveSer | ed granule file that is archived. This results in
erver ver Object the file being staged to read-only cache

disks. This means that all files needed to
fulfill the distribution request are on disk,
and ready to be copied. The correct archive
object to request is determined from the
information provided by the SDSRV in the
distribution request. This returns references
to the files in the read-only cache.

H.14. | Link files to EcDsDist | EcDsStSt | Distribut | DDIST links the files from the read-only

6 Staging Disk | ributionS | agingDis | ed cache into the staging disk.
erver kServer Object

H.14. | Copy filesto | EcDsDist | EcDsStSt | Distribut | DDIST copies the metadata files from the

7 Staging Disk | ributionS | agingDis | ed SDSRV'’s Staging Disk into the staging disk.
erver kServer Object

H.14. | ftpPush Files | EcDsDist | EcDsStFt | Distribut | DDIST now creates the Resource manager

8 ributionS | pDisServ | ed for ftp Pushes via a Resource Manager
erver er Object Factory. The correct resource manager is

determined from the Media Type handed to
the resource factory (ftpPush, in this case).
The correct ftp Server is determined from
configuration within the resource factory.
The files, host, location, user name and
password are all determined from the
information provided in the original Acquire

request.
H.14. | ftp/push data | EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the
9 pDisServ | g System actual ftp of the files via the Operating
er ftp System ftp daemon to the ASTER GDS.

daemon

3.7.12 ASTER Routine Processing Pl anning Data Start/Stop Time Thr ead

Thread Description
This thred illustraes how to pgorm ASTER procssing for ACT, BTS, ad ETS PGEs.
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Thefollowing systen fundiondity is exercisel in this thred:

e Thecapability to routindy proess ASTER d&a.
Thread Precorditions

The PDPS database, the ScierbData Serer, the Subscription Semyethe Production Request
Editor, the Job Management r8er, AutoSys, and thd”lanningWorkberch must be up and
running. Input granules must beaslable on the Sciere Deta Serer. The original Production
Request must already beepent in the PDPS DBSSI&T musthavesetup the ASTER ACT
PGE as a datacseduled PGE.The data typefoAST_L1B must be set up as non-routine.

3.7.12.1 ASTER Routine Processing Planning Data Start/Stop Time Thread
Interaction Diagram

Figure 3.7.12.1-1 depicts the ASTER Routine Processing Plaribatg Start/Stop Time
Interaction.

P

1.2 Run <ript

1.3 Reurntimes

/y SDSRV
1.8 Query for eachinput

y .4 Initiate ASTER [T0cessing | 10 Oueryfor PGE aitouts
1 Inge?t ASTERtape .12 Creae & actvate gan 10 Query P

"ng
.......
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.
.

s |.6 Read daatypegranules
.11 Write DPRs
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/ \f 1.13 Creae DR job for eachjob

INS

1.5 Submit subscription

— - . DPS
> Distributed Cbject (e, CtLib) 1.7 Determine datato be predicted

====  HMI (GUI, Xterm, cammand) 1.9 Prepare ganues & generate DPR
—> fip

= emil (or other asnoted) SBSRV
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- - emall (or other as noted) el
Dashed - Asynchronous 1.14 Place pbsin Autosys

Figure 3. 7.12.1-1. ASTER Routine P rocessing P lanning Data Start/Stop Time
Interaction Diagram
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3.7.12.2 ASTER Routine Pro cessing P lanning Data Start/Stop Time Interaction
Table - Domain View

Table 3.7.12.2-1 provas the interation Domain View: ASTER Routine ProcessiRtanning
Data Stat/Stop Time

Table 3.7.12.2-1. Interaction T able - Domain View:

ASTER Routine Processing Planning Data Start/Stop Tim e (1 of 2)

Step Event Interface | Interface Data Issues Step Description
Client Provider Preconditions

1.1 Ingest DAAC INS ASTER Level 1 | The ASTER The tape is provided
ASTER Ops - processing is PGE must be by the ASTER
tape not performed setup as a instrument team.

at ECS. data scheduled
PGE. The data
type AST_L1B
must be set up
as non-routine.
1.2 Run script DAAC SDSRV Data provided Tape must be Script queries for
Ops- DB by ASTER successfully time range needed
tape. ingested. for Production
Request.
1.3 Return SDSRV DAAC Data provided Tape must be This start and stop
times DB Ops - by ASTER successfully time range is
tape. ingested. needed by the PLS
Production Request
Editor.

1.4 Initialize ad | DAAC PLS The original The Production | Ad hoc reprocessing
hoc Ops - Production Request Editor | is initiated by the
reprocessin | Productio Request must must be up and | Production Planner.
g n Planner be known and running.

accessible.

1.5 Submit PLS SBSRV Input granules | The Subscriptions must
subscriptio must be Subscription be submitted
n available. Server must be | individually for each

up and running. | data type.

1.6 Read data | PLS PDPS The original The DB must All the data type
type DB Production be up and granules for the
granules Request must running. selected input data

be presentin and time range must
the DB. be read.

1.7 Determine | PLS PLS The original None Data is predicted to
data to be Production substitute for data
predicted Request must that is missing from

be missing the PDPS DB.
data.

1.8 Query for PLS SDSRV None The Science Each query is based
each input Data Server on a time range.
data type must be up and

running.
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Table 3.7.12.2-1. Interaction T able - Domain View: ASTER Routine Pro cessing
Planning Data Start/Stop Time (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions
1.9 Prepare PLS PLS None DCE must be up | Match each SDSRV
granules and running. granule with a PDPS
and DB granule and then
generate resume normal
DPR processing.
1.10 Query for PLS SDSRV None DCE must be up | If these outputs are
PGE output and running. there, skip generating
the current DPR to
avoid re-generating
output products.
.11 Write PLS PDPS None The DB must be | The DPR(S) is written
DPR(s) DB up and running. to the DB normally.
1.12 Create and | DAAC PLS None The Production The plan is created
activate Ops - Request Editor and activated
plan Productio and the Planning | normally.
n Planner Workbench must
be up and
running.
1.13 Create a PLS DPS None DCE mustbe up | The DPR job for each
DPR job for and running. DPR is created
each DPR normally.
.14 Place jobs | DPS DPS None AutoSys must be | The jobs are placed in
in AutoSys up and running. AutoSys normally.
3.7.12.3 ASTER Routine Processing Planning Data Start/Stop Time

Component Interaction Table

Table3.7.12.3-1 provigs the Component Intechon: ASTER Routine Processing Planning Data
Stat/Stop Time

Table 3.7.12.3-1. Component Inter action Tabl e:
ASTER Routine Processing Planning Data Start/Stop Tim e (1 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

.1.1 Ingest DAAC EcIinGUI GUI The tape is provided by the
ASTER Ops ASTER instrument team.
tape

1.2.1 Run script DAAC SDSRV DB | shell script Script queries for time range

Ops (currently needed for Production
unnamed) Request.

1.3.1 Return SDSRV DAAC Ops | shell script This start and stop time range
times DB (currently is needed by the PLS

unnamed) Production Request Editor.
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Table 3.7.12.3-1. Component Inter action Tabl e:
ASTER Routine Processing Planning Data Start/Stop Tim e (2 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

1.4.1 Start DAAC EcPIPREdit | GUI The Production Request Editor
Production | Ops - or_IF is started normally.

Request Productio
Editor n Planner

1.4.2 Initiate DAAC EcPIPREdit | GUI The Production Planner
request for | Ops — or_IF initiates the reprocessing
Production | Productio request.

Requestto | n Planner
be
reprocessed

1.4.3 Change PR | DAAC EcPIPREdit | GUI The Production Planner

type Ops - or_IF changes the PR type from
Productio Routine to Ad Hoc
n Planner Reprocessing.

1.4.4 Save DAAC EcPIPREdit | GUI The Production Planner saves
Production | Ops — or_IF the Production Request under
Request Productio a new, unique name.

n Planner

1.5.1 Submit EcPISubM | EcSbSubS | Distributed The subscriptions are
subscriptio | gr erver Object submitted for each data type
n individually.

1.6.1 Read data | EcPIPREd | PDPS DB CtLib All of the data type granules
type itor_IF for input data and time range
granules are read.

1.7.1 Determine | EcPIPREd | PDPS DB CtLib This determination is based on
data to be itor_IF the data missing in the PDPS
predicted DB.

1.8.1 Query for EcPIPREd | EcDsScien | CtLib These queries are based on a
each input | itor_IF ceDataServ time range.
data type er

1.9.1 Inspect and | EcCPIPREd | EcPIPREdit | CtLib Each SDSRYV granule is
match itor_IF or_IF matched with a PDPS DB
granules granule.

1.9.2 Generate EcPIPREd | EcPIPREdIit | CtLib The DPS(s) are generated.
DPR(s) itor_IF or_IF

1.10.1 | Query for | ECPIPREd | EcDsScien | Distributed If these outputs are there, skip
PGE output | itor_IF ceDataServ | Object generating the current DPR to

avoid re-generating output
er products.

[.11.1 | Write EcPIPREd | PDPS DB CtLib The DPR(s) are written to the
DPR(s) to itor_IF DB.

DB

3-266

313-CD-510-002




Table 3.7.12.3-1. Component Inter action Tabl e:
ASTER Routine Processing Planning Data Start/Stop Tim e (3 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.
[.12.1 | Shut down | DAAC EcPIPREdit | GUI The Production Planner shuts
Production | Ops — or_IF down the Production Request
Request Productio Editor.
Editor n Planner
[.12.2 | Start up DAAC EcPIWb GUI The Production Planner starts
Planning Ops - up the Planning Workbench.
Workbench | Productio
n Planner
1.12.3 | Select DAAC EcPIWb GUI The Production Planner
Production | Ops - selects a Production Request
Request Productio and creates a plan.
and create | n Planner
a plan
[.12.4 | Activate DAAC EcPIWb GUI The Production Planner
the plan Ops - activates the plan.
Productio
n Planner
1.13.1 | Create a EcPIWb EcDpPrJob | Distributed A DPR job is created for each
DPR job for Mgmt Object DPR.
each DPR
1.14.1 | Jobs EcDpPrJo | AutoSys rpc (COTS) The job can now be runin
placed in bMgmt AutoSys.
AutoSys

3.7.13 ASTER Routine Processing Planning

This threxd illustrates how to pgform ASTER procssing using théer file inseation timeinstead
of theusuad data start ad stop time for ASTER BTS (Brightnes Tenpeatureat Sensor) PGEs.
=> Note that this option is not available for ASTER ACT (Atmospheric €ion — TIR)and

ETS (Emissivity/Temperature Sepon) PGESs.
Thefollowing systen fundiondity is exercised in this senaio:

e Thecapability to routindy proess ASTER di using theime tha thetar file
was inserted.

Thread Pr econditions

The PDPS database, the Scierbata Serer, the Subscription Semyethe Production Request
Editor, the Job Management r8er, AutoSys, and thd”lanningWorkberch must be up and
running. Input granules must beadlable on the Sciee Data Serer. The original Production
Request must already beepent in the PDPS DBSSI&T musthavesetup the ASTER ACT

PGE as a datacheduled PGE — sethe ASTER Routine Processing Planning Data Start/Stop

Insertion Tim e Thread

Time Thread.The data typ of AST_L1BT must be set up as nonstioe.
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3.7.13.1 ASTER Routine Pro cessing P lanning Insertion Time Thread Interaction
Diagram — Domain View

Figure 3.7.13.1-1 depicts the ASTER Routine Processing Planning Insertion Tiea&l Thr

Interaction.
SDSRV
.." Ops ..""~.. J6 Queryfor eachinput data PDPS DB
J.1 Ingest ASTER tape ‘. type (usinginsation time)

J.2 Initiate ASTER proassing

:. J9 Creat & actvate gdan f
: K J4 Read daatype granules
INS - J5 Determine gapsfor quay
J.8 Write DPRs
/ J10 Creat DFRjob for eachjob
J.3 Subnit subscription U \
¥ Distributed Object (rpc, CtLib) DPS
===+ HMI (GUI, Xterm, command) J.7 Prepare gramles & gerrate DPR
—> ftp

% email (or other as noted)
Double line - Synchronous SBSRV
- - emall (or other as noted)
Dashed - Asynchronous

J11 Place pbsin Autosys

Figure 3. 7.13.1-1. Routine Pro cessing Pl anning Insertion Time Thr ead
Interaction Diagram

3.7.13.2 Routine Processing P lanning Insertion Time Interaction Table - Domain
View

Table 3.7.13.2-1 proves the Inteaction — Domain \w: Routine Processing Planning Insertion
Time Interadion.
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Table 3.7.13.2-1. Interaction T able - Domain View: ASTER Routine Pro cessing
Planning Insertion Time (1 of 2)

Step | Interaction | Interface | Interface | Data Issues | Preconditions Description
Client Provider

J.1 Ingest DAAC Ingest ASTER The ASTER PGE must | Tape is provided by the
ASTER Ops - Level 1 be set up as a data ASTER instrument
tape processing scheduled PGE. The team.

is not data type AST_L1BT
performed must be set up as non-
at ECS. routine.

J.2 Initialize DAAC PLS The original | The Production Ad hoc reprocessing is
ASTER Ops - Production Request Editor must initiated by the
processing | Productio Request be up and running. Production Planner

n Planner must be using tar file insertion
known and time.
accessible.

J.3 Submit PLS SBSRV Input The Subscription Subscriptions must be
subscriptio granules Server must be up and | submitted individually
n must be running. for each data type.

available.

J.4 Read data | PLS PDPS The original | The DB must be up All the data type
type DB Production and running. granules for the
granules Request selected input data and

must be time range must be
present in read.
the DB.

J.5 Determine | PLS PDPS None None The Production
gaps for DB Request Editor
query determines the time

ranges for upcoming
SDSRYV query.

J.6 Query for PLS SDSRV None The Science Data Each query is based on
each input Server must be up and | a time range and uses
data type running. a tar file insertion time.

J.7 Prepare PLS PLS None DCE must be up and Match each SDSRV
granules running. granule with a PDPS
and DB granule and then
generate resume normal
DPR processing.

J.8 Write PLS PDPS None The DB must be up The DPR(s) is written
DPR(s) DB and running. to the DB normally.

J.9 Create and | DAAC PLS None The Production The plan is created and
activate Ops - Request Editor and the | activated normally.
plan Productio Planning Workbench

n Planner must be up and
running.
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Table 3.7.13.2-1. Interaction T able - Domain View: ASTER Routine Pro cessing

Planning Insertion Time (2 of 2)

Step | Interaction | Interface | Interface | Data Issues | Preconditions Description
Client Provider
J.10 | Create a PLS DPS None DCE must be up and The DPR job for each
DPR job for running. DPR is created
each DPR normally.
J.11 Place jobs | DPS None AutoSys must be up The jobs are placed in
in AutoSys and running. AutoSys normally.
3.7.13.3 Routine Processing P lanning In sertion Tim e Thread Component

Table 3.7.13.3-1 proves the Component Intaction: Routine Processing Planning Insertion

Interaction Tabl e

Time Thread.

Table 3.7.13.3-1. Component Inter action Tabl e: ASTER Routine Pro cessing

Planning Insertion Time (1 of 2)

Step Event Interface Interface | Interface Descript ion
Client Provider Mech.
J.1.1 Ingest DAAC Ops | EcInGUI GUI Tape is provided by the ASTER
ASTER instrument team.
tape
J.21 | Start DAAC Ops | ECPIPREd | GUI The Production Request Editor is
Production - itor_IF started normally.
Request Production
Editor Planner
J.2.2 Initiate DAAC Ops | EcPIPREd | GUI The Production Planner initiates
request for | - itor_IF the reprocessing request.
Production Production
Request to Planner
be
reprocessed
J.2.3 Change PR | DAAC Ops | EcPIPREd | GUI The Production Planner changes
type - itor_IF the PR type from Routine to Ad
Production Hoc Reprocessing.
Planner
J.2.4 | Save DAAC Ops | ECPIPREd | GUI The Production Planner saves the
Production | - itor_IF Production Request under a new,
Request Production unique name.
Planner
J.3.1 Submit EcPISubM | EcSbSub | Distribute | The subscriptions are submitted
subscription | gr Server d Object | for each data type individually.
J4l Read data EcPIPREdi | PDPS DB | CtLib All of the data type granules for
type tor_IF input data and time range are
granules read.
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Table 3.7.13.3-1. Component Inter action Tabl e: ASTER Routine Pro cessing
Planning Insertion Time (2 of 2)

Step Event Interface | Interface | Interfac Description
Client Provider | e Mech.
J.5.1 Determine EcPIPRE | PDPS CtLib Determine time ranges for upcoming
gaps for ditor_IF DB SDSRYV query.
guery
J.6.1 Query for EcPIPRE | EcDsSci | CtLib These queries are based on a time
each input ditor_IF enceData range.
data type Server
J.7.1 Inspectand | EcPIPRE | EcPIPRE | CiLib Each SDSRV granule is matched with
match ditor_IF | ditor_IF a PDPS DB granule.
granules
J.7.2 Generate EcPIPRE | EcPIPRE | CtLib The DPS(s) are generated.
DPR(s) ditor_IF ditor_IF
J.8.1 Write EcPIPRE | PDPS CtLib The DPR(s) are written to the DB.
DPR(s) to ditor_IF DB
DB
Jo.1 Shut down DAAC EcPIPRE | GUI The Production Planner shuts down
Production | Ops - ditor_IF the Production Request Editor.
Request Productio
Editor n Planner
J.9.2 | Startup DAAC EcPIWb | GUI The Production Planner starts up the
Planning Ops - Planning Workbench.
Workbench | Productio
n Planner
J.9.3 | Select DAAC EcPIWb | GUI The Production Planner selects a
Production Ops - Production Request and creates a
Request and | Productio plan.
create a n Planner
plan
J.9.4 | Activate the | DAAC EcPIWb | GUI The Production Planner activates the
plan Ops - plan.
Productio
n Planner
J.10.1 | Create a EcPIWb | EcDpPrJ | Distribut | A DPR job is created for each DPR.
DPR job for obMgmt | ed
each DPR Object
J.11.1 | Jobs placed | EcDpPrJ | AutoSys rpc The job can now be run in AutoSys.
in AutoSys obMgmt (COTS)

3.7.14 ASTER Spatial Query Thre ad

Thread Description

This thred illustraes how to pgorm ASTER procssing for goredefined geographic area This
areacan be expandeal (padded) by a predefined numter of kilomeers. Currently, this @pability
is being utilized for ACT (Atmospheic Corredion — TIR) and ACVS (Atmosphericorredion —
VNIR, SWIR) PGEs. The set of points desibing the polygon whichepresent the geagphic
area along with the numberfilometers of thépad” are defired in the key input granas. If

the“pad” is not rguired, thekilometer vdue of the“pad”is sé to zero.
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Thefollowing systen fundiondity is exercisel in this thred:

e Thecapability to routindy proess ASTER da for an existing or for an expanded (or
padded), ppddined geogaphic aea

Thread Precorditions

The PDPS database, the ScierbData Serer, the Subscription Semyethe Production Request
Editor, the SubscriptionManager,the Job Managment Serve AutoSys, and the Planning
Workberch must be up and running. Inputaguules must be auable on the Sciee Deta
Server. Tle data type & been dfined as spatial pad ding the SSIT process. €hsize ofthe
padin kilometersis controlledby the instrument teamConaptually, howeer, the sie of the
pad should probably be less thaattbf the instrument’s photograph, so ihdze thought of aa
way to obtain portions of the neighboring photggrs which bore on the oiginal (or central)
photograph.

Note>Due to limitations in thecurrent vasion of tte SQS COTS pekage the spdial region
defined (i.e., th original size bthe polygon combined with the siaf the pad) mustnot excesd
60 degrees in latitude or longitud&ince this is a huge e, this limitation shouldnot impact
the user.

3.7.14.1 ASTER Spatial Query Thread Interaction Diagram

Figure 3.7.14.1-1 depicts the ASTER Spatial Quetgraction.

o ),

K.1 Enter Produdion Reguest

; K.8 Write DPR
K.9 Cede& adtivae
¥ Distibuted Chject (rpc, QtLib)

) HMI (GUI, Xterm, canmartd) >
=3 Ps)—

endl (or oherasnaed

Doubl(e line- Synchr orzous . .
--> el (or oherasnded) K.10 Crede DPRjob for eachjob

Dashed - Asynchronous \

K.3 Quely for eah key inpu ddatype

K.6 Quary for exhtarget daatype

K.2 Prepare for query
K.4 Extract polygon info from granules

K.5 Add poylgon epan info to quey
SDSRY K.7 Prepare garules & gererate DPR

K.11Hacejobsin Autosys

Figure 3. 7.14.1-1. ASTER Spatial Query Interaction Diagram
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3.7.14.2 ASTER Spatial Interaction T able - Domain View

Table 3.7.14.2-1 proves the interation Domain View: ASTER Spatial Que
Table 3.7.14.2-1. Interaction T able - Domain View: ASTER Spatial Query

Step Event Interface | Interface | Data Issues Step Description
Client Provider Preconditions
K.1 Enter DAAC PLS Input data None A spatial query is
Production | Ops - must already initiated by the
Request Productio be available Production Planner.
n Planner on the
Science Data
Server.
K.2 Prepare for | PLS PLS The None The query is prepared
query constraints are using the time range.
based on time
information
K.3 Query for PLS SDSRV None None Each query is based
each key on a time range.
input data
type
K.4 Extract PLS PLS Extracts None This pulls information
polygon information from GlParameterList.
information from
from GlParameterLi
granules st
K.5 Add PLS PLS A spatial pad SSIT was The query was
polygon data type was | performed for a | padded by the number
expansion selected. spatial pad of kilometers.
information data type.
to query
K.6 Query for PLS SDSRV None None Uses spatial
each target information extracted
data type in the previous step.
K.7 Prepare PLS PLS None None Prepare the granules
granules using the data
and returned from the
generate SDSRV.
DPR
K.8 Write PLS PDPS None None The DPR(s) are
DPR(s) DB written to the PDPS
DB.
K.9 Create and | DAAC PLS None None The plan is created
activate Ops - and activated
plan Productio normally.
n Planner
K.10 | Create PLS DPS None None The DPR job for each
DPR job for DPR is created
each DPR normally.
K.11 | Place jobs | DPS DPS None None The jobs are placed in
in AutoSys AutoSys normally.
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3.7.14.3

ASTER Spatial Query Component Interaction T able

Table 3.7.14.3-1 proves the Component Intaction: ASTER Spatial Query.

Table 3.7.14.3-1. Component Inter action Tabl e: ASTER Spati al Query (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
K.1.1 Start DAAC EcPIPREdIit | GUI The Production Request Editor
Production | Ops — or_IF is started normally.
Request Productio
Editor n Planner
K.1.2 Initiate DAAC EcPIPREdIit | GUI The Production Planner
request for | Ops — or_IF initiates the processing
PR to be Productio request.
processed | n Planner
K.1.3 Save PR DAAC EcPIPREdit | GUI The Production Planner saves
Ops - or_IF the PR under a new, unique
Productio name.
n Planner
K.2.1 | Prepare for | ECPIPREd | EcPIPREdit | GUI Use the time range as
query itor_IF or_IF constraints.
K.3.1 Query for EcPIPREd | EcSbSubS | Distributed Each query is based on a time
each key itor_IF erver Object range.
input data
type
K.4.1 | Extract EcPIPREd | EcPIPREdit | libGl This pulls information from the
polygon itor_IF or_IF GlParameterList.
information
from
granules
K.5.1 | Add EcPIPREd | EcPIPREdit | CiLib The query is padded by the
polygon itor_IF or_IF designated number of
expansion kilometers.
information
to query
K.6.1 Query for EcPIPREd | EcSbSubS | Distributed A query is needed for each
each target | itor_IF erver Object target data type.
data type
K.7.1 | Inspect EcPIPREd | PDPS DB CtLib Each SDSRYV granule is stored
granules itor_IF in the PDPS DB.
K.7.2 Generate EcPIPREd | EcPIPREdit | CtLib The DPR(s) are generated.
DPR(s) itor_IF or_IF
K.8.1 | Write EcPIPREd | PDPSDB | CtLib The DPR(s) are written to the
DPR(s) to itor_IF PDPS DB.
DB
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Table 3.7.14.3-1. Component Inter action Tabl e: ASTER Spati al Query (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
K.9.1 Shut down | DAAC EcPIPREdit | GUI The Production Planner shuts
Production | Ops — or_IF down the Production Request
Request Productio Editor.
Editor n Planner
K.9.2 Start up the | DAAC EcPIWb GUI The Production Planner starts
Planning Ops - up the Planning Workbench.
Workbench | Productio
n Planner
K.9.3 Select the DAAC EcPIWb GUI The Production Planner
PR(s)and | Ops - selects a Production Request
create a Productio and creates a plan.
plan n Planner
K.9.4 | Activate DAAC EcPIWb GUI The Production Planner
the plan Ops - activates the plan.
Productio
n Planner
K.10.1 | Create a EcPISubM | EcDpPrJob | Distributed A DPR job is created for each
DPR job for | gr Mgmt Object DPR.
each DPR
K.11.1 | Jobs EcDpPrJo | AutoSys rpc (COTS) | The job can now be run in
placed in bMgmt AutoSys.
AutoSys

3.7.15 ASTER View ECS Data Holdings Thr ead

This thread shows how &STER GDS useran obtaininformationaboutthe location andother

attributes of specifid data setsnd browse sgxified dita sets.

3.7.15.1 ASTER View ECS Data Holdings Thread Interaction Diagram — Domain

View

Figure 3.7.15.1-1 depicts the ASTER View ECSdxbldings Interation.

3-275

313-CD-510-002




L.4 Directory Search Result
L.14 Inventory Search Resuk
L.20 Browse Result

(socket level interface)

L.2 Directory Search Rjuest
L.6 Inventory Search

Client (G DS) L.1 Directory Search Rquest
L.5 Inventory Search Rquest
L.15 BrowseRequest
(socket level interface)

Remote DAAC

L.10 Inventory Search Resuk
L.18 Browse Result

L.9 Inventory Search

|
|

|

|

|

|

|

|

|

I Search Rguest
|

|

|

[

L.8 Inventory L.17 BrowseRequest
L.16 Browse \ DSS
Request

L.11Inventory Search Fesuk _

uest Mapping  L-3 Directory Search Resuk

L.12 Invertory Seach ResltsMapping L.7 Inventory Search Request Mapping

Distributed Qhject (rpc, CtLib)
HMI (GUI, Xterm, commeand)
ftp

email (or other asnated)
Double line - Synchronous

email (or other asnated)
Dashed - Asynchronous

L.13 Invertory Seach Result Mappng

(DMS)

Figure 3. 7.15.1-1. ASTER View ECS Data Holding s Interaction D iagram

3.7.15.2 ASTER View ECS Data Holding s Thread Interaction Table — Domain View

Table 3.7.15.2-1 proves the interation Domain View: ASTER View ECS Dat Holdings.
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Table 3.7.15.2-1. Interaction T able - Domain View: ASTER View ECS Data
Holdings (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider |issues | Precon
ditions

L1 Directory ASTER ASTGW None | None ASTER client submits the ASTER
Search Client user’s Directory search request to
Request (GDS) ASTER-ECS gateway via a specific

socket.

L.2 Directory ASTGW DDICT None | None The ASTGW queries the DDICT,
Search using the parameters specified in
Request the request ODL, for the Directory

Search Results.

L.3 Directory DDICT ASTGW None | None DDICT sends results to ASTGW.
Search
Result

L.4 Directory ASTGW ASTER None | None ASTGW sends back the Directory
Search Client Search Results to ASTER Client
Result (GDS) which displays them to the ASTER

user.

L.5 Inventory ASTER ASTGW None | None ASTER client submits the ASTER
Search Client user’s Inventory Search Request to
Request (GDS) ASTER-ECS gateway in ASTER

ODL format via a specific socket.

L.6 Inventory ASTGW DDICT None | None ASTGW queries DDICT for the
Search equivalent ECS mappings for the
Request ASTER attributes/values specified
Mapping in the request.

L.7 Inventory DDICT ASTGW None | None DDICT returns ECS equivalents of
Search the specified ASTER
Request attributes/values to ASTGW.
Mapping

L.8 Inventory ASTGW | VOGWY None | None The ASTGW submits the request to
Search the remote VO-ECS Gateway.
Request

L.9 Inventory VOGWY DSS None | None The VO gateway translates the
Search Search criteria from ODL to a query
Result object (using GlParameters), and

submits that query to the Search
service.

L.10 Inventory DSS DDICT None | None The results of this Search are
Search processed synchronously, and
Results passed back to VO-ECS Gateway.
Mapping

L.11 Inventory VOGWY ASTGW None | None VO-ECS Gateway returns the
Search results to ASTGW in VO ODL form.
Result
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Table 3.7.15.2-1. Interaction T able - Domain View: ASTER View ECS Data

Holdings (2 of 2)
Step Event Interface | Interface Data Step Description
Client Provider |issues | Precon
ditions
L.12 Inventory ASTGW DDICT None | None ASTGW queries DDICT for the
Search equivalent ASTER attributes/values
Results for VO attributes/values it received
Mapping from the remote VO-ECS Gateway.
L.13 Inventory DDICT ASTGW None | None DDICT returns the ASTER
Search equivalents of the VO
Results attributes/values to ASTGW.
Mapping
L.14 Inventory ASTGW | ASTER None | None The ASTGW sends back the
Search Client results to ASTER Client, which
Result (GDS) displays them to the ASTER User.
L.15 Browse ASTER ASTGW None None ASTER Client submits Integrated
Request Client Browse Request to the ASTGW via
(GDS) specific socket interface.
L.16 Acquire ASTGW VOGWY None None The ASTGW sends the Browse
Browse request to remote VO-ECS
Gateway.
L.17 Browse VOGWY SDSRV None | None VO-ECS Gateway submits an
Request (DSS) Browse request for the browse
granule.
L.18 Browse SDSRV VOGWY None None The results of this Browse request
Result (DSS) are returned synchronously, and
are passed back to VO-ECS
Gateway.
L.19 Browse VOGWY ASTGW None | None VO-ECS Gateway sends the
Result Browse results to the ASTGW.
L.20 Browse ASTGW ASTER None None The ASTGW sends the results to
Result Client ASTER Client.
(GDS)
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3.7.15.3 ASTER View ECS Data Holding s Thread Component Interaction Tab le

Table 3.7.15.3-1 proves the Component Intaction: ASTER View ECS Data Holdings.

Table 3.7.15.3-1. Component Inter action Tabl e: ASTER View ECS Data Holdings

(10f6)

Step

Event

Interface
Client

Interface
Provider

Interface
Mechani sm

Description

L1.1

Submit a
Directory
Search

ASTER User

ASTER Client

Command

The ASTER user invokes an
ASTER client at the ASTER
GDS and sends a directory
search request to the ASTER
Gateway.

L.1.2

Receive a
Directory
Search
Request

ASTER Client

EcDmAsterTo
EcsGateway

ODL, over
sockets

The ASTGW receives the
request on a specific port and
socket on which it is listening.
The request is an ODL
structure.

L.1.3

User Profile

EcDmAsterTo
EcsGateway

EcMsAcRegU
serSrvr

Distributed
Object

Upon receiving the request,
ASTGW retrieves the User
Profile using the ECS
authenticator from ODL
message. The User
Registration database is
replicated across DAACS, so
connection is made to the local
User Registration Server.

L.2.1

Connect to
DDICT

EcDmAsterTo
EcsGateway

Sybase

CiLib

ASTGW connects to DDICT
database to run a SQL, based
on the criteria in the request
ODL.

L.2.2

Run Query
against
DDICT

EcDmAsterTo
EcsGateway

Sybase

CtLib

The SQL query is run against
the DDICT database which
returns the metadata of all the
granules that satisfies the
search criteria.

L.3.1

Retrieve
results

Sybase

EcDmAsterTo
EcsGateway

Distributes
Object

ASTGW retrieves the results of
the database query and puts
them in an ODL structure to be
sent to the ASTER client.

L.3.2

Create ODL

EcDmAsterTo
EcsGateway

EcDmAsterTo
EcsGateway

internal

ASTGW formats granule
metadata into an ODL
structure.

L4.1

Send Results

EcDmEcsToA
sterGateway

ASTER Client

ODL,
Over Sockets

The results in ODL, are sent to
the ASTER client via the same
socket on which it originally
received the request.
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Table 3.7.15.3-1. Component Inter action Tabl e: ASTER View ECS Data Holdings

(20f6)
Step Event Interface Interface Interface Description
Client Provider Mechani sm

L.5.1 | Submitan ASTER GDS | ASTGW ODL, The ASTER user invokes an
Inventory Over Sockets | ASTER client and sends an
Search Inventory Search Request.
Request

L.5.2 | Receive an ASTER Client | EcDmAsterTo | Distributed The ASTGW receives the
Inventory EcsGateway | Object request on a specific port and
Search socket on which it is listening.
Request The request is an ODL

structure.

L.5.3 Convert to EcDmAsterTo | internal The ASTGW converts the ODL
internal EcDmAsterTo | EcsGateway structure to a GIParameterList.
format EcsGateway

L.6.1 | Formulate EcDmAsterTo | internal The ASTGW formulates an
attribute list EcDmAsterTo | EcsGateway attribute list to be converted to

EcsGateway ECS format.

L.6.2 | Submit EcDmAsterTo | Sybase CtLib The ASTGW submits a query
Inventory EcsGateway for equivalent attributes to the
Search DDICT.

Mapping
Request

L.7.1 Retrieve Sybase EcDmAsterTo | CtLib The ASTGW retrieves the
equivalent EcsGateway equivalent attribute results from
attributes the DDICT.

L.7.2 | Submit data EcDmAsterTo | Sybase CtLib The ASTGW submits a query to
server EcsGateway determine which ECS servers
request archive the requested data.

L.7.3 Retrieve data | Sybase EcDmAsterTo | CtLib The ASTGW retrieves the data
server results EcsGateway server results from the DDICT.

L.8.1 | Arrange EcDmAsterTo | EcDmAsterTo | internal The ASTGW arranges request
requests by EcsGateway | EcsGateway according to the server which
server can handle them.

L.8.2 | Convert EcDmAsterTo | EcDmAsterTo | internal The ASTGW converts requests
requests to EcsGateway | EcsGateway for each server to VO ODL.
ODL

L.8.3 | Submit EcDmVOToEc | ODL, Over The ASTGW concurrently
requests to EcDmAsterTo | sGateway Sockets sends the request ODL to the
servers EcsGateway VO Gateway at each server

required to handle a request.
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Table 3.7.15.3-1. Component Inter action Tabl e: ASTER View ECS Data Holdings

(30f6)

Step

Event

Interface
Client

Interface
Provider

Interface
Mechani sm

Description

L.9.1

Establish
ECS User

EcDmVOToE
csGateway

EcMsAcReg
UserSrvr

Distributed
Object

VO Gateway retrieves the User
Profile using ECS Authenticator
from ODL message, which
includes an encrypted User ID
and Password. The User
Registration database is
replicated across DAACS, so
the connection is made to the
local User Registration Server.

L.9.2

Translate
Query

EcDmMVOToE
csGateway

EcDmDictSer
ver

CiLib

VO Gateway translates the VO
terms from ODL into ECS
names for query submittal
using the DDICT database.
Interface currently is directly to
Data Dictionary database.
Database name is retrieved
from configuration file.

L.9.3

Connect to
SDSRV

EcDmVOToE
csGateway

EcDsScience
DataServer

Distributed
Object

The Gateway first connects to
the SDSRV. The correct
SDSRYV is determined by
configuration file.

L.9.4

SDSRV
Query

EcDmVOToE
csGateway

EcDsScience
DataServer

Distributed
Object

The Gateway translates the
query into a DsClQuery object.
This object is handed to the
Search interface of the DsClI
ESDT ReferenceCollector.
After the search the Gateway
receives a list of URs. Then it
does an “Inspect” to the
SDSRYV to get the metadata. It
first performs a
GetQueryableParamerter to
determine all attributes
associated with each granule.

L.10.1

Request
Metadata

EcDsScience
DataServer

Sybase/SQS

CtLib

The SDSRV breaks down the
Query object and translates it
into a sequence of calls to the
inventory database. Resultant
rows are converted into data
granules, each with their
metadata extracted from the
database. These results are
packaged and returned to the
Query client.
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Table 3.7.15.3-1. Component Inter action Tabl e: ASTER View ECS Data Holdings

(40f6)
Step Event Interface Interface Interface Descript ion
Client Provider Mechani sm
L.10.2 | Return EcDsScience | EcDmVOToE | Distributed The Search method is
Results DataServer csGateway Object synchronous, so the results of
the search are returned to the
calling function. After the
search the Gateway receives a
list of URs. Then it does an
“Inspect” to the SDSRYV to get
the metadata.
L.11.1 | Retrieve EcDmVOToE | EcDmAsterT | ODL, over When the VO Gateway gets the
Result s csGateway oEcsGatewa | Sockets results, they are translated into
y ODL, and passed back to the
ASTGW. The correct socket for
sending results to ASTGW is
the one used to submit the
query.
L.11.2 | Combine EcDmAsterTo | EcDmVOToEc | internal The individual result sets from
Results EcsGateway | sGateway each DAAC are combined into
a single result set.
L.11.3 | Formulate EcDmAsterTo | EcDmAsterTo | internal The ASTGW formulates an
attribute list EcsGateway | EcsGateway attribute list to be converted to
ASTER format.
L.12.1 [ Submit EcDmAsterTo | Sybase CtLib The ASTGW submits a query
Inventory EcsGateway for equivalent attributes to the
Search DDICT.
Mapping
Request
L.12.2 [ Retrieve Sybase EcDmAsterTo | CtLib The ASTGW retrieves the
equivalent EcsGateway equivalent attribute results from
attributes the DDICT.
L.13.1 | Retrieve data | Sybase EcDmAsterTo | CtLib The ASTGW retrieves the data
server results EcsGateway server results from the DDICT.
L.14.1 | Translate ASTER GDS | ODL, over When the Gateway gets the
Inventory EcDmEcsToA Sockets results from each DAAC, they
Search Result | sterGateway are translated into ASTER ODL.
L.14.2 | Return EcDmEcsToA | ASTER GDS | ODL, over The combined results set is
Results sterGateway Sockets returned in chunks to the
ASTER GDS.
L.15.1 | Submit an ASTER GDS | EcDmAsterTo | Command The ASTER user invokes an
Browse EcsGateway ASTER client and sends a
Request Browse Request.
L.15.2 | Receive ASTER Client | EcDmAsterTo | ODL, The ASTGW receives the
Browse EcsGateway | Over Sockets | request on a specific port and
Request socket on which it is listening.

The request is an ODL
structure.
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Table 3.7.15.3-1. Component Inter action Tabl e: ASTER View ECS Data Holdings

(50f6)
Step Event Interface Interface Interface Description
Client Provider Mechani sm
L.15.3 | Convert to EcDmAsterTo | EcDmAsterTo | internal The ASTGW converts the ODL
internal EcsGateway | EcsGateway structure to a GIParameterList.
format
L.16.1 | Arrange EcDmAsterTo | EcDmAsterTo | intenal The ASTGW arranges request
requests by EcsGateway | EcsGateway according to the server which
server can handle them.
L.16.2 | Convert EcDmAsterTo | EcDmAsterTo | internal The ASTGW converts requests
requests to EcsGateway | EcsGateway for each server to VO ODL.
ODL
L.16.3 | Submit EcDmAsterTo | EcDmVOToEc | ODL, Over The ASTGW concurrently
requests to EcsGateway | sGateway Sockets sends the request ODL to the
servers VO Gateway at each server
required to handle a request.
L.17.1 | Establish EcDmVOToE | EcDsScience | Distributed VOGWY submits an Acquire
ECS User csGateway DataServer Object request for the browse granule.
L.17.2 | Translate EcDmVOToE | EcDmDictSer | CtLib Gateway translates the VO
Query csGateway ver terms from ODL into ECS
names for query submittal
using the DDICT database.
Interface currently is directly to
Data Dictionary database.
Database name is retrieved
from configuration file.
L.17.3 | Connect to EcDmMVOToE | EcDsScience | Distributed The Gateway first connects to
SDSRV csGateway DataServer Object the SDSRV. The correct
SDSRYV is determined by
configuration file.
L.17.4 | SDSRV EcDmVOToE | EcDsScience | Distributed The Gateway translates the
Query csGateway DataServer Object guery into a DsCIQuery object.
This object is handed to the
Search interface of the DsCI
ESDT ReferenceCollector.
After the search the Gateway
receives a list of URs. Then it
does an “Inspect” to the
SDSRYV to get the metadata. It
first performs a
GetQueryableParamerter to
determine all attributes
associated with each granule.
L.18.1 | Request EcDsScience | Sybase/SQS | CiLib The SDSRYV retrieves browse
Metadata DataServer image. This result is packaged
and returned to the Query
client.
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Table 3.7.15.3-1. Component Inter action Tabl e: ASTER View ECS Data Holdings

(6 0f 6)
Step Event Interface Interface Interface Description
Client Provider Mechani sm
L18.2 | Return EcDsScience | EcDmVOToE | Distributed The Search method is
Results DataServer csGateway Object synchronous, so the resulting
browse image is returned to the
calling function.
L.19.1 | Retrieve EcDmVOToE | EcDmEcsTo | ODL, over When the Gateway gets the
Result s csGateway AsterGatewa | Sockets results, they are translated into
y ODL, and passed back to the
ASTGW in chunks. The correct
socket for sending results to
ASTGW is the one used to
submit the query.
L.20.1 | Return EcDmEcsToA | ASTER GDS | ODL, over The combined results set is
Results sterGateway Sockets returned in chunks to the Aster
GDS.

3.7.16 ASTER Price & Order Data Thread

Thisthreadshowshowan ASTERGDS user can obtain a price estimateEGQS products, place
an order for ECS productsstoredat any DAAC and obtain the status of aepiously plaed

order.

3.7.16.1 ASTER Price & Order Data Thread Interaction Diagram — Domain View

Figure 3.7.16.1-1 depicts the ASTER Price &lér Data Interaction.
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Figure 3. 7.16.1-1. ASTER Price & Order D ata Inter action Diagr am

3.7.16.2 ASTER Price & Order Data Thread Interaction Tabl e — Domain View

Table 3.7.16.2-1 prova the Domain Vier: ASTER Price & OrdeData.
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Table 3.7.16.2-1. Interaction T able - Domain

View: ASTER Price & Order D ata

(10f2)
Step Event Interface | Interface Data Step Description
Client Provider issues Precondi
tions

M.1 Price Aster ASTER None None Aster User decides to request
Estimate User Client a Price Estimate and invokes
Request (GDS) ASTER Client at the GDS to

send a Price Estimate
Request.

M.2 Price ASTER ASTGW | None None ASTER Client submits the
Estimate Client Aster user’s Price Estimate
Request (GDS) Request to the GDS-ECS

gateway in GDS ODL format
via a specific socket.

M.3 Price ASTGW | ASTER None None The ASTGW sends back the
Estimate Client Price Estimate result to GDS.
Result (GDS)

M.4 Product Aster ASTER None None Aster User decides to request
Request User Client a Product Request and

(GDS) invokes ASTER Client to send
a Product Request.
M.5 Product ASTER ASTGW | None None ASTER Client submits the
Request Client Aster user’s Product Request
(GDS) to GDS-ECS gateway in GDS
ODL format via a
INITIATOR_REQUEST_ID and
specific socket.

M.6 Create Order | ASTGW | MSS None None The ASTGW requests MSS on

(SMC) the SMC to Create Order and
stores INITIATOR-
REQUEST_ID in MSS order
tracking database.

M.7 Product ASTGW | VOGWY | None None The ASTGW sends the product
Request (Remote ) request for the granule stored

at the remote DAAC to the
VOGWY, via orderID:requestID
ODL form.

M.8 Product ASTGW | VOGWY | None None The ASTGW sends the

Request Product Request for Landsat 7
products to the VO-ECS
Gateway.

M. 9 | Product VOGWY | DORRAN | None None The VO-ECS Gateway sends

Request the Product Request to the
DORRAN Billing and
Accounting System.

M.10 | Product DORRAN | VOGWY | None None The DORRAN approves and

Request (Remote) sends the Product Request to

the VO-ECS Gateway at a
Remote Site.
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Table 3.7.16.2-1. Interaction T able - Domain

View: ASTER Price & Order D ata

(20f2)
Step Event Interface | Interface Data Step Description
Client Provider issues Precondi
tions
M.11 | Create Order | VOGWY | MSS None None The VO-ECS Gateway sends a
(Remote) Create Order to the MSS in the
tracking database.

M.12 | Acquire VOGWY | DSS None None The VO-ECS gateway

(Remote) translates the order into an
Acquire request.

M.13 | Maintain DSS MSS None None DSS updates the order status
Order Status | (Remote) | (Remote) in the order tracking database.

M.14 | Update Order | MSS MSS None None MSS updates the order status
Status (Remote) | (SMC) in the order tracking replicate

database.

M.15 | Create Data | DSS DAAC None None The Data Server copies the file
Tape (Remote) | Ops to an 8mm tape and marks the

(Remote) order as “Ready to Ship”.

M.16 | Distribution DSS Aster None None Send email notification to Aster
Notice (Remote) | User User.

M.17 | Ship Tapeto | DAAC Aster None None DAAC shipper collects the tape
User Ops User and the packing list, and

(Remote) generates a media shipping
label for delivery to the Aster
User.

M.18 | Product Aster ASTER None None Aster User decides to request
Status User Client a Product Request Status and
Request (GDS) invokes ASTER Client to send

a Product Request Status.

M.19 | Product ASTER ASTGW | None None The ASTER Client submits the
Status Client Aster user’s Product Status
Request (GDS) Request to the GDS-ECS

Gateway in GDS ODL format
via an
INITIATOR_REQUEST _ID and
specific socket.

M.20 | Get Product |ASTGW | MSS None None The ASTGW requests MSS to
Status (SMC) Get Product Status which

includes Order status and
reguest status.

M.21 | Product ASTGW | ASTER None None The ASTGW sends back
Status Result Client Product Status Result to

(GDS) ASTER Client.

3.7.16.3 ASTER Price & Order Data Thread Component Interaction Table

Table 3.7.16.3-1 proves the Component Intaction: ASTER Price & Ordebata.
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Table 3.7.16.3-1. Component Interaction Table: ASTER Price & O rder Data Thread

(10f4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
M.1.1 | Startup Aster ASTER Command | The Aster User invokes the Aster Client
Aster GUI User Client GUIL.
(GDS)
M.1.2 | Submit Aster ASTER GUI The Aster User selects Price Estimate
Price User Client Request. After selecting granules, the query
Estimate (GDS) is submitted to the ASTER Gateway.
Request
M.2.1 | ASTGW ASTER EcDmAst | ODL over | Upon receiving the Price Estimate Request,
Price Client erToEcs | socket the GDS-ECS Gateway computes price
Estimate (GDS) Gateway estimate using cost of L7 product from
Request configuration files.
The price of all other products is zero.
M.2.2 | Compute EcDmAst | EcDmAst | None The predicted completion date is computed
predicted erToEcs | erToEcs as the number of days to complete order
completion | Gateway | Gateway from the configuration file.
date.
M.3.1 | Price EcDmAst | ASTER ODL over | Once the results are computed, it is
Estimate erToEcs | GDS socket translated into ODL and passed back to the
Result Gateway | (Client) ASTER Client. ASTER Client then displays
the results of the query to the user.
M.4.1 | Select Aster ASTER GUI The Aster User selects a set of data
Product User Client granules to order by media such as 8mm.
Request (GDS) When this is complete it is submitted to the
ASTER Gateway.
M.5.1 | Aster ASTER EcDmAst | ODL over | GDS submits an order to the Aster Gateway
Gateway Client erToEcs | socket by converting the order into an ODL
order (GDS) Gateway structure and passing that structure to a
socket provided by the gateway. The
correct socket is determined from
configuration information in the valids file.
The order contains contact, shipping
information together with authenticator and
initial request ID.
M.6.1 | Establish EcDmAst | EcMsAc Distribute | Aster Gateway retrieves the user Profile
ECS user erToEcs | RegUser | d object using ECS authenticator from ODL
Gateway | Srvr message, which is an encrypted User ID
and Password. The User Registration
database is replicated across DAACs, so
the connection is made to the local User
Registration Server that is at the SMC.
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Table 3.7.16.3-1. Component Interaction Table: ASTER Price & Order Data Thread

(20f4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

M.6.2 | Request EcDmAst | EcDmDic | CtLib Aster Gateway translates the ASTER terms
Attribute erToEcs | tServer from ODL into ECS names for request
Mapping Gateway submittal using the DDICT database.

Interface is directly to Data Dictionary
database. Database name is retrieved from
configuration file.

M.6.3 | Create EcDmAst | EcMsAc Distribute | ASTER Gateway creates an order object
Tracked erToEcs | OrderSrv | d object through a local (SMC) Order Tracking
Order Gateway |r Server, records the initial request ID into the

Order Tracking database. The initial status
is set to “Pending”.

M.6.4 | Store EcMsAc | Sybase CtLib The order is saved to the order database at
Tracked OrderSrv SMC.

Order r

M.6.5 | Create EcDmAst | EcCMsAc Distribute | ASTER Gateway creates each individual
Tracked erToEcs | OrderSrv | d Object request object through a local (SMC) Order
Request Gateway |r Tracking Server by linking it to the order

object for order tracking purpose.

M.6.6 | Store EcMsAc | Sybase CtLib The tracked request is saved to the order
Tracked OrderSrv database at SMC.

Request r

M.7.1 | Request EcDmAst | EcDmVO | ODL over | ASTER gateway will send non-L7 data
Non-L7 erToEcs | ToEcsGa | socket granule order to remote DAAC by a socket
Product Gateway | teway connection to VO-ECS gateway where the

requested data is archived. The correct VO-
ECS gateway to be connected is
determined by the Aster Gateway.

M.8.1 | RequestL7 | EcDmAst | EcDmVO | Distribute | The ASTER Gateway sends the product

Product erToEcs | ToEcsGa | d Object order request to VOECSGWY based on the
Gateway | teway data being L70R WRS.
M.9.1 | Acquire to EcDmVO | DORRAN | ODL over | The VOECSGWY sends the acquire to the
DORRAN ToEcsGa socket DORRAN system.
teway
M.9.2 [B&A EcDmVO | DORRAN | Operator DORRAN validates the request by checking
Verification | ToEcsGa | Comp. the account level of the requester and the
teway required funding level of the request.
M.10.1 | Acquire to DORRAN [ EcDmMVO | ODL over | The Operator validates the order and
VO-ECS ToEcsGa | socket DORRAN forwards all the remaining
Gateway teway granules to the VOECSGWY over a specific
(Remote) socket to a remote DAAC, such as EDC.
M.11.1 | Create EcDmVO | EcMsAc Distribute | VO Gateway creates an order object at the
Tracked ToEcsGa | OrderSrv | d object Order Tracking Server, sets the order ID by
Order teway r the one which comes from Aster Gateway
or DORRAN.
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Table 3.7.16.3-1. Component Interaction Table:

ASTER Price & Order Data Thread

(30f4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

M.11.2 | Store EcMsAc | Sybase CtLib The tracked order is saved to the order
Tracked OrderSrv database at the remote DAAC.

Order r

M.11.3 | Create EcDmVO | EcMsAc Distribute | VO Gateway creates a request object at the
Tracked ToEcsGa | OrderSrv | d Object Order Tracking Server, sets the request ID
Request teway r by the one which comes from Aster

(Remote) Gateway or DORRAN.

M.11.4 | Store EcMsAc | Sybase CtLib The tracked request is saved to the order
Tracked OrderSrv database at the remote DAAC.

Request r

M.12.1 | Acquire EcDmVO | EcDsScie | Distribute | The VO Gateway submits the order by
Data ToEcsGa | nceData | d Object submitting an Acquire request for the

teway Server granules. This request is asynchronous,

(Remote) meaning that the return of the submit call of
the request only contains the status of the
request’s submittal. The request asks for an
email notification to be emailed to the user.

M.13.1 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object “Active”, “Transferring”, “Shipped”, etc.
Request erver r
Status

M.13.2 | Update EcMsAc | Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv the new status at the local DAAC, such as
Status r EDC.

M.14.1 | Remote Sybase Sybase CtLib The Sybase database trigger at the remote
Update DAAC, such as EDC, will be fired upon the
Order update at the step M.13.2. This trigger will
status update the order status at the SMC Order

Tracking database.

M.15.1 | Create EcDsDist | EcDsSt8 | Distribute | DDIST requests that the tapes held in
8mm data ributionS | MMTape | d Object staging disk be copied to the 8mmtape.
tape erver Server Upon completion of the files being copied,

the state of the distribution request is
marked as “Ready for Shipment”, which is
displayed on the operator GUI. A packing
list is generated.

M.16.1 | Send E- EcDsDist | Aster email Message is emailed to the Aster User’s
mail ributionS | User email address, as determined from the User

erver Profile.

M.17.1 | Determine | DAAC EcDsDdi | GUI Operator notes that the request is ready for
request is Ops - stGui shipping and that it includes the 8mm tape
ready for Distributi just produced. The 8mm tape slot and
shipping on stacker ID are included in the logs, so that

Technicia the operator knows which tapes to ship.
n
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Table 3.7.16.3-1. Component Interaction Table:

ASTER Price & Order Data Thread

(40f4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
M.17.2 | Ship DAAC DAAC Internal Labels for all media, as well as a shipping
Tapes Ops - Data | Ops - label for the package are created manually.
Technician | Data Using commercial shipping vendors
Technicia (determined by DAAC policy), the DAAC
n Data Technician labels the tape, packages
the tape(s) and packing list, labels the
package and ships to address provided with
the request.
M.17.3 | Tapes DAAC ASTER Mail Tapes are physically shipped to the ASTER
Shipped Ops - Data | User User.
Technician
M.18.1 | Select Aster User | ASTER GUI The Aster User selects order status request
Product Client by specifying an initial request ID and
Status (GDS) submits it to the ASTER Gateway.
Request
M.19.1 | Status to ASTER EcDmAst | ODL over | GDS submits an order to the Aster Gateway
Aster Client erToEcs | socket by converting the order into an ODL
Gateway (GDS) Gateway structure and passing that structure to a
socket provided by the gateway. The correct
socket is determined from configuration
information in the valids file. The product
status request contains ASTER user’s
authenticator and initial request ID.
M.20.1 | Establish EcDmAste | ECMsAc Distribute | Aster Gateway retrieves the user Profile
ECS user | rToEcsGat | RegUser | d object using ECS authenticator from ODL
eway Srvr message, which is an encrypted User ID
and Password. The User Registration
database is replicated across DAACS, so
the connection is made to the local User
Registration Server, which is at SMC.
M.20.2 | Retrieve EcDmAste | EcCMsAc Distribute | Aster Gateway retrieves the order object
Tracked rToEcsGat | OrderSrv | d object through a local (SMC) Order Tracking
Order eway r Server, by providing the initial request ID.
M.20.3 | Retrieve EcMsAcOr | Sybase CtLib The tracked order is retrieved from the order
Tracked derSrvr database at SMC.
Order
M.20.4 | Retrieve EcDmAste | EcCMsAc Distribute | Aster Gateway retrieves each individual
Tracked rToEcsGat | OrderSrv | d Object request object through a local (SMC) Order
Request eway r Tracking Server.
M.20.5 | Retrieve EcMsAcOr | Sybase CtLib The tracked request is retrieved from the
Tracked derSrvr order database at SMC.
Request
M.21.1 | Return EcDmAste | ASTER ODL over | Aster Gateway first maps the ECS order
Order rToEcsGat | GDS Socket status code to the GDS product order status
Status to eway (Client) code, then converts the order status to an
Aster User ODL structure and sends the ODL structure

to the ASTER Client via socket.
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3.7.17 User View And Order A STER GDS Data Thread

This thread shows how an ECS usan obtainnformationon attributesof specified data sets,
browse speified data sts and plae an ederfor ASTER products storeat GDS.

3.7.17.1 User View And Order ASTER GDS Data Thread Interaction Diagram -

Domain Vie w

Figure 3.7.17.1-1 depicts the WeAnd Order ASTER GDS Da Interaction.
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Figure 3. 7.17.1-1. User View And Order A STER GDS Data Interaction Diagram

3.7.17.2 User View And Order
Domain Vie w

ASTER GDS Data Thread Interaction Table —

Table 3.7.17.2-1 proves the interation Domain View: Usr View And Order ASTER GDS

Data.
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Table 3.7.17.2-1.

Interaction T able - Domain View: User View And Order A STER
GDS Data (1 of 3)

Step Event Interface | Interface Data Step Description
Client Provider issues Precondi
tions
N.1 Directory | Science EDG None None Science User decides to request
Search User a Directory Search and invokes
Request Netscape Navigator and
navigates to EDG and sends a
Directory Request.
N.2 Directory | EDG ASTGW | None None EDG submits the Science
Search User’s Directory request to
Request ECS-ASTER gateway in EDG
ODL format via a specific
socket.
N.3 Directory | ASTGW | DDICT None None The ASTGW queries the
Search DDICT, using the parameters
Request specified in the request ODL, for
the Directory results.
N.4 Directory | DDICT ASTGW | None None DDICT sends results to the
Search ASTGW.
Result
N.5 Directory | ASTGW | EDG None None The ASTGW sends the results
Search to EDG, which displays them to
Result the Science User.
N.6 Inventory | Science EDG None None User decides to search for
Search User ASTER GDS data. Invokes
Netscape Navigator and
navigates to EDG and specify
search parameters.
N.7 Inventory | EDG ASTGW | None None EDG submits the Science
Search User’s Search criteria to ECS-
ASTER gateway in EDG ODL
format via a specific socket.
N.8 Inventory | ASTGW | DDICT None None ASTGW queries DDICT for the
Search equivalent ASTER mappings for

the VO attributes/values
specified in the request.
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Table 3.7.17.2-1.

Interaction T able - Domain View: User View And Order A STER
GDS Data (2 of 3)

Step Event Interface | Interface Data Step Description
Client Provider issues Precondi
tions
N.9 Inventory | DDICT ASTGW | None None DDICT returns ASTER
Search equivalents of the specified VO
attributes/values to ASTGW.
N.10 Inventory | ASTGW | ASTER None None The ASTGW submits the
Search GDS request to the ASTER GDS.
N.11 Inventory | ASTER ASTGW | None None ASTER GDS returns the results
Search GDS to ASTGW in the ASTER ODL
Result form.
N.12 Inventory | ASTGW | DDICT None None ASTGW queries DDICT for the
Search equivalent VO attributes/values
Results for ASTER attributes/values it
received from ASTER GDS.
N.13 Inventory | DDICT ASTGW | None None DDICT returns the VO
Search equivalents of the ASTER
Results attributes/values to ASTGW.
N.14 Inventory | ASTGW | EDG None None The ASTGW sends back the
Search results to EDG, which displays
Result them to the Science User.
N.15 Browse Science EDG None None User decides some of these
Request | User granules might be of interest, so
before ordering them he decides
to get a browse image of one to
verify.
N.16 Browse EDG ASTGW | None None EDG submits ftp Browse
Request Request to the ASTGW in VO
ODL format via specific socket
interface.
N.17 Acquire ASTGW | ASTER None None The ASTGW translates the VO
Browse GDS ODL into ASTER ODL and
sends it to ASTER server.
N.18 Browse ASTER ASTGW | None None ASTER sends the Browse
Result GDS results in ASTER ODL form to
the ASTGW.
N.19 Browse ASTGW | EDG None None The ASTGW converts the
Result ASTER ODL into EDG ODL and
sends the results to EDG.
N.20 Product Science EDG None None User decides to order the
Request | User Product. Invokes Netscape
Navigator and navigates to EDG
and orders the Product.
N.21 Product | EDG ASTGW | None None EDG submits the Science
Request User’s Product Request to

ASTGW in ODL format via a
specific socket.
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Table 3.7.17.2-1.

Interaction T able - Domain View: User View And Order A STER
GDS Data (3 of 3)

Step Event Interface | Interface Data Step Descript ion
Client Provider issues Precondi
tions
N.22 Product ASTGW | MSS None None ASTGW sends message to
Request MSS to create an order ID.
Order
N.23 Product MSS ASTGW | None None MSS sends ASTGW the order
Request ID for the product request.
Order Id
N.24 Product ASTGW | ASTER None None The ASTGW translates the
Request GDS Product Request from VO ODL
to ASTER ODL and submits that
query to the ASTER GDS.
N.25 Product ASTER ASTGW | None None ASTER GDS sends
Result GDS acknowledgment to ASTGW
upon Product Request receipt.
N.26 Product ASTGW | EDG None None ASTGW sends a message to
Result the client acknowledging the
receipt of the Product Request.

3.7.17.3 User View And Order ASTER GDS Data Thread Component Interaction

Table

Table 3.7.17.3-1 proves the Component Intaction: User Vew And OderASTER GDS Data

Table 3.7.17.3-1. Component Inter action Tabl e - Domain View: User V iew And
Order ASTER GDS Data (1 of 5)

Step Event Interface Interface Interface Description
Client Provider Mech.
N.1.1 | Submita EDG User | EDG Client | Command The EDG user invokes EDG Client in a
Directory Netscape session and sends a
Search directory search request to the ASTER
Gateway.
N.2.1 | Receivea | EDG EcDmEcsT | Distributed The ASTGW receives the request on a
Directory Client OAsterGate | Object specific port and socket on which it is
Search way listening. The request is an ODL
Request structure.
N.2.2 | User EcDmEcs | EcMsAcRe | Distributed Upon receiving the request, ASTGW
Profile ToAsterG | gUserSrvr | Object retrieves the User Profile using the
ateway ECS authenticator from ODL message.
The User Registration Server is
replicated across DAACSs, so
connection is made to the local User
Registration Server.
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Table 3.7.17.3-1. Component Inter action Tabl e - Domain View: User V iew And

Order ASTER GDS Data (2 of 5)

Step Event Interface Interface Interface Description
Client Provider Me2h.
N.3.1 | Connectto | EcDmEcs | Sybase CtLib ASTGW connects to DDICT database
DDICT ToAsterG to run a SQL, based on the criteria in
ateway the request ODL.
N.3.2 | Run Query | EcDmEcs | Sybase CtLib The SQL query is run against the
against ToAsterG DDICT database which returns the
DDICT ateway metadata of all the granules that
satisfies the search criteria.
N.4.1 | Retrieve Sybase EcDmEcsT | Distributed ASTGW retrieves the results of the
results OAsterGate | Object database query and puts them in an
way ODL structure to be sent to ASTER
client.
N.4.2 | Create EcDmEcs | EcDmEcsT | Object ASTGW formats granule metadata into
ODL ToAsterG | oAsterGate | Interaction an ODL structure.
ateway way
N.5.1 | Send EcDmEcs | EDG ODL, The results in ODL are sent to the
Results ToAsterG | Client Over ASTER client via the same socket on
ateway Sockets which it originally received the request.
N.6.1 | Submitan | Science EDG Client | Command The EDG user invokes EDG Client in a
Inventory User Netscape session and sends an
Search inventory search request to the ASTER
request Gateway.
N.7.1 | Receivea | EDG EcDmEcsT | Distributed The ASTGW receives the request on a
Directory Client OAsterGate | Object specific port and socket on which it is
Search way listening. The request is an ODL
Request structure.
N.8.1 | Connectto | EcDmEcs | Sybase CtLib ASTGW connects to DDICT database
DDICT ToAsterG to run a SQL, based on the criteria in
ateway the request ODL.
N.8.2 | Run Query | EcDmEcs | Sybase CtLib The SQL query is run against the
against ToAsterG DDICT database which returns the
DDICT ateway mapping of the VO to ASTER attributes
and key words.
N.9.1 | Retrieve Sybase EcDmEcsT | Distributed ASTGW retrieves the results of the
results OAsterGate | Object database query and puts them in an
way ODL structure to be sentto ASTER
server.
N.9.2 | Create EcDmEcs | EcDmEcsT | Object ASTGW formats the request in ODL to
OoDL ToAsterG | oAsterGate | Interaction be sent to ASTER server.
ateway way
N.10.1 | Send EcDmEcs | ASTER ODL, The request ODL is sent to the
Request ToAsterG | GDS Over ASTER server via sockets.
ateway Sockets
N.11.1 | Send ASTER EcDmEcsT | Distributed Aster server sends the result ODL over
Result GDS OAsterGate | Objects sockets to gateway
way
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Table 3.7.17.3-1. Component Inter action Tabl e - Domain View: User V iew And

Order ASTER GDS Data (3 of 5)

Step Event Interface Interface Interface Description
Client Provider Mech.

N.11.2 | Receive EcDmEcs | EcDmEcsT | Object The ASTGW receives the result ODL
result ODL | ToAsterG | oAsterGate | Interaction and analyses it. It extracts the Aster

ateway way attributes.

N.12.1 | Inventory EcDmEcs | SYBASE CtLib Aster gateway sends the aster
Search ToAsterG attributes in the received ODL to
Result ateway DDICT database for getting the VO

equivalents.

N.12.2 | Connectto | EcDmEcs | Sybase CtLib ASTGW connects to DDICT database
DDICT ToAsterG to run a SQL, based on the criteria in

ateway the result ODL.

N.12.3 | Run Query | EcDmEcs | Sybase CtLib The SQL query is run against the
against ToAsterG DDICT database which returns the VO
DDICT ateway equivalents of the ASTER attributes

input to it.

N.13.1 | Retrieve Sybase EcDmEcsT | CtLib ASTGW retrieves the results of the
results OAsterGate database query and puts them in an

way ODL structure to be sent to the client.

N.14.1 | Create EcDmEcs | EcDmEcsT | Object ASTGW formats the result in ODL.
ODL ToAsterG | oAsterGate | Interaction

ateway way

N.14.2 | Send EcDmEcs | EDG Client | ODL, The results in ODL are sent to the
Results ToAsterG Over client via sockets.

ateway Sockets

N.15.1 | Submit a Science EDG Client | Command The Science user invokes EDG Client
Browse User in a Netscape session and sends a
Request browse request to go to the ASTER

Gateway.

N.16.1 | Receive a | EDG EcDmEcsT | Distributed The ASTGW receives the request on a
Browse Client OAsterGate | Object specific port and socket on which it is
Request way listening. The request is an ODL

structure.

N.16.2 | Format EcDmEcs | EcDmEcsT | Object The ASTGW reformats the request
Browse ToAsterG | oAsterGate | Interaction ODL so that it can be sent to ASTER
Request ateway way server.

N.17.1 | Send EcDmEcs | ASTER Distributed ASTGW sends the browse request to
Browse ToAsterG | GDS Objects aster server.
requestto | ateway
server

N.18.1 | Receive EcDmEcs | Sybase CtLib ASTGW receives the results from
Browse ToAsterG ASTER GDS.
results ateway

N.19.1 | Send EDG EcDmEcsT | Distributed ASTGW sends the result to the client.
Results Client OAsterGate | Object

way
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Table 3.7.17.3-1. Component Inter action Tabl e - Domain View: User V iew And
Order ASTER GDS Data (4 of 5)

Step Event Interface Interface Interface Description
Client Provider Mech.

N.20.1 | Creates Science EDG Client | Command EDG user decides to order the
Product User Product. The user fills out the order
Request form specifying the desired granule(s),

and how the order should be fulfilled,
and information about the user.

The EDG Web Client validates the
user’s input and requests a correction if
necessary.

N.21.1 | Submits EDG EcDmEcsT | Distributed EDG Web Client submits the Science
Product Client OAsterGate | Object User’s Product Request to ASTGW in
Request way ODL format.

To
ASTGW

N.22.1 | ASTGW EcDmEcs | EcDmEcsT | Internal ASTGW validates the request to
Validates ToAsterG | oAsterGate ensure that the request is valid before
the request | ateway way processing it.

N.22.2 | ASTGW EcDmEcs | Sybase CtLib ASTGW sends order tracking
Creates ToAsterG information to MSS to create an order-
Order ateway tracking ID.
tracking Id

N.23.1 | ASTGW Sybase EcDmEcsT | CtLib MSS sends ASTGW the order-tracking
Get OAsterGate ID for the product request.

Product way
Request
Order Id

N.24.1 | ASTGW EcDmEcs | EcDmEcsT | Internal The ASTGW converts the Product
Converts ToAsterG | oAsterGate Request in the form
Product ateway way VO ODL to ASTER ODL.

Request
ODL to
Aster
format

N.24.2 | ASTGW EcDmEcs | ASTER Distributed The ASTGW submits the product
sends the | ToAsterG | GDS Object request to the ASTER GDS.
product ateway
request to
ASTER
GDS

N.25.1 | ASTGW ASTER EcDmEcsT | Distributed ASTER GDS sends acknowledgment
Receives GDS OAsterGate | Object to ASTGW upon Product Request
acknowled way receipt.
gment
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Table 3.7.17.3-1. Component Inter action Tabl e - Domain View: User V iew And

Order ASTER GDS Data (5 of 5)

Step Event Interface Interface Interface Description
Client Provider Mech.

N.26.1 | ASTGW EcDmEcs | EcDmEcsT | Internal ASTGW creates an acknowledgment in
prepares ToAsterG | oAsterGate the form of VO ODL. The
the ateway way acknowledgment contains the result of
acknowled request processing, and the EDC
gment contact address, and the order tracking
information ID.

N.26.2 | ASTGW EcDmEcs | EDG Client | Distributed ASTGW sends the acknowledgment to
Sends ToAsterG Object EDG client.
acknowled | ateway
gment to
the client
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3.8 Planning Scena rio

3.8.1 Planning S cenario Description

This scenario shows all the planniagd any proessing thrads (including re-processingof a
daa processing reuest) thet gpply to dl instrument senarios whid utilize the ECS planning
and data preessing functions. Theghreads apply to the MODIS arAISTER scendos.

3.8.2 Planning S cenario Preconditions

There are no oerall preconditions, howesr, appli@ble peconditions are npvided fa each
thread. Theollowing threadsare supplerantal to the basic @pations of the PDPS whichear
illustrated in the MODIS and ASTER senarios. The point of thee scenarios is to illustrate
different twistsin the interactions tha were not speified in theMODIS and ASTER sceaios.
Each of thefollowing scenaos was dedloped to highlighta specific part of the overl
functionality for the purpo® of clarification. Therefore, tbre is no flow btween these
individud threads in this doament and no thred letters identified with these threals except
where thread groups are shownin this section (i.e. the Resaer Planning Group, €h SSAP
group and the Metath group. Thread desriptions indicate where thes threads would
logically apply in the MODIS and ASTER scearios. This threadapplication would not
necessaly beadirectpatchinto the senaio, but is a reprsentation of thgeneal expansion of
that scenario. Some spefic modification may be neded fo a given spcific senaio.
Individual thread peconditions a identified with ach thred.

3.8.3 Planning S cenario Partitions
ThePlanning Senario has leen partitioned into thefollowing threads:

e Resouce Planning Group - This Group consists of the Ground Events Jokedtirand té
Resource Planning Téad:

e Ground Events Job (Thread A) - This thread illustrates how a groeweént marks a
resource as unawNable for a specified time e section 3.8)4

e Resouce Planning (Thread B) - This thread illustrates a means to géher a set of
resoures to be used by Resaar Planning (se section 3.8)5

e Science Dftware Archive Paclage- The Sience Sftware Archive Package(SSAP) is a
precondition for the MODS Scendo (Section 3.5) and the ASTER Sceria
(Section 3.7), and hagén m@rtitioned into the following threads:

e SSAP Insetion (Thread A) - This thread illustraes how anew SSAPIs insated into
the Data Sermr (e setion 3.8.6).

e SSAP Update (Thread B) - This thred illustraes howan existing SSAP in théata
Server en be upated (se section 3.8.7).

e Archive PCGE Execuable TAR File (Thread C) - This thred illustrates the
archiving of a PGE exeautable tar file, and is implenented at the time of PGE
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registration. This thread wouldalso follow the SSAP Insertion Thredd) if no
update takes pte (®e setion 3.8.8).

e Metadata Query for Dynamic Input Granules - This thread group is eeled to dermine
the inputs to DPRs which use time dependgahulegdynamic)basedon a metadaa query,
and is patitioned into thefollowing threads:

e Dynamic Granule Curently Available (Threal A) - This thred illustraes wha
happens whea dynamic ganule is curently awailable from the SenceData Sever
(see setion 3.8.9).

e Dynamic Granule Available in the Future (Thread B) - This thred illustraes whet
happens whea dynamic ganule is not cuently availabé but will be availald in the
future from the S@nce Data Sever (see sction 3.8.10).

e Metadata Based Ativation - This thread illustraes theactivation (run/no rum of a DPR
basedon a metedatavaue, and taks plae befaoe the MDIS Standard Production Témd
(Section 3.5.6) and bare the “Activate Plan"step(C.8) of the ASTER Backward Changing
Thread(Section 3.7.6).(Se= section 3.8.11).

e Ad Hoc Reprocessimg - This thread illustrates how to mggessa DPR without affecting
previously processl jobs. This thread would applafter the MODIS Standard Prodtion
Thread (Sectior8.5.6) or theASTER On-Demand Highevel Production Thrad (Section
3.7.8). (See setion 3.8.12).

e Delete DPR - This threadillustrates the detion of a DPR job, and would appéfter tre
MODIS Failed PGE Handling Thael (Section 3.5.7)See setion 3.8.13).

e Closest Ganule — This thred illustraes how aPGEcan be processal by usingthe neaest
input granule (either forard or ackwerd) from the time specifiedh the Data Processing
Request. (See sion 3.8.14).

3.8.4 Ground E vents Jobs Thread (Thread A)

This thread illustrates how aaund event marks a&sourceasunavailable for a specifiedtime.
A ground event is composed & start time, duration, and@source.

This thread appés  anyresouce exeptAutoSys.
Thefollowing systen fundiondity is exercisel in this thred:

e The capbility to recognizealready allocatedesources identified by a grod event
job, and to not schedule additional jobs using resmes aleady covered by an
existing ground event job for that grouedent duréon.

Thread Precorditions

The PDPSdatabaseResouce Planning,AutoSys, and the Job Marmagent Serer must all be
up and running.

The Planning Workbeal cannot le up.
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3.8.4.1 Ground Events Job s Thread Interaction Di agram - Domain Vi ew

Figure 3.8.4.1-1 depicts the GrouBdents Jobs Thasl Inteaction - Donain View.

A.1 Create ground erent

.
*

.
.
.
.
.
.

Distributed Objed (rpc, CtLib)

HMI (GUI, Xtemm, command) -

o PLS J—0_
email (or otherasnoted)
Double line - Synchronous

email (or otherasnoted)
Dashed - Asynchronous

v

\4

A.3 Activate Plan

™~

DPS

v

v

.
L]
"t"anmnman

-
v

A.2 Paform planning

A.4 Pocess ground event job

Figure 3. 8.4.1-1. Ground Events Jobs Thread Interaction Di agram - Dom ain View

3.8.4.2 Ground Events Job s Thread Interaction T able - Dom ain View
Table 3.8.4.2-1 proviegs the Ground Eents Jobs Threddteraction - Domain \ew.

Table 3.8.4.2-1. Interaction Tabl e - Domain View: Ground Events Jobs (1 of 2)

Step Event Interface | Interface | Data Issues Step Descript ion
Client Provider Preconditions
Al Create the DAAC PLS The Resource The Production Planner
ground event | Ops - resources to | Planning must | uses Resource Planning to
Productio be allocated | be up and allocate given resources in
n Planner for the running. a ground event. The
ground Planning Workbench is
event must brought up.
be known.
A.2 Perform PLS PLS None None The Production Planner
planning performs planning in the
normal fashion.
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Table 3.8.4.2-1. Interaction Tabl e - Domain View: Ground Events Jobs (2 of 2)

Step Event Interface | Interface | Data Issues Step Descript ion
Client Provider Preconditions
A3 Activate Plan | PLS DPS The ground | The Planning A ground event
event Workbench message is sent along
message and the Job with the DPRs in the
includes a Management plan.
resource ID, | Server must
a start time, | be up and
and running.
duration.
A4 Processes DPS DPS None The Job The ground event job
ground event Management is processed.
job Server must
be up and
running.

3.8.4.3 Ground Events Job s Thread Component Interaction Tab le

Table 3.8.4.3-1 provigs the Ground Eents Jobs Threddteraction.

Table 3.8.4.3-1. Component Interaction Table: Ground  Events Jobs (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

All Create the DAAC Ops | EcPIRpRe GUI The Production Planner uses
ground - Resource Planning to allocate given
event Production resources in a ground event.

Planner
(Operator)

A2.1 Create plan DAAC EcPIWb GUI The Production Planner creates a
Ops - plan in the normal fashion.
Production
Planner

A2.2 Submit plan DAAC EcPIWb GUI The Production Planner submits the
Ops - plan in the normal manner.
Production
Planner

A.3.1 | Activate EcPIWb EcDpPrJob | Distributed | A ground event message is sent
Plan Mgmt Object along with the DPRs in the plan, if

any.

A.4.1 [ Job Appears | EcDpPrJo | EcDpPrJob | Internal This newly created job must have the
in AutoSys bMgmt Mgmt same name as the ground event job.

A.4.2 | Job starts EcDpPrGE | EcDpPrGE | Internal The DPS Ground Event job begins to
running run.
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Table 3.8.4.3-1.

Component Interaction Table: Ground  Events Jobs (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

A.4.3 | Job looks up | EcDpPrGE Sybase CtLib The DB lookup is accomplished
resource using the primary key.

A.4.4 | Setthe field | EcDpPrGE Sybase CtLib By setting the DB field onLineState
onlLineState to the value offLine, further use of
to offLine that resource is eliminated until

either the job wakes up or is killed.

A.4.5 | Job sleeps EcDpPrGE EcDpPrGE | Internal The resource(s) allocated by the
for the ground event remains allocated for
duration the duration of the ground event.
time of the
ground
event

A.4.6 | Setthefield | EcDpPrGE Sybase CtLib When either the job wakes up, or if
onLineState the job is killed, the DB field
to onLine onLineState is reset to onLine.

3.8.5 Resource Planning Thr ead (Thread B)

This thread illustraes ameans to géhe a sd of resource to beusal by Resouce Planning.

This threxd applies to dl instruments.

Thefollowing systen fundiondity is exercisel in this thred:

e The capability to obtan from MSS abasdine configurdion file of resources and

resoure desciptions.

Resouce Planning Thread Precorditions

A directory must hawbeencreated to house theaselineconfiguration file. The PDPSDB must

be up and running. The MSS CM servenust be on-line. Tivoli, configured to support the
Baseline Managr/Resoure Planning interfae, must be running on the MSS sarvthe MSS
CM server and th Planning workstationResourceéPlanning must be running.

3.8.5.1 Resource P lanning Thread Interaction Diagram - Domain V. iew

Figure 3.8.5.1-1 depicts the ResmeiPlanning Int&ction Diagam - Donain View.
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3.8.5.2 Resource P lanning Thread Interaction Table - Domain V

Table 3.8.5.2-1 provies the - Domain \@w: Resoure Planning.
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Figure 3. 8.5.1-1. Resource Planning Int eraction Diagram - Domain View

iew

Table 3.8.5.2-1. Interaction Tabl e - Domain V iew: Resource Pl anning (1 of 2)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step

tions

Precondi-

Descript ion

B.1

Fetch baseline

DAAC Ops

Production
Planner

PLS

The
baseline
date must
be known.

The

running.

Resource
Editor must
be up and

The Production Planner
performs the baseline fetch
steps using the Resource
Planner.

B.2

Request
resource
configuration
file

PLS

MSS

None

Tivoli,

Baseline

Planning
must be

the MSS
server.

configured to
support the

Manager/
Resource

running on

The resource configuration
file is provided via Tivoli.

IF,
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Table 3.8.5.2-1. Interaction Tabl e - Domain V iew: Resource Pl anning (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Precondi-
tions
B.3 Send MSS PLS None The MSS Several Tivoli jobs and an
resource and CM XRP-II script are run.
configuration servers
file must be up
and running.
B.4 Notify MSS DAAC None GUI: A registered Production
operator Ops - Resource Planner can browse the
Productio Editor and Tivoli messages to verify
n Planner the MSS status of the planned
server must | resource.
be up and
running.

3.8.5.3 Resource P lanning Thread Component Interaction T  able
Table 3.8.5.3-1 provies the Component Intaction: ResourePlanning

Table 3.8.5.3-1. Component Interaction Table: Resource Pl

anning (1 of 3)

Step Event Interface Interface | Interface Description
Client Provider Mech.

B.1.1 Bring up the DAAC Ops - |EcPIRpRe |GUI The Production Planner brings up
Resource Production the Resource Definition screen of
Definition screen |Planner the Resource Planner.

B.1.2 |[Click the Fetch DAAC Ops - |EcPIRpRe |GUI The Production Planner selects
Baseline button | Production the Fetch Baseline button.

Planner

B.1.3 Enter baseline DAAC Ops - |EcPIRpRe |GUI The Production Planner enters the

date Production baseline date and clicks OK.
Planner

B.2.1 Start Tivoli EcPIRpRe Tivoli command |Tivoli starts a Tivoli client process.
process line “tivoli”

B.2.2 Invoke EcPIRpRe Tivoli command |The PLS Resource Editor starts a
get_resource_co line job in a Tivoli task library. The
nfig job “wrunjob” |command passes the name of the

library and job, the user specified
configuration date for the
baseline, and a Resource
Planning code (RP) to be used in
conjunction with notification of job
status.
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Table 3.8.5.3-1. Component Interaction Table: Resource Pl  anning (2 of 3)
Step Event Interface Interface | Interface Description
Client Provider Mech.
B.3.1 Issue “resplan” wrunjob Tivoli command |Tivoli invokes the XRP-II resplan
data request line script on the MSS CM server,
“resplan” |forwarding the baseline date and
notification code as arguments.
B.3.2 Send resplan resplan wrunjob command | XRP-Il extracts from the Baseline
data XRP-I line Manager database records
“wrunjob” |tagged as planning resources that
are part of the baseline having
status of production and in effect
at the site on the requested job
date. Using this data, it creates
resource configuration records in
a well-defined format, prefixes
them with an informational
message, and makes them
available to Tivoli via standard
output for delivery to resource
planning.
B.3.3 Send resplan resplan wasync Tivoli XRP-II signals the Tivoli Sentry
signal Tivoli command |module when resplan has
command |processed the data request. The
line signal employs a special code and
“wasync” |contains a status message. The
code, used by Sentry to determine
what action to take, contains the
base string GRC_for_ followed by
the RP notification code that had
been passed as an argument to
resplan.
B.3.4 Store resource wrunjob Tivoli Command | Tivoli writes the formatted data
configuration file line XRP-II placed on the standard

output into a file named
/usr/ecs/OPS/CUSTOM/data/PLS/
ResPlan/resource_config.dat on
the PLS workstation.

3-308

313-CD-510-002




Table 3.8.5.3-1. Component Interaction Table: Resource Pl  anning (3 of 3)

Step Event Interface Interface | Interface Description
Client Provider Mech.
B.4.1 Issue notification | Tivoli DAAC Ops |Tivoli In response to a GRC_for_RP
- sentry signal, a Tivoli Sentry monitor
Production | monitor produces a popup window for all
Planner users logged onto the PLS

workstation who have a Tivoli
client process running and are
registered to receive GRC_for RP
notices. The window displays the
status message from resplan
together with some ancillary
information. The monitor also
writes the status message and
ancillary information to the Tivoli
Sentry-log notice group.

B.4.2 Browse notices DAAC Ops - |Tivoli GUI Planners registered as Tivoli
Production administrators who subscribe to
Planner the Sentry-log notice group can

view a chronological list of
GRC_for_RP messages by
clicking on their Tivoli desktop
Notices icon and selecting the
Sentry-log group.

3.8.6 Science Software Archive Package Thread - SSAP Insertion (Thread A)
This thred illustraes how anew SSAP is inseed into theData Sever

This threxd applies to dl instruments.

Thefollowing systen fundiondity is exercisel in this thred:
e Thecapability to inset a SSAP into thdata Sever

Thread Precorditions

The following serves/servies must be up and runningcien@ Dat Server the Advertising
Server, and Stage Mangement.

The SSAP Editor must be up and running and the added SSAP should iappeavindow of
the “main” tab.
3.8.6.1 Science Software Archive Package Insertion Thread Interaction Diagram -
Domain Vie w

Figure 3.8.6.1-1depictsthe Sciege Softwae Archive Pakagelnsertion Inteaction - Domain
View.
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DAAC
Ops

) —) Distributed Object (rpc, CtLib)

seeaP HMI (GUI, Xterm, command)
A.1l Ente SSAP daa —> ftp

“‘ '.“ % email (or other as noted)

. Double line - Synchronous
R * - - email (or other asnoted)
S Dashed - Asynchronous
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A 4 Insert DAP ard SSAP
A2 Gd DataServer UR

A.5 Retun UR of SSAP

~—[SDSRV
A.3 UR for Data Srver -

IOS/ADV

Figure 3. 8.6.1-1. SSAP Diagram - Domain View

3.8.6.2 Science Software Archive Package Insertion Thread Interaction Table -
Domain Vie w

Table 3.8.6.2-1 depis the Inteaiction Tabé - Domain Viev: SSAP Insertion.
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Table 3.8.6.2-1. Interaction Tabl e - Domain View: SSAP Insertion

Step Event Interface | Interface Data Step Description
Client Provider Issues Precon-
ditions
Al Enter SSAP |DAAC Ops |AITTL The SSAP |None The SSIT Operator enters the
data - SSIT data to be science software archive package
Operator entered data.
must be
known.

A.2 Get Data AITTL IOS/ADV |None The IOS |[The Science Data Server

Server UR Advertisin | universal reference is requested
g Server |from the Advertising Server.
must be
up and
running.

A3 UR for Data [IOS/ADV [AITTL None The I0S |[The Science Data Server
Server Advertisin [ universal reference is provided by

g Server [the Advertising Server.
must be

up and

running.

A.4 Insert DAP AITTL SDSRV None The The DAP and SSAP components
and SSAP Science |are inserted into the appropriate
components Data Science Data Server.

Server
specified
by the UR
is up and
running.

A5 Return UR of |SDSRV AITTL None The The UR of the SSAP granules is
SSAP Science |returned by the Science Data
granules Data Server.

Server
specified
by the UR
is up and
running.

A.6 Display AITTL DAAC None None The Science Data Server insertion
insertion Ops- SSIT message is displayed to the SSIT
message Operator Operator.

3.8.6.3 Science Software Archive P ackage Insertion Thr ead Component

Interaction Tabl e

Table 3.8.6.3-1 depis the Sciere Softwae Archive Packge Component Intaction- SSAP
Insertion.
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Table 3.8.6.3-1.

Component Interaction Table: S SAP Insertion (1 of 2)

Step Event Interface Interface | Interface Description
Client Provider Mech.
Al1l Select SSIT DAAC Ops - | EcCDpAtSS |GUI The SSIT Operator brings up the
Manager: Tools: |SSIT APGui SSAP Editor.
Data Server: Operator
SSAP Editor
A.1.2 |Click on Create DAAC Ops - | EcDpALSS |GUI The SSIT Operator clicks on the
button SSIT APGui Create button.
Operator
A.l1.3 Enter name of the | DAAC Ops - | ECDpAtSS |GUI The SSIT Operator enters the name
SSAP in the first [SSIT APGui of the SSAP in the first field.
field Operator
Al4 Enter the SSAP  |DAAC Ops - | EcDpALSS |GUI The SSIT Operator enters the SSAP
version in the SSIT APGui version in the second field.
second field Operator
A.1l5 Click OK DAAC Ops - | EcCDpAtSS |GUI The SSIT Operator clicks on OK.
SSIT APGui
Operator
A.1.6 Click on File List |DAAC Ops - | ECDpAtSS | GUI The SSIT Operator clicks on the File
tab SSIT APGui List tab.
Operator
Al.7 Click on File Type [ DAAC Ops - | ECDpALSS |GUI The SSIT Operator clicks on the File
button SSIT APGui Type button.
Operator
A.1.8 Choose one DAAC Ops - | EcCDpALSS |GUI The SSIT Operator chooses one
menu item SSIT APGui menu item.
Operator
A.1.9 Select a file(s) DAAC Ops - | ECDpALSS |GUI The SSIT Operator selects a file or
from the left SSIT APGui files from the left window.
window Operator
A.1.10 |Click the Add DAAC Ops - | EcCDpALSS |GUI The SSIT Operator clicks on the add
Arrow SSIT APGui arrow.
Operator
A.1.11 |Click on Metadata [ DAAC Ops - | ECDpALSS |GUI The SSIT Operator clicks on the
tab SSIT APGui Metadata tab.
Operator
A.1.12 |Change values as | DAAC Ops - | ECDpAtSS |GUI The SSIT Operator changes the
necessary & click |SSIT APGui values as necessary and clicks OK.
OK Operator
A.1.13 |Click the Edit DAAC Ops - | EcDpALSS |GUI The SSIT Operator clicks the Assoc
Assoc Collections | SSIT APGui Collections button.
button Operator
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Table 3.8.6.3-1.

Component Interaction Table: S SAP Insertion (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.1.14 | Enter a short DAAC Ops | EcDpAtS | GUI The SSIT Operator enters a short
name of an - SSIT SAPGuUI name of an existing ESDT.
existing ESDT Operator

A.1.15 | Enter the DAAC Ops | EcDpAtS | GUI The SSIT Operator enters the
version - SSIT SAPGuUI version.

Operator
A.1.16 | Click OK DAAC Ops | EcDpAtS | GUI The SSIT Operator clicks on OK.
- SSIT SAPGuI
Operator
A.1.17 | Click Done DAAC Ops | EcDpAtS | GUI The SSIT Operator clicks on Done.
- SSIT SAPGui
Operator

A.1.18 | Select Metadata | DAAC Ops | EcDpAtS | GUI The SSIT Operator selects the

tab: Save - SSIT SAPGuI Metasave pulldown Save option.
Operator

A.1.19 | Select Main tab: | DAAC Ops | EcDpAtS | GUI The SSIT Operator selects the Main

Submit - SSIT SAPGuUI tab Submit option.
Operator
A21 Get Data Server | ECDpAtSS | EcloAdS | Distribute | The Science Data Server universal
UR APGuI erver d Object reference is requested from the
Advertising Server.
A3.1 Data Server UR | EcloAdSer | EcDpAtS | Distribute | The Science Data Server universal
ver SAPGuUI d Object reference is provided by the
Advertising Server.
A4l Insert DAP EcDpAtSS | EcDsSci | GUI The DAP is inserted into the
APGui enceData appropriate Science Data Server.
Server

A4.2 Insert SSAP EcDpAtSS | EcDsSci | Distribute | The SSAP components are inserted

components APGui enceData | d Object into the appropriate Science Data
Server Server.

A5.1 UR of SSAP EcDsScien | EcDpAtS | Distribute | The UR of the SSAP granules is
granules ceDataSer | SAPGui d Object returned by the Science Data Server.

ver

A.6.1 Display insertion | ECDpAtSS | DAAC GUI The Science Data Server insertion
message APGui Ops- message is displayed to the SSIT

SSIT Operator.
Operator

3.8.7 SSAP Update Thread (Thread B)
This thred illustraes how & existing SSAP in théata Sever can beupdated.

This threxd applies to dl instruments.
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Thefollowing systen fundiondity is exercisel in this thred:

e The capbility to update an existing SSAP in the Data Server
SSAP Update Thread Precorditions

The following serves/servies must be up and runnin@ata Serve, the Adwertising Serverand
Storage Managnent.

For the SSAP Update thread, an SSAP must hagadirben inserted into the &@a Serer.

3.8.7.1 SSAP Update Thread Interaction Diagram - Domain View
Figure 3.8.7.1-1 depicts the SSAP Updatec@ldrineraction - Domain View.

DAAC
Ops = Distributed Obied (rpc, CiLib)
=== HMI (GUI, Xtem, commar)
5 B.1 Enter SSAP updae daa > ftp
%, ., % email (or otherasnoted)
‘o, ‘e, Double line - Synchronous
‘e, %, -->» email (or otherasnated)
B.8 Display insertion message - Dashel _ Aynchronous

L]
u
-----------

/_ AITTLET N B4 Ge metadda

B.6 Insert and updae daa
B.2 Get Data &ver UR

B.5 Current metadaa
B.7 UR of updated granules

B.3 Data Serer UR S~— SDSRV
IOS/ADV

Figure 3. 8.7.1-1. SSAP Update Interaction Diagram - Domain View

3.8.7.2 SSAP Update Thread Interaction Table - Domain View
Table 3.8.7.2-1 provies the SSAP Update Intastion - Domain \Vew.
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Table 3.8.7.2-1. Interaction Tabl e - Domain View: SSAP Update

Step Event Interface | Interface Data Step Preconditions Description
Client Provider | Issues

B.1 Enter DAAC Ops | AITTL The A science software The SSIT Operator
SSAP - SSIT SSAP archive package enters the SSAP
update Operator update (SSAP) must have update data.
data data already been

must be [ inserted into the

known. Science Data
Server. The SSAP
editor must be up
and running and the
inserted SSAP
should appear in the
window of the Main
tab.

B.2 GetData | AITTL IOS/ADV | None The 10S Advertising | The UR of the correct
Server UR Server must be up Science Data Server

and running. is requested from the
Advertising Server.

B.3 Data I0S/ADV AITTL None The IOS Advertising | The UR of the correct

Server UR Server must be up Science Data Server
and running. is provided by the
Advertising Server.
B.4 Get AITTL SDSRV None The correct Science | Request the
metadata Data Server must be | previously inserted
up and running. (current) SSAP
metadata from the
Science Data Server.

B.5 Current SDSRV AITTL None The correct Science | The Science Data

metadata Data Server must be | Server provides the
up and running. previously inserted
(current) metadata.

B.6 Insertand | AITTL SDSRV None The correct Science | New data is inserted
update Data Server must be | into the Science Data
data up and running. Server, and existing

data is updated in the
Science Data Server.

B.7 UR of SDSRV AITTL None The correct Science | The Science Data
updated Data Server must be | Server returns the
granules up and running. UR of the updated

granules.

B.8 Display AITTL DAAC None None The Science Data
insertion Ops - Server insertion
message SSIT message is displayed

Operator to the SSIT Operator.

3.8.7.3 SSAP Update Thread Component Interaction Tab le
Table 3.8.7.3-1 proves the SSAP Update Component Intgi@n.
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Table 3.8.7.3-1. Component Interaction Table: S SAP Update (1 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
B.1.1 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the
existing Ops - SAPGuUI existing SSAP in the Main display.
SSAP in SSIT
the Main Operator
display
B.1.2 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the
the Ops - SAPGuUI Metadata tab.
Metadata SSIT
tab Operator
B.1.3 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the
the Ops - SAPGuI Algorithm Version field and enters a
Algorithm SSIT new version. This new version must
Version Operator be different from the existing version.
field &
enter a
new
version
B.1.4 Update any | DAAC EcDpAtS | GUI The SSIT Operator updates any
other fields | Ops - SAPGuUI other fields that he wishes to change
you wish to | SSIT at this point. A new Associated
change Operator Collection can be added here by
clicking on the Assoc Collection
button and following the steps
described in Creating an SSAP.
B.1.5 Click Save | DAAC EcDpAtS | GUI The SSIT Operator click on Save
Ops - SAPGuUI before he leaves the Metadata tab.
SSIT
Operator
B.1.6 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the File
the File List | Ops - SAPGuUI List tab to set up new SSAP
tab SSIT components.
Operator
B.1.7 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the file
the File Ops - SAPGuI Type button to select the additional
Type SSIT SSAP component to manipulate. If
button Operator the file type already exists, the
existing information is acquired from
the Science Data Server.
B.1.8 Choose DAAC EcDpAtS | GUI The SSIT Operator chooses one of
one of the Ops - SAPGuUI the menu items.
menu items | SSIT
Operator
B.1.9 Select DAAC EcDpAtS | GUI The SSIT Operator selects file(s)
file(s) from | Ops - SAPGuI from the left window to add to the
the left SSIT component.
window Operator
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Table 3.8.7.3-1. Component Interaction Table: S SAP Update (2 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

B.1.10 | Click the DAAC EcDpAtS | GUI The SSIT Operator clicks on the Add
Add Arrow | Ops - SAPGuUI Arrow button to add the files. They
button SSIT appear in the right window because

Operator they are now part of that SSAP
Component.
B.1.11 | Click Main | DAAC EcDpAtS | GUI The SSIT Operator clicks on Main to
Ops - SAPGuUI get back to the Main tab.
SSIT
Operator

B.1.12 | Onthe DAAC EcDpAtS | GUI The SSIT Operator clicks on Submit
Main tab, Ops - SAPGuI to send the new SSAP to the
click SSIT Science Data Server.

Submit Operator

B.2.1 Get Data EcDpAtS | EcloAdS | Distribute | The UR of the correct Science Data

Server UR | SAPGui erver d Object | Server is requested from the
Advertising Server.

B.3.1 Data EcloAdS | EcDpAtS | Distribute | The UR of the correct Science Data

Server UR | erver SAPGuUI d Object | Server is provided by the Advertising
Server.

B.4.1 Get EcDpAtS | EcDsSci | Distribute | Request the previously inserted

metadata SAPGuUI enceData | d Object | (current) SSAP metadata from the
Server Science Data Server.

B.5.1 Current EcDsSci | EcDpAtS | Distribute | The Science Data Server provides

metadata enceData | SAPGui d Object | the previously inserted (current)
Server metadata.

B.6.1 Insert new | ECDpAtS | EcDsSci | Distribute | New data is inserted into the Science
Archive SAPGuUI enceData | d Object | Data Server.

Package Server
(DAP)

B.6.2 Insert EcDpAtS | EcDsSci | Distribute | New SSAP components are inserted
SSAP SAPGuUI enceData | d Object | into the Science Data Server.

Server

B.6.3 Update old | EcDpAtS | EcDsSci | Distribute | Existing data is updated in the
component | SAPGui enceData | d Object | Science Data Server.
S Server

B.7.1 UR of EcDsSci | EcDpAtS | Distribute | The Science Data Server returns the
updated enceData | SAPGui d Object | UR of the updated granules.
granules Server

B.8.1 Display EcDpAtS | DAAC GUI SSAP successfully inserted into the
insertion SAPGuUI Ops - Data Server message is displayed to
message SSIT the SSIT Operator.

Operator
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3.8.8 Archive PGE Executable TAR File Thre ad (Thread C)
This thred illustraes thearciving of aPGEexecutable tar file.
This threxd applies to dl instruments.
Thefollowing systen fundiondity is exercisel in this thred:

e Thecapability to archive aPGEexeautable tar file.

Thread Precorditions

The following serves must be up and running: theatB Sener, the Advertising Server,and
StorageManagment. The PGE egcuble ESDT must have ke installed on the &a Serer.
A PGE execudble metadat file must have bencreated. The PGE must beefined in the PDPS
database v the sciece updat tool.

3.8.8.1 Archive PGE Executable TAR File Thread Int eraction Diagram - Domain
View

Figure 3.8.8.1-1 depicts the &rive PGE Egrcutable AR File Inter&tion - Domain View.

DIAAC — buted Oby b
Distribut jed (rpc, CtLi
OpS .. jed (rp )
T, ""') HMI (GUI, Xterm, commard)
. n..... H ftp
S ..’x % email (or otherasnoted)
* Doubleline - Synchronous
. C.1 Enter PGEdata - = email (or otherasnated)
C6 Dislay UR Dashal - Asynchronous

e
ay
.
----------

C.4 Insert PGE

C.5 Reurn UR \

~~——(spsrv
C.3 UR for Data Serer -

C.2 Get UR br Data ®rver

Figure 3. 8.8.1-1. Archive PGE Execut able TAR File Interaction Diagram -
Domain Vie w

3.8.8.2 Archive PGE Execut able TAR File Thread Interaction Table - Domain View
Table 3.8.8.2-1 provies the Achive PGE Exeutable TAR Inéraction - Domain View.
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Table 3.8.8.2-1. Interaction Tabl e - Domain View: Archive PGE Executable Tar File

Step Event Interface | Interface Data Step Preconditions Descript ion
Client Provider | Issues
Cl Enter PGE |DAAC Op |AITTL The PGE |The PGE executable The SSIT Operator
data - SSIT tar file must have been enters the PGE data.
Operator informatio |installed on the data
n must be |server. A PGE
known. executable metadata file
must have been
created. The PGE must
be defined in the PDPS
DB.
Cc.2 Get UR for [AITTL IOS/ADV [None The 10S Advertising This is a request for
Data Server Server must be up and |the specific Science
running. Data Server that is
housing the data.
C.3 UR for Data |IOS/ADV |AITTL None The IOS Advertising The object address for
Server Server must be up and |the correct Science
running. Data Server is
provided by the
Advertising Server.
C4 Insert PGE [AITTL SDSRV None The correct Science The PGE is inserted
Data Server and into the proper
Storage Management Science Data Server.
must be up and running.
C5 Return UR |SDSRV [AITTL None The correct Science The Universal
Data Server and Reference of the
Storage Management inserted PGE is
must be up and running. |returned.
C.6 Display UR |AITTL DAAC Op [None None The Universal
- SSIT Reference of the
Operator inserted PGE is

displayed to the SSIT
Operator.

3.8.8.3 Archiv e PGE Executab le TAR File Thread Component Inter action Tabl e

Table 3.8.8.3-1 provids the Achive PGE Exeutable TAR File Component Intsction -
Doman View.
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Table 3.8.8.3-1. Component Interaction Table: Arch

ive PGE Executabl e Tar File

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
C.1.1 | Select DAAC EcDpAtM | GUI The SSIT Operator selects the Insert
Tools: Data | Ops - or Executable Tar File option.
Server: Ins SSIT
EXE TAR Operator
C.1.2 | Enter for DAAC EcDpAtin | comman | The SSIT Operator enters the tar file
default: Ops - sertExeT | dline location.
.I..Icfg/EcD | SSIT arFile
pAtinsertEx | Operator
eTarFile.CF
G
C.1.3 Enter mode | DAAC EcDpAtin | comman | The SSIT Operator enters the mode.
Ops - sertExeT | dline
SSIT arFile
Operator
C.1.4 |Enter PGE DAAC EcDpAtins [command |The SSIT Operator enters the PGE
Name Ops - ertExeTar |line name.
SSIT File
Operator
C.15 Enter version |DAAC EcDpAtins [command |The SSIT Operator enters the version.
Ops - ertExeTar |[line
SSIT File
Operator
C.1.6 Enter the Top | DAAC EcDpAtins [command | The SSIT Operator enters the top-
level shell Ops - ertExeTar |[line level shell file name within the tar file.
filename SSIT File
within tar file [Operator
C.21 |[GetData EcDpAtins [ EcloAdSer | Distributed | This is a request for the specific
Server UR ertExeTar |ver Object Science Data Server that is housing
File the data.
C.31 Data Server |EcloAdSer | EcDpAtins | Distributed | The object address for the correct
UR ver ertExeTar |Object Science Data Server is provided by
File the Advertising Server.
C41 Insert PGE EcDpAtins [EcDsScie |Distributed | The PGE is inserted into the proper
ertExeTar |nceDataS |Object Science Data Server.
File erver
C51 Return PGE |EcDsScie |EcDpAtins |Distributed | The Universal Reference of the
UR nceDataS |ertExeTar |Object inserted PGE is returned.
erver File
C.6.1 |Display PGE |EcDpAtins [DAAC command | The Universal Reference of the
UR ertExeTar |Ops - line inserted PGE is displayed to the SSIT
File SSIT Operator.
Operator
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3.8.9 Metadata Quer y for Current Dynamic Input Gr anules (Thread A)

This threadillustrateswhathappgenswhen adynamic ganule is agilable fom the Science Data
Sever a acurrent timeof operaions.

3.8.9.1 Metadata Quer y for Current Dynamic Input Granules Interaction Diagram
- Domain View

Figure 3.8.9.1-1 depicts the Cent Dynamic Ganulelnteraction - Domain Viev.

—> Distributed Chied (rpc, CtLib)

""') HMI (GUI, Xtem, command) SDSRV
—> ftp

% email (or otherasnoted)

Double line - Synchronous
- = email (or otherasnated)

Dashed - Asynchronous A.3 Query for dynamic granule

A.4 Update DB qLery statis

! ....h
»*" Al Creae ‘

Production
DAAC Raqueg

Ops

(if query staus sucessful)

PDPS [B

A.2 Compare DR stop
time with current time

Figure 3. 8.9.1-1. Metadata Query for Current Dynamic Granul e
Interaction Diagram - Domain View

3.8.9.2 Metadata Query for Current Dynamic Input Gr anules Interaction Tabl e -
Domain Vie w

Table 3.8.9.2-1 provigs the Current Dyamic Granule Inteaction - Domain View.

Table 3.8.9.2-1. Interaction Tabl e - Domain View: Current Dynamic Granul e

(10f2)
Step Event Interface | Interface Data Step Descript ion
Client Provider Issues Precon-
ditions
Al Create a DAAC PLS None None The Production Planner creates

Production Ops - a Production Request.

Request Productio

n Planner
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Table 3.8.9.2-1. Interaction Tabl e - Domain View: Current Dynamic Granul e

(2 0f2)
Step Event Interface | Interface Data Step Description
Client Provider Issues Precon-
ditions

A2 Compare PLS PLS None None DPR stop time must be less
DPR stop than or equal to current time to
time with proceed with this scenario. If it
current time is not, this case becomes a

Dynamic Granule Available in
the Future Thread (see next
Thread).

A3 Query for PLS SDSRV None None Request the dynamic granule to
dynamic the Science Data Server is
granule based on metadata conditions.

A4 Update DB PLS PDPS None None The DB is updated only if
query status DB dynamic granule query was

successful. If the dynamic
granule query was
unsuccessful, the DPR is
deleted from the DB and an
error message is written to the
Production Request Editor
ALOG.

3.8.9.3 Metadata Query for Current Dynamic Input Granules Component

Interaction Tabl e - Domain View

Table 3.8.9.3-1 provis the Current Dyamic Granule Component Intaction.

Table 3.8.9.3-1. Component Interaction Table: Current Dyn

amic Granul e

Step Event Interface Interface | Interface Description
Client Provider Mech.

A.1.1 |Create a DAAC Ops - |EcPIPREd |GUI The Production Planner creates a
Production Production itor_IF Production Request by entering the
Request Planner start and stop time and clicking on the

“Save PR” button.

A.2.1 |Compare DPR [EcPIPREdito |ECPIPREd |None The DPR stop time must be less than
stop time with  |r_IF itor_IF the current time to proceed with this
current time scenario.

A.3.1 [Query for EcPIPREdito |EcDsScie |Distributed | The request for the dynamic granule
dynamic r_IF nceDataS |Object to the Science Data Server is based
granule erver on the metadata conditions.

A.4.1 |Update DB to EcPIPREdito |Sybase CtLib If query for dynamic granule was
indicate r IF successful, the DB is updated.
success

A.4.2 |[Delete granule |EcPIPREdito | Sybase CtLib If query for dynamic granule was
from DB r IF unsuccessful, the DPR is deleted.
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3.8.10 Dynamic Granul e Available in the Future Thread ( Thread B)

This threadillustrateswhat hapgenswhen a dynamic gnule is not cuently awailable but will
be available in thefuturefrom theSdence Data Sever.

3.8.10.1 Interaction Diagram - Domain View

Figure 3.8.10.1-1 depicts the Future Bymnc Granule Inteaction - Domain View.

Distributed Objed (rpc, CtLib)

HMI (GUI, Xterm, commard) -SDSRV
—> ftp
% email (or otherasnoted)

Double line - Synchronous
email (or otherasnoted)
Dashed - Asynchronous

B.5 Query for granules
when thetimer expires

B.3 Creat ard sbore

B.1 Creat a Poduction thequery timer

o Request ""treen, o

DAAC \
Ops

B.4 Peiodicaly monitor
query timer
B.2 Compare DR sbp
time with current ime

Figure 3. 8.10.1-1. Future Dynamic G ranule Interaction - Domain Vi ew

3.8.10.2 Future Dynamic Granul e Interaction Table - Domain View

Table 3.8.10.2-1 provas the Future DynamiGranuk Inteaction - DomairView.

Table 3.8.10.2-1. Interaction T able - Domain View: Dynamic Granule
Availabl e in the Future (1 of 2)

Step Event Interface | Interface Data Issues Step Description
Client Provider Preconditions
B.1 Create a DAAC Ops [PLS ESDTs must be |The Production |The Production
Production |- installed. SSI&T |Request Editor |Planner creates a
Request Production must be must be up and |Production
Planner completed on the |[running. The Request.
PGE. Input PDPS DB must
granules must be [be up and
available. running.
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Table 3.8.10.2-1. Interaction T able - Domain View: Dynamic Granule
Availabl e in the Future (2 of 2)

Step Event Interface | Interface | Data Issues Step Description
Client Provider Preconditions

B.2 Compare PLS PLS None The Production |The DPR stop time must
DPR stop Request Editor [be greater than the
time with must be up and | current time to proceed
current time running. The with this scenario.

PDPS DB must
be up and
running.

B.3 Create and |PLS PDPS DB |None The PDPS DB | The query timer is
store query must be up and |created and stored in
timer running. the DB timer table.

B.4 Periodically |PLS PDPS DB |None The PDPS DB |The query timer in the
monitor must be up and |DB timer table is
query timer running. periodically monitored.

B.5 Query for PLS SDSRV None The Science When the timer expires,
granule Data Server query for the granule
when timer must be up and |based on metadata
expires running. The conditions.

Subscription
Manager must
be up and
running.
B.6 Update DB [PLS PDPS DB |None The PDPS DB |The DB is updated only

must be up and
running.

if dynamic granule query
was successful. If the
dynamic granule query
was unsuccessful, the
DPR is deleted from the
DB and an error
message is written to
the Production Request
Editor ALOG.

3.8.10.3 Future Dyn amic Granule Interaction Component

Domain Vie w

Interaction Table -

Table 3.8.10.3-1 provas the Future DynamiGranue Component Intecsion.
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Table 3.8.10.3-1. Component Inter action Tabl e: Dynami ¢ Granule

Availabl e in the Future

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.1.1 Create a DAAC EcPIPREd |GUI The Production Planner creates a
Production |Ops - itor_IF Production Request.
Request Production

Planner

B.2.1 Compare EcPIPREd | EcPIPREd |None The DPR stop time must greater than
DPR stop itor_IF itor_IF the current time to proceed with this
time with scenario.
current time

B.3.1 Create and |EcPIPREd | Sybase CtLib The query timer is created and stored
store the itor_IF in the DB timer table.
query timer

B.4.1 Periodically |EcPISubM [ Sybase CtLib The query timer in the DB timer table is
monitor or periodically monitored. Proceed when
query timer timer expires.

B.5.1 Query for EcPISubM [EcDsScie |Distribute |When the timer expires, query for the
granules or nceDataS |d Object |granule based on metadata conditions.

erver

B.6.1 Update DB |EcPIPREd | Sybase CiLib If dynamic granule query was
to indicate |itor_IF successful, update the DB with fresh
success granule information.

B.6.2 Delete EcPIPREd |Sybase CtLib If query for dynamic granule was
granule from [itor_IF unsuccessful, the granule is deleted
DB from the DB.

B.6.3 Log error EcPIPREd | EcPIPREd |None If query for dynamic granule was
message itor_IF itor_IF unsuccessful, an error message is

written to the Production Request
Editor ALOG.

3.8.11 Metadata Based Activation Thre ad

This threxd illustraes theadivation (run/no run) of @GE job.
This threxd applies to dl instruments.

Thefollowing systen fundiondity is exerciseal in this thred:

e The capability to make a run/no run dcision baed oninformaion contaned in the
granule meadata.

Thread Precorditions

Thefollowing must bepresent in order to perform thighread: the SubscriptionManager mustbe
running,the PDPSdatabasenustbe up and running, ESDTs must be installed, SSI&T must be
completed on the PGE, PRs must have ledared, input gnules must be ailable, and the
Planning Workbench must be updarunning.
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3.8.11.1 Metadata Based Activation Thread Interaction Diagram - Domain View

Figure 3.8.11.1-1 depicts the Mestal Ba®d Activation Inteaction - Donain View.

=3 Distributed Obied (rpc, CtLib)

""') HMI (GUI, Xterm, command)
—> ftp

-->

email (or otherasnoted)
Double line - Synchronous
email (or otherasnoted)

Dashed - Asynchronous

—_—

2 Query for daa
and metadaa

DSR

4 Perfam metadta check
(While creating PGE pb)

PLS

?

1 Datarecept

notific ation

Tt

3 Store information about

daa and metadaa

5 Relkease BE job

(If metadita cleck succee@d)

DPS

Figure 3.8.11.1-1. Metadata Based Activation Inte raction Dia gram - Domain View

3.8.11.2 Metadata Based Activation Thread Interaction T able

Table 3.8.11.2-1 provas the Metadta Based Ativation Inteaction.

Table 3.8.11.2-1. Interaction T able - Domain View: Metadata Based A ctivation (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions
1 Data receipt SBSRV PLS The The Science Data | A notification of the
notification Science Server must be | data receipt is sent.
Data up and running.
Server The Science Data
must have |Server has
received |notified the
the data in | Subscription
guestion. |Server with an
Event Trigger.
2 Query for data | PLS SDSRV None The Science Data | The data and the
and metadata Server must be [accompanying
up and running. [ metadata are requested
from the Science Data
Server.
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Table 3.8.11.2-1. Interaction T able - Domain View: Metadata Based A ctivation (2 of 2)

Step | Event Interface | Interface Data Step Descript ion
Client Provider | Issues [ Preconditions
3 Store PLS PDPS DB |None The PDPS DB | The information about the
informati must be up and |data and the
on about running. accompanying metadata is
data and stored in the PDPS DB.
metadat
a
4 Perform |PLS PLS None None While creating the PGE
metadat job, a check is performed
a values on the metadata values.
check
5 Release |PLS DPS None The PGE job is | The PGE job is released.
PGE job released only if
the metadata
values check
succeeded.

3.8.11.3 Metadata Based Activation Thread Component Inter

action Tabl e

Table 3.8.11.3-1 proves the Metadta Based Ativation Component Interéion.

Table 3.8.11.3-1. Component Inter action Tabl e: Metadata B ased A ctivation

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

1.1 Data receipt | EcSbSub | EcPISub | Distributed | A notification of the data receipt is
notification Server Mgr Object sent.

21 Query for EcPISub | EcDsSci | Distributed | The data and the accompanying
data and Mgr enceData | Object metadata are requested from the
metadata Server Science Data Server.

3.1 Store EcPISub | Sybase CtLib The information about the data
information Mgr and the accompanying metadata
about data is stored in the PDPS DB.
and
metadata

41 Perform EcPISub | EcPISub | None While creating the PGE job, a
metadata Mgr Mgr check is performed on the
check metadata values. If the check

identifies errors, the job is not
released and error messages are
logged.

5.1 Release EcPISub | EcDpPrJ | Distributed | The PGE job is released.

PGE job Mgr obMgmt | Object
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3.8.12 Ad Hoc Reproces sing Thre ad
This thread illustrates how to miegessa DPR without affecting previously processed jobs.
This threxd applies to dl instruments.
Thefollowing systen fundiondity is exercisel in this thred:
e The capbility to receatea DPR without overwriting the original.
Thread Precorditions

The PDPS database, the Scierbata Serer, the Subscription Semyethe Production Request
Editor, the Job Managementr8er, and AutoSys must be wtgndrunning.Input granulesmust
be availableon the Sciene Data Seser. The original Production Regst must already eb
present in thePDPS DB.

The Planning Workbest must be down.

3.8.12.1 Ad Hoc Reprocessing Thre ad Interaction Diagram - Domain View

Figure 3.8.12.1-1 depicts the Ad &lRepr@essing Inteaction - Donain View.

SDSRV
DAAC
Ops ..""u,. 6 Quely for eachinput -
o, datatype PDPS B

1 Initiate ad hocreprocessing }

9 Creat & actvate gan

3 Read daatype granules
5 write predicted data
8 Write DPRs

¥ Distributed Objed (rpc, CtLib)

') HMI (GUI, Xtemm, command)
—> fip

email (or otherasnoted)

Double line - Synchronous PLS
- = emalil (or otherasnated) 10 Creae DR job for eachDPR
Dashed - Asynchronous \
@

2 Submit subscription

Figure 3. 8.12.1-1. Ad Hoc Reprocessing Int eraction D iagram - Domain View

.
l“‘

4 Determine daa to bepredicted
7 Prepare garules & generate DPR

11 Place pbsin Autosys
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3.8.12.2 Ad Hoc Reprocessing Thre ad Interaction Tabl e - Domain View

Table 3.8.12.2-1 proves the Inteaction - Donain View: Ad Hoc Reproessing.

Table 3.8.12.2-1. Interaction T able - Domain View: Ad Hoc Reproc essing (1 of 2)

Step Event Inter face Inter face Data Issues Step Description
Client Provider Preconditio ns
1 Initialize ad DAAC Ops | PLS The original The Production The Production Planner
hoc - Production Request Editor initiates ad hoc
reprocessing Production Request must be up and reprocessing.
Planner must be running.
known and
accessible.
2 Submit PLS SBSRV Input The Subscription | Subscriptions must be
subscription granules Server must be submitted individually
must be up and running. for each data type. This
available. step does not normally

apply if a routine PR
has been entered.

3 Read data type | PLS PDPS DB | The original The DB must be | All the data type

granules Production up and running. granules for the
Request selected input data and
must be time range must be
present in read.
the DB.

4 Determine PLS PLS The original None Data is predicted to
data to be Production substitute for data that
predicted Request is missing from the

must be PDPS DB. This step

missing data. does not normally apply
if a routine PR has been
entered.

5 Write predicted | PLS PDPS DB | None The DB must be | Write missing predicted
data up and running. data to the DB, thus

filling in the blank.

6 Query for each | PLS SDSRV None The Science Each query is based on
input data type Data Server must | a time range.

be up and
running.

7 Prepare PLS PLS None DCE must be up | Match each SDSRV
granules and and running. granule with a PDPS
generate DPR DB granule and then

resume normal
processing.

8 Write DPR(s) PLS PDPS DB | None The DB mustbe | The DPR(s) is written to

up and running. the DB normally.
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Table 3.8.12.2-1.

Interaction T able - Domain View: Ad Hoc Reproc essing (2 of 2)

Step Event Inter face Inter face Data Issues Step Description
Client Provider Preconditio ns
9 Create and DAAC Ops | PLS The Planning | None The plan is created and
activate plan - Workbench activated normally.
Production must be
Planner brought up.
10 Create a DPR PLS DPS None DCE must be up | The DPR job for each
job for each and running. DPR is created
DPR normally.
11 Place jobs in DPS DPS None AutoSys must be | The jobs are placed in
AutoSys up and running. AutoSys normally.

3.8.12.3 Ad Hoc Reprocessing Thread Component Interaction T

able

Table 3.8.12.3-1 proves the Component Intaction: Ad Hoc Repcessing.

Table 3.8.12.3-1. Component Inter action Tabl e: Ad Hoc Reprocessing (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

11 Start DAAC Ops - | EcPIPREdit | GUI The Production Request Editor
Production Production or_IF is started normally.

Request Editor | Planner

1.2 Initiate request | DAAC Ops - | EcPIPREdit | GUI The Production Planner
for Production Production or_IF initiates the reprocessing
Request to be Planner request.
reprocessed

1.3 Change PR DAAC Ops - | EcCPIPREdIt | GUI The Production Planner
type Production or_IF changes the PR type from

Planner Routine to Ad Hoc
Reprocessing.

1.4 Save DAAC Ops - | EcPIPREdit | GUI The Production Planner saves
Production Production or_IF the Production Request under
Request Planner a new, unique name.

2.1 Submit EcPIPREdit | EcSbSubS | Distributed The subscriptions are
subscription or_IF erver Object submitted for each data type

individually.

3.1 Read data type | EcPIPREdit | Sybase CtLib All of the data type granules
granules or_IF for input data and time range

are read.

4.1 Determine data | EcCPIPREdit | Sybase CtLib This determination is based on
to be predicted | or_IF the data missing in the PDPS

DB.
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Table 3.8.12.3-1.

Component Inter action Tabl e: Ad Hoc Reprocessing (2 of 2)

Step Event Interface Interface Interface Descript ion
Client Provider Mech.

51 Write predicted | EcPIPREditor | Sybase CtLib The missing data is filled in
data _IF with predicted data.

6.1 Query for each | EcPIPREditor | EcDsScien | CtLib These queries are based on a
input data type | _IF ceDataSer time range.

ver

7.1 Inspect and EcPIPREditor | EcPIPREdIt | CtLib Each SDSRV granule is
match granules | _IF or_IF matched with a PDPS DB

granule.

7.2 Generate EcPIPREditor | ECPIPREdIt | CtLib The DP R(s) are generated.
DPR(s) _IF or_IF

8.1 Write DPR(s) to | EcPIPREditor | Sybase CtLib The DPR(s) are written to the
DB _IF DB.

9.1 Shut down DAAC Ops - GUI The Production Planner shuts
Production Production EcPIPREdit down the Production Request
Request Editor | Planner or_IF Editor.

9.2 Start up DAAC Ops - | EcPIWb GUI The Production Planner starts
Planning Production up the Planning Workbench.
Workbench Planner

9.3 Select DAAC Ops - | EcPIWb GUI The Production Planner
Production Production selects a Production Request
Request and Planner and creates a plan.
create a plan

9.4 Activate the DAAC Ops - | EcPIWb GUI The Production Planner
plan Production activates the plan.

Planner

10.1 | Create a DPR EcPIWb EcDpPrJob | DCE A DPR job is created for each
job for each Mgmt DPR.
DPR

11.1 | Jobs placed in | EcDpPrJobM | AutoSys rpc (COTS) The job can now be run in
AutoSys gmt AutoSys.

3.8.13 Delete DPR Thread
This threxd illustraes theddetion of a DPR job.

This threxd applies to dl instruments.

Thefollowing systen fundiondity is exercisel in this thred:
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Thread Precorditions

The following must bepresent in order to perform this thrad: the Prodiction Request Editor
must be running, the PDPS database must be up and runningealmbManagment Serve
must be up and running.

3.8.13.1 Delete DPR Thread Interaction Diagram - Domain View

Figure 3.8.13.1-1 depicts thesldte DPR Inteaiction - Domain \ew.

—> Distributed Chied (rpc, CtLib) DAAC
""') HMI (GUI, Xtem, command) ey oOps
) ftp “““ p
> g;aﬂ,fg{- g‘:eg"’;i’;ﬁﬂo ] 1 Initiate DPRddetion process
ubleline - u .
- - email (or otherasnoted) g ggeci aFI;?thdlgndZeclL;ejst
Dashal - Asynchronous - ecta Obedde

| . J— PLS J—
2 Ge list of available PRs 7 Delete DPR fromAutosys

4 G¢ list of DPRs
6 Getcurentstate o seleced DPR \

8 Delete DR from DB
DPS

PDPS [B

Figure 3. 8.13.1-1. Delete DPR Interaction Diagram - Domain View

3.8.13.2 Delete DPR Thread Interaction Tabl e - Domain View
Table 3.8.13.2-1 proves the Inteaction - Donain View: Delete DPR.

Table 3.8.13.2-1. Interaction T able - Domain View: Delete DPR (1 of 2)

Step Event Interface | Interface | Data Step Descript ion
Client Provider | Issues Preconditions

1 Initiate DPR DAAC Ops [PLS None The Production The Production Planner
deletion - Request Editor initiates the deletion
process Production must be up and process.

Planner running.

2 Get list of PLS PDPS DB [None The DB must be up | The list of available PRs is

available PRs and running. obtained from the DB.
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Table 3.8.13.2-1. Interaction T able - Domain View: Delete DPR (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues Preconditions

3 Select a DAAC Ops [PLS The The Production The Production Planner
Production - affected |Request Editor selects a specific
Request Production Productio | must be up and Production Request.

Planner n running.
Request
must be
known.

4 Get list of PLS PDPS DB [None The DB must be The list of DPRs for the PR
DPRs up and running. is obtained from the DB.

5 Select DPR to |DAAC Ops |PLS The DPR |The Production Each DPR to be deleted
be deleted - to be Request Editor must be selected

Production deleted must be up and individually.
Planner must be |running.
known.

6 Get current PLS PDPS DB [None The DB must be The current state of each
state of up and running. DPR to be deleted must be
selected DPR retrieved from the DB.

7 Delete DPR PLS DPS None AutoSys must be | If selected DPR is also in
from AutoSys up and running. AutoSys, then the DPR

must be deleted from
AutoSys.

8 Delete DPR PLS PDPS DB [None The DB must be The selected DPR is
from PDPS up and running. deleted from the DB.
DB

3.8.13.3 Delete DPR Thread Component Interaction Table
Table 3.8.13.3-1 proves the Component Intaction: DeletdDPR.

Table 3.8.13.3-1. Component Inter action Tabl e: Delete DPR (1 of 2)

Step Event Interface | Interface Interface Description
Client Provider Mech.
11 Select DPR | DAAC EcPIPRE | GUI The Production Planner selects
list Ops - ditor_IF the DPR list tab from Production
Productio Request Editor main screen.
n Planner
1.2 Select DAAC EcPIPRE | GUI The Production Planner clicks on
Production | Ops - ditor_IF the Production Request box
Request Productio arrow.
pull-down n Planner
2.1 Get list of EcPIPRE | Sybase CtLib The list of available Production
available ditor_IF Requests is retrieved from the
PRs DB.
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Table 3.8.13.3-1. Component Inter action Tabl e: Delete DPR (2 of 2)

Step Event Interface | Interface Interface Descript ion
Client Provider Mech.

3.1 Click on DAAC EcPIPREdi | GUI The Production Planner selects a
chosen Ops - tor_IF Production Request from those
Production Productio presented on the scrollable list.
Request n Planner

3.2 Click on DAAC EcPIPREdi | GUI The Production Planner clicks on the
Filter Ops - tor_IF Filter button.

Productio
n Planner

4.1 Get list of EcPIPRE | Sybase CtLib The list of DPRs related to the
DPRs ditor_IF chosen PR is retrieved from the DB.

5.1 Click on a DAAC EcPIPREdi | GUI The Production Planner selects a
Data Ops - tor_IF Data Processing Request from the list
Processing Productio presented.

Request n Planner
from the list
presented

5.2 Select Edit: DAAC EcPIPREdi | GUI The Production Planner selects the

Delete Ops - tor_IF Delete option from the Edit pulldown
Productio menu.
n Planner

6.1 Get current EcPIPRE | Sybase CtLib The current state of the selected DPR
state of DPR | ditor_IF is retrieved from the DB.

7.1 Delete DPR | ECPIPRE | EcDpPrJo | rpc (COTS) If the DPR is in AutoSys, the DPR is
from ditor_IF bMgmt deleted from AutoSys.

AutoSys

8.1 Delete DPR | ECPIPRE | Sybase CtLib The DPR is deleted from the DB.
from PDPS ditor_IF
DB

3.8.14 Closest Granule Thr ead

3.8.14.1

Scenario Description

The ClosestGranuleProductionRule allows aPGEto request theealest input granulerébm the
time speified in theData Proessing Rguest. PDPS will serch ether forward or ba&ward in
time until it finds agranule tha maches therequest. Notethat thee is alimit to the numbe of

gueriesthatwill be performed. This information (along with the period length of the query) is

set by the user during SSIT.

This s@enaio applies toal instruments.
Thefollowing systen fundiondity is exercised in this senaio:
e Thecapability to process aDPR by sarching for the daa closest in time
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Scenario Presonditions

The PDPS database, the Scierbata Serer, the Subscription Semyethe Production Request
Editor, the Job Management r8er, AutoSys, and thd’lanningWorkberch must be up and
running. Input granules must beadlable on the Sciaxe Data Serer.

Figure 3.8.14.1-1 shows the Closest Gratuofleraction — Domain View.

SDSRY
DAAC
Ops g ..., 3 Quay for eachinputdatatype
."~.. 6 Quary for dahiusng naw time range PDPSDB
1 Initiate PR generdtion
9 Qrede & activaie gan
. 4 Reed closest granue

=3 Distributed Object (rpc, CtLib) . direction, query time
==+ HMI (GUI, Xterm, commend) P ddtaandﬂ nurber of tries
—> fip 8 Write DPRs

email (or athe as noted)

Doubleline- Synchi .
-->» eml (irlgigségn;:;)ous 10 Creae DPRjobfor exh DPR

Dashed - Asynchronous \
2 Submit subsdption

5 Extend quety time range leng
uery imeddta

7 Prepare granuks &generate DPR

11Hacejobs in Aitosys

Figure 3. 8.14.1-1. Closest Granul e Interaction D iagram - Domain View

3.8.14.2 Interaction Tabl e - Domain View
Table 3.8.14.2-1 provas the Inteaction — Domain \@w: Closest Granule.
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Table 3.8.14.2-1. Interaction T able - Domain View: Closest Granul e (1 of 2)

Step Interaction Interface | Interface Data Issues Preconditions Description
Client Provider
1 Initialize PR DAAC PLS The original The Production | PR generation is
generation Ops - Production Request Editor | initiated by the
Productio Request must | must be up and | Production
n Planner be known and | running. Planner.
accessible.

2 Submit PLS SBSRV Input granules | The Subscriptions

subscription must be Subscription must be submitted
available. Server must be | individually for
up and running. | each data type.

3 Query for PLS SDSRV None The Science Each query is
each input Data Server based on a time
data type must be up and | range.

running.

4 Read closest | PLS PDPS None The DB must Read the closest
granule query DB be up and granule direction,
direction, running time delta (length
time delta of each search
and time) and the
maximum maximum number
number of of searches.
tries

5 Extend time PLS PLS None The Production | Prepare the query
query range Request Editor | for the closest
using query must be up and | granule.
time delta running

6 Query for PLS SDSRV None The Science Repeat steps 6
data using Data Server and 7 if no data is
new time must be up and | returned until the
range running maximum number

of queries has
been performed.
Stop here if no
data is found after
the maximum
number of tries
has been met.

7 Prepare PLS PLS None DCE must be Match each
granules and up and running. | SDSRV granule
generate with a PDPS DB
DPR granule and then

resume normal
processing.

8 Write DPR(s) | PLS PDPS None The DB must The DPR(s) is

DB be up and written to the DB
running. normally.
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Table 3.8.14.2-1. Interaction T able - Domain View: Closest Granul e (2 of 2)

Step Interaction Interface | Interface Data Issues Preconditions Description
Client Provider
9 Create and DAAC PLS None The Planning The plan is
activate plan | Ops - Workbench created and
Productio must be up and | activated normally.
n Planner running.
10 Create a PLS DPS None DCE must be The Job
DPR job for up and running. | Management
each DPR creates DPR jobs.
11 Place jobsin | DPS DPS None AutoSys must The jobs are
AutoSys be up and released into
running. AutoSys and
appear in the
AutoSys Jobscape
GUI.
3.8.14.3 Closest Granule Component Inter action Table

Table 3.8.14.3-1 proves the Component Intaction: Closest Granule

Table 3.8.14.3-1. Component Inter action Tabl e: Closest Granul e (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

1.1 Start Production DAAC Ops — | EcPIPREditor | GUI The Production Request Editor

Request Editor Production _IF is started normally.
Planner

1.2 Initiate request DAAC Ops — | EcPIPREditor | GUI The Production Planner
for Production Production _IF initiates the processing
Request to be Planner request.
reprocessed

1.3 Save Production DAAC Ops — | EcPIPREditor | GUI The Production Planner saves
Request Production _IF the Production Request under

Planner a new, unique name.

21 Submit EcPIPREditor | EcSbSubSer | Distribute | The subscriptions are
subscription _IF ver d Object | submitted for each data type

individually.

3.1 Query for each EcPIPREditor | EcDsScience | CtLib Each query is based on a time
input data type _IF DataServer range.

4.1 Read closest EcPIPREditor | Sybase CtLib Read the closest granule
granule direction, | _IF direction, time delta (the length
query time delta of time that the search goes
and maximum back each try) and the
number of tries maximum number of searches.

5.1 Extend time EcPIPREditor | EcPIPREditor | CtLib Prepare the query for the
query range _IF _IF closest granule.
using query time
delta
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Table 3.8.14.3-1.

Component Inter action Tabl e: Closest Granul e (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

6.1 Query for data EcPIPREditor | EcDsScience | CtLib Repeat steps 6.1 and 7.1 if no
using new time _IF DataServer data is returned until the
range maximum number of queries

has been performed. Stop
here if no data is found after
the maximum number of tries
has been met.

7.1 Inspect and EcPIPREditor | EcPIPREditor | CtLib Each SDSRV granule is
match granules | _IF _IF matched with a PDPS DB

granule.

7.2 Generate DPR(s) | EcPIPREditor | EcPIPREditor | CtLib The DPR(s) are generated.

IF IF

8.1 Write DPR(S) to EcPIPREditor | Sybase CtLib The DPR(s) are written to the
DB _IF DB.

9.1 Shut down DAAC Ops — | EcPIPREditor | GUI The Production Planner shuts
Production Production _IF down the Production Request
Request Editor Planner Editor.

9.2 Start up Planning | DAAC Ops - | EcPIWb GUI The Production Planner starts
Workbench Production up the Planning Workbench.

Planner

9.3 Select Production | DAAC Ops - | EcPIWb GUI The Production Planner
Request and Production selects a Production Request
create a plan Planner and creates a plan.

9.4 Activate the plan | DAAC Ops - | EcPIWb GUI The Production Planner

Production activates the plan.
Planner

10.1 Create a DPR jOb EcPIWb ECDpPI’JObM DCE A DPR job is created for each
for each DPR gmt DPR.

111 Jobs placed in EcDpPrJobM | AutoSys rpc The job can now be run in
AutoSys gmt (COTS) AutoSys.
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3.9 EDOS/FDD/EMOS Interfaces Scenari o

3.9.1 EDOS/FDD/EMOS Interfa ces Scenario D escription

This senaio illustrates the ability to process orbit, #itude and gohemeris dda into toolkit
native format antHDF, and proess datfor the Ddailed Activity Schedule (DAS).

This s@naio applies toal instruments.

Thefollowing systen fundiondlity is exercised in this senaio:

Ability to process EDOS Leel 0 ancillary daa (threal A).

Ability to process FDD (Flight Dynmics Division) Tera attitude data and PM-1 attitude
data (threal B). Notethis ddinitive attitude processingfor PM-1is nottotdly opeationd
for Releas 5B

Ability to produce data to fill significant gapg(sh ECS processed ED5 Level0
ancillary daa (thread C).Note this is done for thTera saéllite data and notor the PM-
1 saellite daa.

Ability to interface with EMOS (Eclipse Mission Ogdions System).

3.9.2 EDOS/FDD/EMOS Interfaces Scenario Preconditions

The input datamustbe availabke for EDOS to transfeto a disk aea fa Ingest to ead in the
corresponding fon. The following ESDTs habeen inserted into the ECS:

AM1ANC (Terra Ancillary APIDx4)

AM1ATTNO (Preprocessed Tea Plaform Attitude Data from LO in Native format)
AM1ATTHO (Preprocessed Tea Plaform Attitude Data from LO in HDF forma)
AM1EPHNO (Pepracessed &ra Ratform Ephemes Datafrom LO in Nativeformat)
AM1EPHHO (Prepracessed &ra Ratform Ephemes Datafrom LO in HDFformaj)
AMI1ATTEF (Definitive Attitude Data from Terra ingested from theFDF)
AM1ATTNF (Preprocesseal Terra Plaform Attitude Datafrom FDF in Naive format)
AM1ATTHF (Preprocessel Terra Plaform Attitude Datafrom FDF in HDF form§
AM1EPHF (Repaired Epherris Datafrom FDF)

ActSched (Detailed Activity Schedule)

PM1EPHD (PM1 Andllary dada— FDD Defnitive Epheneris Data for EOS PM1)
PM1EPHP PM-1 Ancillary data— FDD Pedictive Eplemeris Daafor EOS M-1)

PM1EPHNP Preprocesed B-1 Platform Predictve Eptemeris Daa from FDD in Native
Fomat)
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e PM1EPHND (Preprocessed PM-1 Platform Definitive Ephemeris Data from FDD in Naive
Fomat)

e PMI1EPHHP Preprocesed ®-1 Platform Predictve Eptemeris Data from FDD in HDF
Fomat)

e PMI1EPHHD (Preprocessed PM-1 Patform Definitive Ephemeris Data from FDD in HDF
Fomat)

e PMIATTNQ (Preprocesed ®M-1 Ratform Quidk look Attitude Dda in Native farmat)
e PMI1ATTNR (Peprocesed M-1 Ratform Refned Atitude Ddain Nafve format)

e PMI1ATTHQ (Prerocesed -1 Ratform Quidk look Attitude Daain HDF format)
e PMI1ATTHR (Peprocesed M-1 Ratform Refned Atitude Ddain HDF format)

3.9.3 EDOS/FDD/EMOS Interfa ces Scenario Partitions
This s@naio has been partitionel into thefollowing threads:

e EDOS Level 0 Ancillary Data (Threal A) - This thred illustrates theacquisition and
processing of EODS supplid Level 0 Andllary data to toolkit naive forma and HDF.
Gapsup to 60 secondsn ephemeris dataare filled in using the interpolation algorithms
providedby the FDD (seeSection3.9.4). Noe this is done for the Terratellite dataand
not for thePM-1 saellite data.

e Definitive Attitude Data (Thread B) - This thred illustraes the acquisition and
proaessing of FDD suppli definitive attitude data to toolkit ndive forma and HDF, for
the Tera Satellite data. é& Section 3.9.5).

e FDD Repaired Ephemeris Data (Threed C) — This thred illustraes the request,
acquisition,andprocessingf FDD repaired eplemeris daa to fill an existing gap of > 60
seconds in the EDOS fira ephemes data (AM1EPHNGNd AM1EPHHO) producedin
Thread A. See Section 3.9.6 fofhread C.

e Capability to Interface with EMOS (No thread shown) — Ris capability involves
EMOS, a nominal SDPS external data prokjitieing able to sterdata va Polling Ingest
without delivery recad into the SDPS and being able to esteithis dataat a latertime.
This daa is the Detailed Activity Schedule (DAS) which has an ESDT inserte
(ActSched). Rfer to the ASTER ICD Section 5.3.5 fardetailed dscriptionof the DAS
format. See Section 3.9.7 fanore infamation on this interfae

3.9.4 EDOS Level 0 Ancillary Data Thread

Thethread shavs theprocessing of Andlary datafrom EDOS. The Ancillary daa contansboth
ephemeris datand attitude dat Theattitude data is utilized as backup attitude data.

Thread Precorditions
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The following must bepresent in orcer to perform thisthread: the Sdence Data Serve has
instdled the ESDTs. The PGE ha be@& reayisteral by the SSIT Manager with the PDPS

database. The Production Plannerah createda Production Request (PR), andeated and
scheduled a ph.

3.9.4.1 EDOS Level 0 Ancillary Data Interaction Diagram - Domain View
Figure 3.9.4.1-1 depicts the EDO®viel 0 Ancillary Datalnteraction- Doman View.

A.3 EDOS cop&sfll
@‘.\A 2 Palling direcory (with Delivery Record)

A.4 Detect andRead Data
N\

A.5 Request Data Isert INS

AM1ANC or PM1EPHD A.1 Reguest UR for SDRV
or PMIEPHP)

\
‘\ 10S

A.9 Acqure dda
A.6 Trigger insert evert A.11 AcquireMCFs
A.14 Insert deta
(AMIATTNO (PM1EPHNP
AM1ATTHO PM1EPHND A.10 Request DSS UR

\ SBRV AM1EPHNO OR PMIEPHHP \ A13 Request DSS UR

AM1EPHHO0) PM1EPHHD)

A.7 Notification

——3 Distributed bject (rpc, CtLib)

A.12 Proces EDOS level zero daa
=== HMI (GUI, Xterm, command)
—> ftp

A.8 Rdeasjobs
% email (or other as noted) PLS I-_ :
Double line - Synchronous
- - email (or other as noted)
Dashed - Asynchronous

Figure 3. 9.4.1-1. EDOS Level 0 Anc illar y Data Intera ction - Domain Vi ew

3.9.4.2 EDOS Level 0 Ancillary Data Interaction Table - Dom ain View
See Table 3.9.4.24br the EDOS LO Ancillary Data Interaction - Domain View.
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Table 3.9.4.2-1. Interaction Tabl e - Domain View: EDOS L0 Ancillary Data (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues |Preconditio
ns
Al Request UR for  [INS IOS/ADV  |None None Upon startup, Ingest obtains
SDSRV the SDSRV URs for each
data type in its database.
A.2 Polling directory [INS Ingest None Entire step is | When the system is started,
directory a Ingest begins polling a
precondition |directory, looking for files
that meet the following
standard: *.PDR.XFR in the
pre-configured directory.
A3 EDOS copies file |EDOS Ingest None EDOS EDOS copies Ancillary
directory knows the Packets to a local disk on
host and the Ingest host for Ingest
directory for |access.
file placement
A4 Detect and Read |[INS Directory |None None Ingest Polling detects data in
Data the directory and reads the
data.
A5 Request Data INS SDSRV None EDOS level |Archive newly received
Insert 0 ephemeris |EDOS Ancillary Packets for
data ESDT AM1ANC for Terra
data or PM1EPHD or
PM1EPHP for PM-1 data.

A.6 Trigger insert SDSRV SBSRV None None Trigger EDOS Ancillary

event Packets insert event.

A7 Notification SBSRV PLS None PLS Send direct notification to
subscription |PLS to inform that there are
for EDOS newly inserted Ancillary
level O Packets.
ephemeris
data

A.8 Release job PLS DPS None None PLS releases job to process
EDOS level 0 data.

A9 Acquire data DPS SDSRV The input | None DPS submits an acquire

data must request for the EDOS
have been Ancillary Packets that were
received. inserted in step A.4.

A.10 |Request DSS UR |DPS IOS/ADV  |None None These URs will be used to
acquire the metadata control
files, one for each data type
to be produced.

A.11 |Acquire MCFs DPS SDSRV None None Metadata Control Files, one
for each data type to be
produced, are acquired from
the SDSRV.
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Table 3.9.4.2-1. Interaction Tabl e - Domain View: EDOS LO Ancilla ry Data (2 of 2)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Preconditio
ns

Description

A12

Process EDOS
Level O data

DPS

DPS

None

None

Toolkit native format and
HDF Level 0 ephemeris data
and metadata files are
generated. Gaps up to 60
seconds are filled in using
an interpolation algorithm
provided by the FDD. Note
this is done for the Terra
satellite data and not for the
PM-1 satellite data.

A.13

Request DSS UR

DPS

IOS/ADV

None

None

URs to be used by the Data
Server for the storage of the
generated files are obtained
from the Advertising Server.

A.14

Request Data
Insert

DPS

SDSRV

None

None

The toolkit native format and
HDF output files are
archived. These cover
ESDTs AM1ATTNO,
AM1ATTHO, AM1EPHNO,
and AM1EPHHO for Terra
data and PM1EPHNP,
PM1EPHND, PM1EPHHP
and PM1EPHHD for PM-1
data.

3.9.4.3 EDOS Level 0 Ancillary Data Component Inter action Tab le
See Table 3.9.4.34br the EDOS LO Ancillary Data Componentnteraction.
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Table 3.9.4.3-1.

Component Interaction Table: EDO S LO Ancill ary Data (1 of 2)

Step Event Interface Interface | Interface Descript ion
Client Provider Mech.

Al1l Request EcinReq | EcloAdSer | Distribute | Upon startup, Ingest obtains the SDSRV
UR for Mgr ver d Object | URs for each data type in its database.
SDSRV

A2.1 Polling EcInPolli | Directory ftp When the system is started, Ingest begins
directory ng polling a directory, looking for files that

meet the following standard: *.PDR.XFR
in the pre-configured directory. The polling
periodicity is determined from a
configuration file. The mask of the file to
look for is determined from the Notify Type
of the data provider in the Ingest database.

A3.1 EDOS EDOS EclinPolling | ftp EDOS copies Ancillary Packets to a local
copies file disk on the Ingest host for Ingest access.

A4l Polling EcinPolli | Directory ftp Ingest Polling detects files matching the
Detects ng *.PDR mask.

Files

A4.2 Ingest EcInPolli | EcinRegM | Distribute | Polling Ingest process packages the PDR

Request ng or d Object [ information into an Ingest Request. The
originating system is passed to the Ingest
Request Manager.

A.4.3 Ingest EcinReq | EcInGran Distribute | Ingest Request Manager packages the
Granules Mgr d Object | request into granules and sends them to

the appropriate Ingest Granule Server.

A5.1 Connectto | EcInGran | EcDsScien | Distribute | Ingest begins a session with the SDSRV
SDSRV ceDataSer | d Object | by connecting. The correct SDSRYV is

ver determined during EcInRegMgr startup,
from Advertising, based on the data type.
This is pertinent if there are multi-SDSRVs
in use at one DAAC in one mode.

A5.2 Request EcinGran | EcDsScien | Distribute | Ingest requests the metadata configuration
Metadata ceDataSer | d Object | file (MCF) for the data being inserted. The
Configurati ver data types being inserted are derived from
on File the *.PDR file. Ingest performs

preprocessing (current number of files for
data type, metadata extraction, etc.).

A5.3 Validate EcInGran | EcDsScien | Distribute | After building a metadata file for the
Metadata ceDataSer | d Object | granule, Ingest asks SDSRYV to validate

ver the metadata, based on the granule’s data
type.

A5.4 Request EcIinGran | EcDsScien | Distribute | Archive newly received EDOS Ancillary
Data Insert ceDataServ | d Object | Packets for ESDT AM1ANC for Terra or

er PM1EPHD or PM1EPHP for PM-1.

A.6.1 Trigger EcDsSci | EcSbSubS | Distribute | Trigger EDOS Ancillary Packets insert
insert event | enceData | erver d Object | event.

Server
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Table 3.9.4.3-1. Component Interaction T able: EDO S LO Anc illar y Data (2 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
A7.1 Notification | EcSbSub | EcPISubM | Distribute | Send direct notification to PLS to inform
Server or d Object | that there are newly inserted Ancillary
Packets.
A8.1 Release EcPIWb EcDpPrJo | Distribute | PLS releases job to process EDOS level 0
job bMgmt d Object | data.
A.9.1 Acquire EcDpPrD | EcDsScie | Distribute | A requestis sentto obtain the data which
data M nceDataS | d Object | was inserted into the SDSRV.
erver
A.10.1 | Request EcDpPrgE | EcloAdSe | Distribute | These URs will be used to acquire the
DSS UR M rver d Object | metadata control files, one for each data
type to be produced.
A.11.1 | Acquire EcDpPrE | EcDsScie | Distribute | Metadata Control Files, one for each data
MCFs M nceDataS | d Object | type to be produced, are acquired from the
erver SDSRV.
Al12.1 Process EcDpPrA | EcDpPrA None Toolkit native format Level 0 ephemeris
EDOS m1EdosE | mlEdosE data and metadata files are generated.
Level O phAttDPR | phAttDPR Gaps up to 60 seconds are filled in using
ephemeris | EP_PGE EP_PGE an interpolation algorithm provided by the
data into or or FDD. Note this is done for the Terra
toolkit EcDpPrP | EcDpPrP satellite data and not for the PM-1 satellite
native m2lAncillar | m1Ancillar data.
format yDPREP yDPREP
A.12.2 | Process EcDpPrA | EcDpPrA | None HDF Level 0 ephemeris data and metadata
EDOS m1EdosE | mlEdosE files are generated. Gaps up to 60 seconds
Level 0 phAttDPR | phAttDPR are filled in using an interpolation algorithm
ephemeris | EP_PGE EP_PGE provided by the FDD.
data into or or
HDF EcDpPrP EcDpPrP
mZlAncillar | m1Ancillar
yDPREP yDPREP
A.13.1 | Obtain UR | EcDpPrD | EcloAdSe | Distribute | URs to be used by the Data Server for the
for Data M rver d Object | storage of the generated files are obtained
Server from the Advertising Server.
A.14.1 | Insert EcDpPrD | EcDsScie | Distribute | The toolkit native format output files are
toolkit M nceDataS | d Object | stored — ESDTs AM1ATTNO and
native erver AM1EPHNO for Terra or PM1EPHNP and
format PM1EPHND for PM-1.
EDOS
Level O
ephemeris
data
A.14.2 | Insert HDF | EcDpPrD | EcDsScie | Distribute | The HDF output files are stored — ESDTs
EDOS M nceDataS | d Object | AM1ATTHO and AM1EPHHO for Terra or
Level O erver PM1EPHHP and PM1EPHHD for PM-1.
ephemeris
data
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3.9.5 Definitive Attitude Data Thread

This thred illustraes theaquisition and pro@ssing of dfinitive attitude data to toolkit native
formatandHDF. The definitive attitude datis supplied by FDD for Terra(lt is noted that
definitive attitudefor PM-1 is not totlly operationd for Release 5B.)

Thread Precorditions

The following must bepresent in orcer to perform thisthread: the Sdence Data Serve has
instdled the ESDTs. The PGE ha bea rgyisterel by the SSIT Manager with the PDPS
database. The Production Plannerah createda Production Request (PR), andkated and
scheduled a ph.

3.9.5.1 Definitiv e Attitude Data Thread - Domain View
See Figure 3.9.5.1-1 fordlDefinitive Attitude Data diagm.

Pdling directory w/o Ddivery Record for FDF

FDF for
Terra or
PM-1

Saurce

B.3 Copy file

4—B2 Polling directory
B.4 Detect and Read Data

\
B.5* Create Stagng Disk

ard Transfer filesto Disk INS

B.6 Request Data Isert
(AM1ATTF or PM-1daa)

— \
I0S

B.10 Acquire data

B.12 Acquire MCFs

B.15 Insert data
(AM1ATTNF,
AMI1ATTHF

\L o
PM1ATTNQ,

PM1ATTHQ
OR
PM1ATTNR, DPS

B.1 Regued UR for SDSRV

B.7 Triggerinsert event

B.11 Reajuest DSS LR
B.14 Rejuest DSS R

B.8 Notification
PM1ATTHR)

— Distributed Object (rpc, CtLib)

=== HMI (GUI, Xterm, command)

—> ftp

% email (or other as noted)
Double line - Synchronous

- - email (or other as noted)
Dashed - Asynchronous

B.13 Processdefinitive
attitude data

B9 R j
PLS I 9 Rdea®jobs

* Note: Step B.5 isnat done for
EDOS applicatonsof this Thread.

Figure 3. 9.5.1-1. Definitive Attitude Data Diagram
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3.9.5.2 Definitiv e Attitude Data Thread Interaction Table - Domain View

See Table 3.9.5.24fbr the Definitive Attitude Datalnteraction.

Table 3.9.5.2-1. Interaction Tabl e - Domain View: Definitive Attitude Data

(10f2)
Step Event Interface | Interface Data Step Description
Client Provider Issues Precon-
ditions
B.1 Request INS IOS/ADV | None None Upon startup, Ingest obtains the
UR for SDSRYV URs for each data type
SDSRV in its database.
B.2 Polling INS Ingest None Entire When the system is started,
directory directory stepis a | Ingest begins polling a directory
precondi | at a given location and name for
tion Definitive Attitude data. This is
polling without Delivery Record,
thus, Ingest formulates a
Delivery Record internally.
B.3 Copy file FDD or Ingest None FDD or | FDD or EDOS copies Definitive
(FDF for EDOS directory EDOS Attitude files every 2 hours to a
Terra or knows local disk on the FDD or EDOS
EDOS for the host | host for Ingest access. The
PM-1) and source of the FDD data is EDOS
directory | via the EDOS Operations Center
for file (EQQC).
placeme
nt
B.4 Detect and | INS Directory | None None Ingest Polling detects data in the
Read Data directory and reads the data.
B.5* | Create INS DSS None None After Ingest detects files and
Staging packages into granules, Ingest
Disk & interfaces with the DSS to create
Transfer an Ingest staging disk and
Files (FDF transfers the files to this staging
data only) disk. (*Note: This step is not
done for EDOS).
B.6 Request INS SDSRV None Definitiv | Ingest inserts the Definitive
Data Insert e Attitude data into the Science
Attitude | Data Server for ESDT AM1ATTF
data for Terra. PM-1 data names to
be defined in a later release.
B.7 Trigger SDSRV SBSRV None None Trigger Definitive Attitude data
insert event insert event.
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Table 3.9.5.2-1. Interaction Tabl e - Domain View: Definitive Attitude Data (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Precon
ditions
B.8 Notification | SBSRV PLS None PLS Send direct notification to PLS to
subscrip | inform that there is newly
tion for inserted Definitive Attitude data.
Definitiv
e
Attitude
data
B.9 Release job | PLS DPS None None PLS releases job to process
Definitive Attitude data.
B.10 | Acquire DPS SDSRV | The input | None DPS submits an acquire request
data data must for the Definitive Attitude data
have that was inserted in step B.4.
been
received.
B.11 | Request DPS IOS/ADV | None None These URs will be used to
DSS UR acquire the metadata control
files, one for each data type to
be produced.
B.12 | Acquire DPS SDSRV None None Metadata Control Files, one for
MCFs each data type to be produced,
are acquired from the SDSRV.
B.13 | Process DPS DPS None None Toolkit native format and HDF
Definitive Definitive Attitude data and
Attitude metadata files are generated.
data
B.14 | Request DPS IOS/ADV | None None URs to be used by the Data
DSS UR Server for the storage of the
generated files are obtained
from the Advertising Server.
B.15 | Insert Data | DPS SDSRV None None The toolkit native format and

HDF output files are archived for
ESDTs AM1ATTNF and
AM1ATTHF for Terra or
PM1ATTNQ and PM1ATTHQ or
PM1ATTNR and PM1ATTHR for
PM-1.

3.9.5.3 Definitive Attitude Data Thr

ead Component Inter

action Tabl e

See Table 3.9.5.34br the Definitive Attitude Data Component lataction.
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Table 3.9.5.3-1. Component Interaction Table: Definiti

ve Attitude Data (1 of 4)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
B.1.1 Request UR for EcinRegM | EcloAdS | Distributed | Upon startup, Ingest obtains the
SDSRV or erver Object SDSRYV URs for each data type
in its database.
B.2.1 Polling directory EcinPolling | Polling ftp When the system is started,
Directory Ingest begins polling a directory
at a given location and name
for Definitive Attitude data. This
is polling without Delivery
Record, thus, Ingest formulates
a Delivery Record internally.
B.3.1 Copy file FDD or EcinPolli | ftp FDD or EDOS copies their
EDOS ng Definitive Attitude files every 2
hours to a local disk on the
FDD or EDOS host for Ingest
access. The source of the FDD
data is EDOS via the EOS
Operations Center (EOC).
B.4.1 Polling Detects EcinPolling | Directory | ftp Ingest Polling detects files
Files matching the *.PDR mask.
B.4.2 Ingest Request EcinPolling | EcinReq | Distributed | Polling Ingest process
Mgr Object packages the PDR information
into an Ingest Request. The
originating system is passed to
the Ingest Request Manager.
B.4.3 Ingest Granules EcinRegM | EcInGran | Distributed | Ingest Request Manager
or Object packages the request into
granules and sends them to the
appropriate Ingest Granule
Server.
B.5.1 Create Staging EcInGran EcDsStSt | Distributed | Ingest creates Staging Disk.
Disk agingDis | Object The correct Staging Disk is
kServer determined from the Ingest

Database. The amount of
staging disk to request is
determined from the *.PDR file.
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Table 3.9.5.3-1. Component Interaction Table: Definiti

ve Attitude Data (2 of 4)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.5.2

Allocate Media
Resource

EcIinGran

EcDsStin
gestFtpS
erver

Distributed
Object

Ingest now creates the
Resource manager for its ftp
server via a Resource Manager
Factory. Ingest knows that this
request is via ftp from a
database lookup, keyed on the
data provider. The correct
resource manager is
determined from the Media
Type handed to the resource
factory (IngestFtp, in this case).
The correct IngestFtp Server
resource is determined from
configuration within the Ingest
Database.

B.5.3

Ftp Get files

EcIinGran

EcDsStIn
gestFtpS
erver

Distributed
Object

Ingest directs the ftp server to
get the files from the host and
location, as indicated in the

* .PDR file, placing them on the
staging disk.

B.6.1

Connect to SDSRV

EcinGran

EcDsSci
enceData
Server

Distributed
Object

Ingest begins a session with the
SDSRYV by connecting. The
correct SDSRYV is determined
during EcinRegMgr startup,
from Advertising, based on the
data type. This is pertinent if
there are multi-SDSRVSs in use
at one DAAC in one mode.

B.6.2

Request Metadata
Configuration File

EcinGran

EcDsSci
enceData
Server

Distributed
Object

Ingest requests the metadata
configuration file (MCF) for the
data being inserted. The data
types being inserted are
derived from the *.PDR file.
Ingest performs preprocessing
(current number of files for data
type, metadata extraction, etc.).

B.6.3

Validate Metadata

EcinGran

EcDsSci
enceData
Server

Distributed
Object

After building a metadata file for
the granule, Ingest asks
SDSRYV to validate the
metadata, based on the
granule’s data type.
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Table 3.9.5.3-1. Component Interaction Table: Definiti

ve Attitude Data (3 of 4)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
B.6.4 Request Data EcInGran EcDsSci | Distributed | Archive newly received
Insert enceData | Object Definitive Attitude data for
Server ESDT AM1ATTF for Terra.
B.7.1 Trigger insert event | EcDsScienc | EcSbSub | Distributed | Trigger Definitive Attitude data
eDataServer | Server Object insert event.
B.8.1 Notification EcSbSubS | EcPISub | Distributed | Send direct notification to PLS
erver Mgr Object to inform that there is newly
received Definitive Attitude
data.
B.9.1 Release job EcPIWb EcDpPrJ | Distributed | PLS releases job to process
obMgmt | Object Definitive Attitude data.
B.10.1 | Acquire data EcDpPrDM | EcDsSci | Distributed | A request is sent to obtain the
enceData | Object data which was inserted into
Server the SDSRV.
B.11.1 | Request DSS UR EcDpPreEM | EcloAdS | Distributed | These URs will be used to
erver Object acquire the metadata control
files, one for each data type to
be produced.
B.12.1 | Acquire MCFs EcDpPrEM | EcDsSci | Distributed | Metadata Control Files, one for
enceData | Object each data type to be produced,
Server are acquired from the SDSRV.
B.13.1 | Process Definitive EcDpPrAm | EcDpPrA | None Toolkit native format Definitive
Attitude data into 1FddAttitud | m1FddAt Attitude data and metadata files
toolkit native format | eDPREP or | titudeDP are generated.
EcDpPrPm | REP or
1FddAttitud | EcDpPrP
eDPREP m1FddAt
titudeDP
REP
B.13.2 | Process Definitive EcDpPrAm | EcDpPrA | None HDF Definitive Attitude data
Attitude data into 1FddAttitud | m1FddAt and metadata files are
HDF eDPREP or | titudeDP generated.
EcDpPrPm | REP or
1AttitudeD | EcDpPrP
PREP m1Attitud
eDPREP
B.14.1 | Obtain UR for Data | EcDpPrDM | EcloAdS | Distributed | URs to be used by the Data
Server erver Object Server for the storage of the

generated files are obtained
from the Advertising Server.
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Table 3.9.5.3-1. Component Interaction Table: Definiti

ve Attitude Data (4 of 4)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
B.15.1 [ Insert toolkit native | EcDpPrDM | EcDsSci | Distributed | The toolkit native format output
format Definitive enceData | Object files are stored for ESDT
Attitude data Server AM1ATTNF for Terra and
PM1ATTNQ or PM1ATTNR for
PM-1.
B.15.2 | Insert HDF EcDpPrDM | EcDsSci | Distributed | The HDF output files are stored
Definitive Attitude enceData | Object for ESDT AM1ATTHEF for Terra
data Server and PM1ATTHQ or

PM1ATTHR for PM-1.

3.9.6 FDD Repaired Ephem eris Data Thread

This threadillustratesthe acquisitionand processing of FDD suppliegbrired epkmeris data to
toolkit naive forma and HDF. This only gplies to theTerra saellite.

Thread Precorditions

The following must be present in order to perform this thrad: Thread A has creted
AM1EPHHO and AM1EPHNO granuleswith gapsof greate than 60 seonds. That dah has
been ardiived. The archiving of tha daa has triggeed an inset event to the Subsciption
Server. The Science Dat Server hes instlled the E®Ts. The FGE has beerregistered by he
SSIT Manager with the PDPS database.

3.9.6.1 FDD Repaired E phemeris Data Thread - Domain View

See Figure 3.9.6.1-1 foralDD Repaied Ephemes Data diagam
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C.7 FDF copies fle
\ ¢ C.6 Polling directory (w/o Delivery Record)
8 C.8 Deted and Read Data

C.2 Phonecdl
C.9 Creae Sagng Disk & Trarsfer Fles o Disk

C.10Request Data Isert (AM1EPHF) €5 Requed UR for SDSRV

— \
10S

C.14 Acquiredaa
; ; C.16 AcauireMCFs
C.11 Trigger inset evert
flagerinsat eve C.19 Insert data (AM1EPHHO, AM1EPHNO)

C.15 Regueg DSS UR
SBRRV C.18 Rejueg DSSUR
DPS

. C.1 Emall C.12 Natification

'0
¢3 Craesa R
C4 Activate pbn C.17 Proess FDF AM-1
.,..... s C13 Releas jobs repared ephemeris daa
..."l-..-l'CI

——3 Distributed Object (rpc, CtLib)

) HMI (GUI, Xterm, cammand)

—> ftp

# email (or other as noted)
Double line - Synchronous

- - email (or other as noted)
Dashed - Asynchronous

Figure 3. 9.6.1-1. FDD Repaired Ephemeris Data Diagram

3.9.6.2 FDD Repaired E phemer is Data Thread Interaction Table - Domain View
See Table 3.9.6.24br the FDD Repired Eptemeris Data Inteaction.
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Table 3.9.6.2-1.

Interaction Tabl e - Domain View: FDD Repaired Eph emeris Data

(10f3)
Step Event Interface | Interface Data Step Description
Client Provider | Issues Preconditions
(on ] E-mail SBSRV DAAC A gap The EDOS An e-mail message is
Ops — greater Level 0 Ancillary | sent to the Production
Producti | than 60 Data in question | Planner, alerting him to
on seconds | has already the > 60 second gap in
Planner has been the processed EDOS
occurred | processed. Terra Ephemeris Data
in the file.
AM1EPH
NO and
AM1EPH
HO files.

C.2 Call FDD DAAC FDD Missing | The gap has The Production Planner
(via Ops - data is > | been identified. | contacts the FDD and
telephone) | Productio 60 requests repaired

n Planner seconds. ephemeris data for
thetime span of the
granule that has the gap.

C.3 Create a DAAC PLS None In preparation The Operator creates a
PR Ops — for the receipt of | production request.

Productio the repaired
n Planner ephemeris data
from the FDD

C4 Activate DAAC PLS None In preparation The Operator activates a
Plan Ops - for the receipt of | plan.

Productio the repaired
n Planner ephemeris data
from the FDD

C.5 Request INS IOS/ADV | None None Upon startup, Ingest
UR for obtains the SDSRV URs
SDSRV for each data type in its

database.

C.6 Polling INS Ingest None Entire stepisa | When the system is
directory directory precondition started, Ingest begins

polling a directory at a
given location and name
for FDD Repaired
Ephemeris data.

C.7 FDD copies | FDD Ingest None FDD knows the | FDD copies Repaired
file directory host and Ephemeris file to a local

directory for file | disk on the FDD host for
placement Ingest access.

(O] Detectand | INS Directory | None None Ingest Polling detects
Read Data data in the directory and

reads the data.
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Table 3.9.6.2-1.

Interaction Tabl e - Domain View: FDD Repaired Eph emeris Data

(2 0f 3)
Step Event Interface | Interface Data Step Description
Client Provider | Issues Preconditions

C.9 Create INS DSS None None After Ingest detects files
Staging and packages into
Disk & granules, Ingest
Transfer interfaces with the DSS to
Files create an Ingest staging

disk and transfers the
files to this staging disk.

C.10 | Request INS SDSRV None FDD Repaired | Ingestinserts the FDD
Data Insert Ephemeris data | Repaired Ephemeris data

into the Science Data
Server for ESDT
AM1EPHF.

C.11 | Trigger SDSRV SBSRV None None Trigger FDD Repaired
insert event Ephemeris data insert

event.

C.12 | Notification | SBSRV PLS None PLS Send direct notification to

subscription for | PLS to inform that there

FDD Repaired is newly inserted FDD

Ephemeris data | Repaired Ephemeris
data.

C.13 | Release job | PLS DPS None None PLS releases job to

process FDD Repaired
Ephemeris data

C.14 | Acquire DPS SDSRV The input | None DPS submits an acquire

data data must request for the FDD
have Repaired Ephemeris data
been that was inserted in step
received. C.8.

C.15 | Request DPS IOS/ADV | None None These URs will be used
DSS UR to acquire the metadata

control files, one for each
data type to be produced.

C.16 | Acquire DPS SDSRV None None Metadata Control Files,
MCFs one for each data type to

be produced, are
acquired from the
SDSRV.

C.17 | Process DPS DPS The gap | FDD has Toolkit native format and
FDD Terra is > 60 supplied HDF EDOS Terra
repaired seconds | Repaired Ephemeris with gaps >
ephemeris Ephemeris Data | 60 seconds are repaired
data for the gap. using FDD Repaired

Ephemeris data.
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Table 3.9.6.2-1. Interaction Tabl e - Domain View: FDD Repaired Eph emeris Data

(30f3)
Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions
C.18 | Request DPS IOS/ADV | None None URs to be used by the
DSS UR Data Server for the
storage of the generated
files are obtained from
the Advertising Server.
C.19 | Insertdata | DPS SDSRV None None The toolkit native format
and HDF repaired output
files are archived for
ESDTs AM1EPHHO and
AM1EPHNO.

3.9.6.3 FDD Repaired E phemer is Data Thread Component Inter action Tab le
See Table 3.9.6.34br theFDD Repired Eptemeris Data Component Intecion.

Table 3.9.6.3-1. Component Interaction Table: FDD Repaired Eph  emeris Data

(10f4)
Step Event Interface Client | Interface | Interface Description
Provider Mech.
C.l1 E-mail EcSbSubServer EcSbSub | e-malil An e-mail message is sent to the
Server Production Planner, alerting him to
the > 60 second gap in the
processed EDOS Terra Ephemeris
Data file.
C.3.1 | Create DAAC Ops - EcPIPRE | GUI The Operator creates a production
production Production ditor_IF request.
request Planner
C.4.1 | Activate DAAC Ops - EcPIPRE | GUI The Operator activates a plan.
plan Production ditor_IF
Planner
C5.1 Request UR | EclnRegMgr EcloAdS | Distribute | Upon startup, Ingest obtains the
for SDSRV erver d Object | SDSRV URs for each data type in
its database.
C6.1 Polling EclnPolling Polling ftp When the system is started, Ingest
directory Directory begins polling a directory at a
given location and name for FDD
Repaired Ephemeris data.
c7.1 FDD copies | FDD EcinPolli | ftp FDD copies their Repaired
file ng Ephemeris files every 2 hours to a
local disk on the FDD host for
Ingest access. The source of the
FDD data is EDOS via the EOS
Operations Center (EOC).
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Table 3.9.6.3-1.

Component Interaction Table: FDD Repaired Eph

emeri s Data

(2 0f 4)
Step Event Interface Client | Interface | Interface Description
Provider Mech.
cs8.1 Polling EclnPolling Directory | ftp Ingest Polling detects files
Detects matching the *.PDR mask.
Files
c.8.2 Ingest EclnPolling EcinReq | Distribute | Polling Ingest process packages
Request Mgr d Object | the PDR information into an Ingest
Request. The originating system
is passed to the Ingest Request
Manager.
C.8.3 Ingest EclnRegMgr EcinGran | Distribute | Ingest Request Manager packages
Granules d Object | the request into granules and
sends them to the appropriate
Ingest Granule Server.
C.9.1 | Create EcInGran EcDsStSt | Distribute | Ingest creates Staging Disk. The
Staging Disk agingDis | d Object | correct Staging Disk is determined
kServer from the Ingest Database. The
amount of staging disk to request
is determined from the *.PDR file.

C.9.2 | Allocate EcInGran EcDsStIn | Distribute | Ingest now creates the Resource

Media gestFtpS | d Object | manager for its ftp server via a

Resource erver Resource Manager Factory.
Ingest knows that this request is
via ftp from a database lookup,
keyed on the data provider. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(IngestFtp, in this case). The
correct IngestFtp Server resource
is determined from configuration
within the Ingest Database.

C.9.3 | Ftp Getfiles | EcInGran EcDsStin | Distribute | Ingest directs the ftp server to get
gestFtpS | d Object | the files from the host and location,
erver as indicated in the *.PDR file,

placing them on the staging disk.

C.10.1 | Connectto EcInGran EcDsSci | Distribute | Ingest begins a session with the

SDSRV enceData | d Object | SDSRV by connecting. The correct
Server SDSRYV is determined during
EclnRegMgr startup, from
Advertising, based on the data
type. This is pertinent if there are
multi-SDSRVs in use at one DAAC
in one mode.
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Table 3.9.6.3-1.

Component Interact ion Table: FDD Repaired Eph emeris Data

(30f4)
Step Event Interface Client | Interface | Interface Description
Provider Mech.

C.10.2 | Request EcInGran EcDsSci | Distribute | Ingest requests the metadata
Metadata enceData | d Object | configuration file (MCF) for the
Configuratio Server data being inserted. The data
n File types being inserted are derived

from the *.PDR file. Ingest
performs preprocessing (current
number of files for data type,
metadata extraction, etc.).

C.10.3 | Validate EcInGran EcDsSci | Distribute | After building a metadata file for
Metadata enceData | d Object | the granule, Ingest asks SDSRYV to

Server validate the metadata, based on
the granule’s data type.

C.10.4 | Request EcInGran EcDsSci | Distribute | Archive newly received FDD
Data Insert enceData | d Object | Repaired Ephemeris data for

Server ESDT AM1ATTF.

C.11.1 | Trigger EcDsScienceDat | EcSbSub | Distribute | Trigger FDD Repaired Ephemeris
insert event | aServer Server d Object | data insert event.

C.12.1 | Notification EcSbSubServer EcPISub | Distribute | Send direct notification to PLS to

Mgr d Object | inform that there is newly received
FDD Repaired Ephemeris data.

C.13.1 | Release job | EcPIWb EcDpPrJ | Distribute | PLS releases job to process FDD

obMgmt | d Object | Repaired Ephemeris data.

C.14.1 | Acquire data | EcDpPrDM EcDsSci | Distribute | A request is sent to obtain the

enceData | d Object | data which was inserted into the
Server SDSRV.

C.15.1 | Request EcDpPremM EcloAdS | Distribute | These URs will be used to acquire
DSS UR erver d Object | the metadata control files, one for

each data type to be produced.

C.16.1 | Acquire EcDpPrem EcDsSci | Distribute | Metadata Control Files, one for
MCFs enceData | d Object | each data type to be produced, are

Server acquired from the SDSRV.

C.17.1 | Process EcDpPrAml1FddA | EcDpPrA | None Toolkit native format FDD
FDD ttitudeDPREP m1FddAt Repaired Ephemeris data and
Repaired titudeDP metadata files are generated.
Ephemeris REP
data into
toolkit native
format

C.17.2 | Process EcDpPrAm1FddA | EcDpPrA | None HDF FDD Repaired Ephemeris
FDD ttitudeDPREP m1FddAt data and metadata files are
Repaired titudeDP generated.

Ephemeris REP
data into
HDF
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Table 3.9.6.3-1. Component Interaction Table: FDD Repaired Eph  emeris Data

(4 of4)
Step Event Interface Client | Interface | Interface Description
Provider Mech.

C.18.1 | Obtain UR EcDpPrDM EcloAdS | Distribute | URs to be used by the Data Server
for Data erver d Object | for the storage of the generated
Server files are obtained from the

Advertising Server.

C.19.1 | Insert toolkit | EcDpPrDM EcDsSci | Distribute | The toolkit native format output
native enceData | d Object | files are stored for
format FDD Server ESDTAM1EPHNO.
Repaired
Ephemeris
data

C.19.2 | Insert HDF EcDpPrDM EcDsSci | Distribute | The HDF output files are stored for
FDD enceData | d Object | ESDTAM1EHPHO.
Repaired Server
Ephemeris
data

3.9.7 Capability to Interfa ce with EMOS (No thread shown)

This capability involves EMOS, a nominal SDPS external data provider, bkt storedata
via Polling Ingest without delivery record into the SDPS and being alb&driewe this dataat a
later time. This dda is the Detalled Activity Schedule (DAS) which has an ESDT inseted
(ActSched). Refer to the ASTER ICD Section 5.3.5 far detailed description of the DAS
format. A diagram and dediled information for this thrad is not shown since this is rededas
a sandard external dat provider interfacing with SDPS with nomnal interfaces already
described in this document.

The input side of this interface is similar to the first five steps irddhB (see Figure 3.9.5.1-1:
FDD Definite Attitude DateDiagran). Upon startup, Inest interfaces with@S to obtainthe
SDSRV URs for each dattype n the Ingest datbas®. Ingestpolls a drectory ata given
location and namépolling without delivery recal) for the DAS. EMOS copiesthe DAS files
via ftp into the given locaton for access by Ingest Ingest detects the dita in the drecbory.
Ingestinitiates the process to storeettata into the SDSRWVhen theDAS file is an updato

a previouslyinserted file,the tempoal covelege d the updatgreplacenent) file will always
maich thetempord coverageof the origind file. The previously inseted files are not ddeted.
Ingest perfoms staging disk cleanugnd logs a completion oéguest.

Theoutput sideof this intefaceis simply theacquire process outlinél in several othe scenarios.
(Forexamplesee step E.6 of the-7 Seaich and Bravse Thead — Bble 3.6.8.3-1).The EMOS
interfaces with DSS diretly to acquire DAS achived daa.
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3.10 Cross Mode / DAAC Scena rio

3.10.1 Cross Mode / DAAC Scenario Description

This scenario shows how ECS supports the iaterbetwen one Mo@ andor DAAC (System
A) and a diferent Mode and oDAAC (System B).

Thefollowing systen fundiondity is exercised in this senaio:

e cross System data ingest

3.10.2 Cross Mode / DAAC Scenario Prec onditions
e The ESDTs for theala which is to be ingestl have ben inseged into the ECS.
e The data whth is to be distributed has eldy ben gemrated in the moeDAAC of
ECS from which the dstribution is © take place.
3.10.3 Cross Mode / DAAC Scenario Partitions
The cross mode / DAC scenao is contained in the following thad:
e CrossMode/ DAAC Insertion (TheadA) — This thread shows how the EG8serts data
provided from a dfierent mode andrdDAAC by Data Distribution.
3.10.4 Cross Mode / DAAC Inse rtion Thre ad

This scenario shows how ECS supports tiohigal of data distributedby ECS. The databeing

distributedoy ECScomesfrom a differentmode orDAAC than the moderoDAAC in which the
archivalis beingdone. Theinterface between Cata Distribution and Ingest is viareail. Ingest
recaves an e-mal delivery notification from Dda Distribution dter the delivered files areftp’d

to an Ingest dirgtory. Ingest then wss the information in thdelivery notification to createa

PDR (productdeliveryrecord andputs the PDR in a polling directoryl.hen the dais ingested
via a standard polling meahism managed hyngest.

3.10.4.1 Cros s Mode / DAAC Ins ertion Thr ead Interaction Dia gram — Domain View
Figure 3.10.4.1-1 depicts the Cross Mode /ATAInsertion Thead — Domain \@w.
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A.10 Insert daa

URs

A.1 Directory Polling for PDRs

A.2 Directory Polling for Distribution

Notice Files |
A.6 Put Distrbution Notice In File
A.7 ReadDistribution Natice

A.8 Creat FDR ard Put in
Polling Directory

,

A.4 Ftp Deta

Oe—

directory

A5 Distribufion Natice

~
~
~
~

_____ »( Data User

A.3 Acquire (ftpPug)

'—)ftp

—3 Distributed Object (rpc, CtLib)
) HMI (GUI, Xterm, command)

email (or other as noted)

Double line - Synchronous
- - > email (or other as noted)

Dashed - Asynchronous

Figure 3.10.4.1-1. Cross Mode / DAAC Ins ertion Interaction Diagram

3.10.4.2 Cross Mode Insertion Thread
Table 3.10.4.2-1 proves the Inteaction — Domain Vier: Cross Mode / DAAC Ingéon.

Interaction Table

— Domain View

Table 3.10.4.2-1. Interaction T able — Domain View: Cross Mode / DAAC Inse rtion

(10f2)
Step | Interaction | Interface | Interface Data Preconditions Description
Client Provider | Issues
A.l Directory INS B directory None Entire step is When system is started,
Polling for really a Ingest begins polling a
PDRs precondition. directory, looking for files
that meet the following
standard: *.PDR, in the pre-
configured directory.
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Table 3.10.4.2-1. Interaction Table — Domain View: Cross Mode / DAAC Inse rtion

(2 0f2)
Step | Interaction | Interface | Interface Data Preconditions Description
Client Provider Issues
A.2 Directory INS B directory None Entire step is When system is started,
Polling for really a Ingest begins polling a
Distribution precondition. directory, looking for files
Notice that meet the following
Files standard: *.notify, in the
pre-configured directory.
A3 Acquire Data DSS A None None The Client or Subscription
Data User Server submits an Acquire
request for granules, via
ftp Push.
A4 Ftp Data DSS A directory None None DSS ftps the data files to a
directory.
A5 Distribution | DSS A INS B None The Ingest Send e-mail notification to
Notice Email Parser Ingest on System “B” that
has a valid e- the requested granules are
mail address. now available on System
HAH.
A.6 Put INS B directory None None Store e-mail notification
Distribution into a file.
Notice in a
File
A7 Read INS B directory None None Ingest reads the
Distribution distribution notice file.
Notice
A.8 Create INS B directory None None Ingest creates a PDR file
PDR and from the data in the
putitin distribution notice file and
Polling puts the PDR file in a
Directory polling directory.
A.9 Get INS B 10S None None When Ingest receives a
SDSRV request for which it does
URS not already have the
SDSRV URs, it gets the
SDSRV URs from IOS.
A.10 | InsertData | INS B DSS B None DSS must have | Ingest sends the data to
the appropriate | DSS for archival.
ESDTs
installed.
A.11 | Send PAN | INS B Data User | None The Data When the Ingest request is
A User’s e-malil complete, a Production
address needs | Acceptance Notification
to be in the (PAN) is e-mailed to the
Ingest Data User indicating either
database. success or errors found.
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3.10.4.3 Cross Mode / DAAC Inse rtion Thre ad Compone nt Inte raction Table
Table 3.10.4.3-1 proves the Component Intaction: Cross Mode / DAAC Insigon.

Table 3.10.4.3-1. Compone nt Inte raction Table: Cros s Mode / DAAC Ins ertion
(1 0of5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

Al1l

Ingest Polling
for PDRs

EclnPolling

Directory

ftp

Ingest begins polling the
configured directory. It periodically
looks for files named *.PDR. The
polling periodicity is determined
from a configuration file.

A2.1

Ingest Polling
for
Distribution
Notice Files

EcInEmailG
WServer

Directory

ftp

Ingest begins polling the
configured directory. It periodically
looks for files names *.notify. The
polling periodicity is determined
from the Ingest database.

A3.1

Acquire Data

EcSbSubSer
ver or Client

EcDsScienc
eDataServer

Distributed
Object

SBSRYV or Client submits an
Acquire request for granules via
ftpPush. This request is
asynchronous, meaning that the
return of the submit call of the
request only contains the status of
the request’s submittal. The
request asks for an e-mail
notification to be e-mailed to the
Ingest.

A.3.2

Create
Staging Disk

EcDsScience
DataServer

EcDsStStagi
ngDiskServ
er

Distributed
Object

SDSRYV verifies access privileges
for the granule and creates a
Staging Disk for metadata files,
which allocates space and passes
back a reference to that disk
space. The correct staging disk
server is determined from the
ArchivelD metadata of the
granules to be distributed. The
amount of staging disk to request
is determined from collection level
metadata from the ESDT's
Descriptor file.

A.3.3

Create
Metadata File

EcDsScience
DataServer

EcDsScienc
eDataServer

Distributed
Object

For each granule referenced in the
Acquire request, the SDSRV
creates a file containing the
granule’s metadata before passing
to Distribution.
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Table 3.10.4.3-1. Compone nt Inte raction Table: Cros s Mode / DAAC Ins ertion
(20f5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

A3.4

Distribute
Granules,
Synchronous

EcDsScience
DataServer

EcDsDistrib
utionServer

Distributed
Object

SDSRYV submits a request to Data
Distribution. The request includes,
for each granule, a reference to
the metadata file as well as all
data files. Other parameters from
the Acquire request are passed to
Data Distribution.

A.3.5

Create
Staging Disk

EcDsDistribut
ionServer

EcDsStStagi
ngDiskServ
er

Distributed
Object

DDIST creates a Staging Disk for
the granule files in the archive.
This allocates space and passes
back a reference to that disk
space. The correct staging disk
server is determined from the
information passed by the SDSRV
in the distribution request, which
was the ArchivelD metadata
parameter of the granule to be
staged. The amount of staging
disk to request is calculated from
the file sizes in the information
passed in the Distribution
Request.

A.3.6

STMGT
Retrieve

EcDsDistribut
ionServer

EcDsStArchi
veServer

Distributed
Object

DDIST requests that STMGT
retrieve the granule file that is
archived. This results in the file
being staged to read-only cache
disks. This means that all files
needed to fulfill the distribution
request are on disk, and ready to
be copied. The correct archive
object to request is determined
from the information provided by
the SDSRYV in the distribution
request. The returns references to
the files in the read-only cache.

A.3.7

Link Files to
Staging Disk

EcDsDistribut
ionServer

EcDsStStagi
ngDiskServ
er

Distributed
Object

DDIST links the files from the
read-only cache into the staging
disk.

A.3.8

Copy Files to
Staging Disk

EcDsDistribut
ionServer

EcDsStStagi
ngDiskServ
er

Distributed
Object

DDIST copies the metadata files
from the SDSRV'’s Staging Disk
into the staging disk.
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Table 3.10.4.3-1. Compone nt Inte raction Table: Cros s Mode / DAAC Ins ertion
(30f5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

A.3.9

ftpPush Files

EcDsDistribut
ionServer

EcDsStFtpD
isServer

Distributed
Object

DDIST now creates the Resource
manager for ftp pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The
correct FtpServer is determined
from configuration within the
resource factory. The files, host
location, username and password
are all determined from the
information provided in the original
Acquire request.

A4l

ftp Files

EcDsStFtpDi
sServer

ftp daemon

ftp

CSS performs the actual low level
ftp of the files.

AS5.1

Build
Distribution
Notice

EcDsDistribut
ionServer

EcDsDistrib
utionServer

e-mail

DDIST builds an e-mail notification
that the user’s order has been
fulfilled. This notification includes
the media ID, type and format of
the request, UR, type and the file
names and sizes for each granule
as well as a DAAC configurable
preamble.

A5.2

Send E-mail

EcDsDistribut
ionServer

E-mail
Service

e-mail

DDIST sends the distribution
notice to Ingest via e-mail.

A6.1

Put
Distribution
Notice in a
File

EclnEmailG
WServer

E-mail
Service

Sendmail
script

The Ingest Email Parser stores the
distribution notice as a text file in a
configurable directory location
using a Sendmail script. A
reference to this script is available
in the /etc/mail/aliases file.

A7.1

Ingest Email
Parser
Detects Files

EcInEmailG
WServer

EcInEmailG
WServer

Distributed
Object

Ingest Email Parser detects files
matching the *.notify mask.

A8.1

Create PDR

EcInEmailG
WServer

EcInEmailG
WServer

Distributed
Object

Ingest Email Parser parses the
distribution notice file and uses the
ESDT, FTPHOST, FTPDIR,
FILENAME, and FILESIZE fields
to generate a PDR file. It will set
the ORIGINATING_SYSTEM in
the PDR to “DDIST".

A.8.2

Put PDR in
Polling
Directory

EcIlnEmailG
WServer

Directory

copy
function

Ingest Email Parser copies the
PDR file to the predetermined
directory.
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Table 3.10.4.3-1. Compone nt Inte raction Table: Cros s Mode / DAAC Ins ertion
(4 0f 5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

A.8.3

Polling
Detects Files

EclnPolling

Directory

ftp

Ingest Polling detects files
matching the *.PDR mask.

A.8.4

Ingest
Request

EclnPolling

EcInRegMgr

Distributed
Object

Polling Ingest process packages
the PDR information into an Ingest
Request. The originating system
(DDIST) is passed to the Ingest
Request Manager.

A9.1

Get SDSRV
URS from
I0S

EclnRegMgr

EcloAdServ
er

Distributed
Object

When Ingest Request Manager
receives a request for which it
does not already have the SDSRV
URs for each data type in the
request, it gets the SDSRV URs
from Advertising.

A.10.

Ingest
Granules

EcInRegMgr

EcinGran

Distributed
Object

Ingest Request Manager
packages the request into
granules and sends them to the
appropriate Ingest Granule Server.

A.10.

Connect to
SDSRV

EcinGran

EcDsScienc
eDataServer

Distributed
Object

Upon receiving the message to
ingest a granule, the Ingest
Granule Server begins a session
with the SDSRV by connecting.
The correct SDSRYV is determined
from the SDSRV UR received from
IOS by the Ingest Request
Manager, based on the data type.

A.10.

Insert Data

EcInGran

EcDsScienc
eDataServer

Distributed
Object

Ingest replaces the InputPointers
in the .met file with “RE-INGEST
FROM DISTRIBUTION — INPUTS
UNKNOWN?” and then requests
that the files in the granule be
inserted into the Data Server. An
Insert request, containing the
names of the files comprising the
granule is created. SDSRV
validates the metadata and
determines the archived names of
the files.

A.10.

STMGT
Store

EcDsScience
DataServer

EcDsStArchi
veServer

Distributed
Object

SDSRYV requests that the granule
be archived. The archive server
reads the inserted files directly
from the disks that they are
residing on. The correct archive
object to request is determined
from collection level metadata for
the ESDT, defined in the ESDT’s
descriptor.
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Table 3.10.4.3-1. Compone nt Inte raction Table: Cros s Mode / DAAC Ins ertion

(50f5)

Step Event Interface Interface Interface Description
Client Provider Mech.
A.10. | Adding a EcDsScience | Sybase/SQ | CtLib The validated metadata is parsed
5 Granule to DataServer S and added to the inventory of the
Inventory SDSRV.
A.11. | Send PAN EclnRegMgr | E-mail e-malil The Ingest Request Manager
1 Server creates a PAN and sends it to the
Data User.
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3.11 Science Investigator-Led Proces sing Sy stems (SIPS) Scenario

3.11.1 SIPS Scenario D escription

This scenario shows how ECS supports thehigal of SIPS data. SIPS provides metadag,
standard prodit data ganules, brows data, ancillary dita, production history(PH), QA
granules, dgorithm pa&age TAR files and file linkage informaion to ECS. The interface
between SIPS and ECS is through a standard polling (with deleeoyd) mechanism maned)
by Ingest.

(SIPS receives daffiles including Lew O data, andary data and orbit and @itude datavia
ECS standard data distribution services includirsgcdeand oray.)

Thefollowing systen fundiondity is exercised in this senaio:
e SIPS-driven data ingest

3.11.2 SIPS Scenario Preconditions
e TheESDTs for theSIPS dta have bee inseted into theECS.

3.11.3 SIPS Scenario Partitions

The 3PS scenaro is contained n thefollowing thread:

e SIPS Data Insertion (Thad A) —This thread shows howeECS inserts data
provided by SIPS.

3.11.4 SIPS Data Insertion Thre ad
This thread shows how the ECS inserts daba@iged by SIPS.

3.11.4.1 SIPS Data Insertion Thread Interaction Diagram — Domain View
Figure 3.11.4.1-1 depicts the SIPS Dataetftisn Thread — Domain View.
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Distributed Object (rpc, CtLib)
HMI (GUI, Xterm, command)

'—)ftp

email (or other as noted)
Double line - Synchronous
email (or other as noted)
Dashed - Asynchronous
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\
A.8 Send PAN

A.3 SIPS Copies Files

O

A.2 Directory Polling
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-

A.1 Get SDSRV URs

A.5 Create Sging Disk & Trarsfer Rles (toDisk)
A.6* Translate Granule Pointers inlinkage file into Urs
A.7 Request Data lisert

4
*Note: StepA.6 Grarule Rointer trarslation is
not performed if there is no Inkage file.

Figure 3. 11.4.1-1. SIPS Data Insertion Int eraction D iagram

3.11.4.2 SIPS Data Insertion Thread Int eraction Table — Domain View
Table 3.11.4.2-1 proves the Inteaction — Domain \@w: SIPS Data Insertion.

Table 3.11.4.2-1. Interaction T able — Domain View: SIPS Data Insertion (1 of 2)

Step Interaction Interface Interface Data Step Description
Client Provider | Issues | Preconditions
Al Get SDSRV INS 10S None None Upon startup, Ingest
Urs gets the SDSRV URs
for each data type in its
database.
A2 Directory INS directory None Entire step is When system is
Polling really a started, Ingest begins
precondition. polling a directory,
looking for files that
meet the following
standard: *.PDR, in the
preconfigured directory.
A3 SIPS copies | SIPS directory None SIPS knows the | SIPS copies the data
files host and and metadata files to
directory to the directory which
place files. Ingest is polling.
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Table 3.11.4.2-1.

Interaction T able — Domain View: SIPS Data Insertion (2 of 2)

Step Interaction Interface Interface Data Step Description
Client Provider | Issues | Preconditions

A4 Detect and INS Directory None None Ingest Polling detects
Read Data data in the directory

and reads the data.

A5 Create INS DSS None None After Ingest detects
Staging Disk files and packages into
& Transfer granules, Ingest
Files interfaces with the DSS

to create an Ingest
staging disk and
transfers the files to this
staging disk.

A. 6* | Translate INS DSS None None Ingest submits a query
Granule to DSS to search for
Pointers in the ECS UR for the
linkage file particular internal
into Urs identifier, data type and
(*Note: version ID which were
Translation is extracted from the
not done if Granule Pointer in the
there is no linkage file.
linkage file.)

A7 Request Data | INS DSS None DSS must have | Ingest sends the data
Insert the appropriate to DSS for archival.

ESDTs installed.
A.8 Send PAN INS SIPS None The SIPS e-mail | When the Ingest
(email or ftp) address and/or request is complete, a
ftp information Production Acceptance
needs to be in Notification (PAN) is e-
the Ingest mailed to the SIPS
database. indicating either
success or errors
found.
3.11.4.3 SIPS Data Insertion Thread Component Inter action Table

Table 3.11.4.3-1 proves the Component Intaction: SIPS Scenario, SIPS Data Insertion.
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Table 3.11.4.3-1. Component Inter action Tabl e: SIPS Data Insertion (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
A.1l.1 | Get SDSRV EcinRegMgr | EcloAdServ | Distributed | Upon startup, Ingest Request
URs from er Object Manager requests the SDSRV
I0S URs for each data type in its
database.
A.2.1 | Ingest Polling | EcinPolling Directory ftp Ingest begins polling the
for PDRs configured directory. It periodically
looks for files named *.PDR. The
polling periodicity is determined
from a configuration file.
A.3.1 | SIPS Copies | SIPS Directory ftp SIPS ftp’s the data files and the
Files PDR file to the predetermined
directory.
A.4.1 | Polling EcInPolling Directory ftp Ingest Polling detects files
Detects Files matching the *.PDR mask.
A.4.2 | Ingest EcInPolling EcIinRegMgr | Distributed | Polling Ingest process packages
Request Object the PDR information into an Ingest
Request. The originating system
is passed to the Ingest Request
Manager.
A.4.3 | Ingest EcinRegMgr | EcInGran Distributed | Ingest Request Manager
Granules Object packages the request into
granules and sends them to the
appropriate Ingest Granule Server.
A.5.1 | Create EcInGran EcDsStStagi | Distributed | Ingest creates Staging Disk. The
Staging Disk ngDiskServe | Object correct Staging Disk is determined
r from the Ingest Database. The
amount of staging disk to request
is determined from the *.PDR file.
A.5.2 | Allocate EcInGran EcDsStinge | Distributed | Ingest now creates the Resource
Media stFtpServer | Object manager for its ftp server via a
Resource Resource Manager Factory.

Ingest knows that this request is
via ftp from a database lookup,
keyed on the data provider. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(IngestFtp, in this case). The
correct IngestFtp Server resource
is determined from configuration
within the Ingest Database.
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Table 3.11.4.3-1 Component Interaction Table: S

IPS Data Insertion (2 of 2)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

A5.3

Ftp Get files

EcInGran

EcDsStinge
stFtpServer

Distributed
Object

Ingest directs the ftp server to get
the files from the host and
location, as indicated in the *.PDR
file, placing them on the staging
disk.

A6.1

Connect to
SDSRV

EcIinGran

EcDsScienc
eDataServer

Distributed
Object

Upon detecting the presence of
granule files, the Ingest Granule
Server begins a session with the
SDSRYV by connecting. The
correct SDSRYV is determined from
the SDSRV UR received from I0S
by the Ingest Request Manager,
based on the data type.

6.2*

Translate
Granule
Pointers in
linkage file
into URs

EcIinGran

EcDsScienc
eDataServer

Distributed
Object

The Ingest Granule Server
submits a query to SDSRV to
search for the ECS UR parameter
for the particular internal identifier,
data type and version ID found in
the Granule Pointer in the linkage
file. It then constructs an insert
command for the browse, QA, or
PH file which is associated with
the linkage file. The Granule
Server calls the SDSRV Validate
method for standard data product
granules before doing the insert.
(*Note: This step is not performed
if there is no linkage file.)

A7.1

Request
Data Insert

EcinGran

EcDsScienc
eDataServer

Distributed
Object

Ingest requests that the files in the
granule are inserted into the Data
Server. An Insert request,
containing the names of the files
comprising the granule is created.
SDSRYV validates the metadata
(only if standard product data
granules are being transferred)
and determines the archived
names of the files.

A7.2

STMGT
Store

EcDsScience
DataServer

EcDsStArchi
veServer

Distributed
Object

SDSRYV requests that the files be
archived. The archive server
copies the inserted files directly
from the Ingest staging disks that
they reside on.

A8.1

Send PAN
(email or ftp)

EcInRegMgr

Email
Server

e-malil or ftp

The Ingest Request Manager
creates a PAN and sends it to the
appropriate SIPS.
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3.12 Fault Recovery

Fault recovery is suppodeby a numbeiof automated mchanisms thatra desribed in this
section. In any scenario, clent or serer fallures could aecur which would caise ertain
recovery events to take place. These events ae outlined in this setion for specific client or
server failures, andheseevents apply to any aational senario involving the spHied
client/server nterface. This section does notshow a sp-bystep sceario as n previous
sections, but outline therecovery st@s whid are part of any seenario which experiences a fault
as outlined belowNote that Oprator pocedures areethiled in the 611 docuemt.

Integration and testing of the fault recovery @pabilities of ECS foasal on ASTER ad Landsa
7 scenarios wich peform inserts (Ingst and PDPS) and acges (PDPS and SBSRVAII fault
recovery cgpabilities ae based on theassumption thiathe systen must reove from a single
failure event. The fault remvey medanisms tha are described in this setion have been
designal to del with individud failure events. They typicdly will work if multiple faults occur
simultaneously (e.g., failuref seveal severs kecaus a platfam crashes). Howeve, multiple
faults an lead to omplex interdependencies for recovay. These situaions are mudch more
difficult to dassify and hence, are notexplicitly addressel in this setion.

The Cls that providealilt recowery capabilities in ECS are summarized in Table 3. 1i2low.
Speific cgpabilities ae detailed in thefollowing sedions.

Table 3.12-1. Fault Recovery Cls (1 of 2)

Cl Server(s) Fault Recov ery Suppor t
PLANG, EcDpPrJobMgmt Resumption from last checkpoint
PRONG EcPISubMgr
EcDpPrDeletion
INGST EcInGran Resumption from last checkpoint
Start-up options for recovery
Client notifies Server it is cold or warm
EclnAuto Resumption from last checkpoint
EcInRegMgr Start-up options for recovery
EcInPolling
EcInEmailGWServer Start-up options for recovery
EcinGUI None
SBSRV EcSbSubServer Resumption from last checkpoint
Start-up options for recovery
Client notifies Server it is cold or warm
SDSRV EcDsScienceDataServer Resumption from last checkpoint (partial)
Start-up options for recovery
Client notifies Server it is cold or warm (client
side only)
EcDsHdfEosServer None
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Table 3.12-1. Fault Recovery Cls (2 of 2)

Cl Server(s) Fault Recov ery Suppor t
DDIST EcDsDistributionServer Resumption from last checkpoint
Start-up options for recovery
Client notifies Server it is cold or warm
STMGT EcDsStArchiveServer Resumption from last checkpoint
EcDsStStagingDiskServer Start-up options for recovery
EcDsStStagingMonitorServer Client notifies Server it is cold or warm
EcDsStPullMonitorServer Start-up options for recovery
EcDsStFtpDisServer Resumption from last checkpoint
EcDsStingestFtpServer
EcDsSt8MMServer None
EcDsStD3Server
EcDsStPrintServer

Other Cls not shown in Table 3.12-&vk beendesigred to be statelesswhere they execute
transactionsagainst persistentdata, they typidly have ben designed sin that redoing the
transaction has no ill gfect.

Request Identification and Checkpointing

In order toenable &ult recoveryactivities, regests that cross alient/serverboundary are
assigned system-uniquédentifier referredto as anRPCID. (RPC refers to Remote Pextue
Cdl, the DCE mehanism by whid requests ae submittel from dient to saver.) As arequest
propagates throughetsystem, ezh associad client/serer exchang is assigned a unique RPC
ID. Howewer, the RPC ID foreech interation is derivedfom the previous RPC ID ceived by
the client for this regest. Thus, all RPC IDs associated with a giveguest Bve acommon
portion that relates theasious client/serer calls to one another.More importantly, given the
previous RPC ID, clients will consistently reproduce same RPC ID that was submitted to the
serveron the subsequengvent Theconceptof reprodicible RPC IDs is cental to the ECS fault
recovery cgpability. When requests areretried from dient to sever, the areaways submittel
with the same RPC ID & was usel in theorigina submission of theequest, even if either the
client or serer hascrashd betwen reties.

RPC IDs are also caal to the cleckpointing aspectfdault recovey. As requests aive atfault
recowery-enabked severs, hey ae recorded n a persstent store (typicaly, a data bas), tagged
with the RPC ID which identifies the regst. As the reqgest is servicedcheckpointing state
informationmay be updatedn the persistent store, up to andliding the completion status of
the request. This allows the swers toresume seicing from the last checkpointedstate,
particularly uponesubmission from a client.

Table 3.12-2 detls what is checkpoirtd by eah fault ecowery-erebled ®rver:
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Table 3.12-2 Checkpoint ed Servers

Cl Server(s) Checkpoint ed Information
PLANG, | EcDpPrDeletion Interim Delete Requests
PRONG | EcDpPreM Queued and Activated jobs
EcDpPrDM
EcPISubMgr Unprocessed subscription notifications
INGST EcInGran Granule and granule state information
EcIinReqMgr Request state information
EcinPolling Request information
EcIinAuto
EcInEmailGWServer N/A
EcinGUI Media Ingest request information
SBSRV EcSbSubServer Request for triggering subscriptions
Triggered actions
SDSRV | EcDsScienceDataServer Asynchronous acquire requests that have been
accepted for processing, and SBSRV event
notifications
EcDsHdfEosServer N/A
DDIST EcDsDistributionServer Requests which have been accepted for processing
STMGT | EcDsStArchiveServer Store and Retrieve request state information

EcDsStStagingDiskServer

Resource allocation and ownership for staging disks

EcDsStStagingMonitorServer
EcDsStFtpDisServer
EcDsStingestFtpServer

Request state information

EcDsStPullMonitorServer
EcDsSt8MMServer
EcDsStD3Server
EcDsStPrintServer

N/A
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Start Temper atures and Restart Notification

Fault recovery pvides thre startup modes “start tempeature$ — for servers: warm startcold
start, and coldestart. The default betavior for all seners is to warm startThese startup modes
have thefollowing characteristics:

Warm Start

Cold Start

Cold Restart

The sener has all knowledge of peviously submitted requests,
including the last checkpointed stdte any regest being servied by
the serve prior to its crash. Upon re-submission, the sexw will
restore from checkpoint and continue srvicing the equest. Any
resoures previously alloated by the sever (e.g., stagingdisks) will
be preseved.

The serer retains no knowledge fopreviously submittedequests.
Any informdion in its pesistet storetha is related to previous
requests is flushed asrp of the stat-up process. All reqestsappea
to be new requests to thesaver, even if the request is redly a re-
submission from a clientAny resouces peviously allocated by the
server(e.g., staging disksya releasd.

The serer has knowddge of peviously submitted requests, but will
not perform anyurther sevicing of tho® reqests. All requestsn the
persistent store are maked as failed dueto the server’s mld restat
and, if re-submitted, will be failed back to tbkent with a fatal error.
Any resoucespreviously allocated by theesver (e.g., staging disks)
are eleazd.

Clients tha are restartel with astat temperature aso notify theserves to which they areclients,
except as netd in Table 3.12-6Clients notify serers that they &ve cone up “cold’ or “warm?”,
anddo not differentiate between coldstartandcold restart. Detailed clientand serer befavior
on restart is desibed in subsequent c#ons.

Client/Ser ver Relationship s

Fault recovery ghavior @n vary from intaface to inteface. Table 3.128 summaries the
client/sever interfaes relevant to ECS falt recovery.

Table 3.12-3. Fault Recovery Client/Server Interfaces (1 of 3)

Cl Client Process(es) Cl Server Process(es)

PLANG, EcPISubMgr SDSRV EcDsScienceDataServer

PRONG PRONG EcDpPrJobMgmt
ADSRV EcloAdServer

EcPIPREGuI SDSRV EcDsScienceDataServer

PRONG EcDpPrJobMgmt
SBSRV EcSbSubServer
ADSRV EcloAdServer
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Table 3.12-3. Fault Recovery Client/Server Interfaces (2 of 3)

Cl Client Process(es) Cl Server Process(es)
EcPIWb PRONG EcDpPrJobMgmt
EcDpAtStageDAP SDSRV EcDsScienceDataServer
EcDpAtinsertTestFile SDSRV EcDsScienceDataServer

ADSRV EcloAdServer
EcDpAtinsertStaticFile SDSRV EcDsScienceDataServer
ADSRV EcloAdServer
EcDpAtinsertExeTarFile SDSRV EcDsScienceDataServer
ADSRV EcloAdServer
EcDpAtSSAPGuI SDSRV EcDsScienceDataServer
ADSRV EcloAdServer
EcDpAtGetMCF SDSRV EcDsScienceDataServer
ADSRV EcloAdServer
EcDpPrbM SDSRV EcDsScienceDataServer
ADSRV EcloAdServer
EcDpPremM SDSRV EcDsScienceDataServer
ADSRV EcloAdServer
PRONG EcDpPrJobMgmt
EcDpPrJobMgmt PRONG EcDpPrDeletion
EcDpPrDeletion SDSRV EcDsScienceDataServer
EcPlOdMgr SDSRV EcDsScienceDataServer
SBSRV EcSbSubServer
INGST EcinGran SDSRV EcDsScienceDataServer
STMGT EcDsStStagingDiskServer
EcDsStingestFtpServer
EcInRegMgr INGST EcInGran
STMGT EcDsStStagingDiskServer
EcInGUI INGST EcInReqMgr
STMGT EcDsStStagingDiskServer
EcDsStD3Server
EcinPolling INGST EclnReqMgr
EcIinAuto
EcInEmailGWServer N/A N/A
SBSRV EcSbSubServer SDSRV EcDsScienceDataServer
PLANG EcPISubMgr (through Queuename)
SDSRV EcDsScienceDataServer SBSRV EcSbSubServer
SDSRV EcDsHdfEosServer
DDIST EcDsDistributionServer
STMGT EcDsStArchiveServer
EcDsStStagingDiskServer
EcDsHdfEosServer STMGT EcDsStStagingDiskServer
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Table 3.12-3. Fault Recovery Client/Server Interfaces (3 of 3)

Cl Client Process(es) Cl Server Process(es)

DDIST EcDsDistributionServer STMGT EcDsStArchiveServer
EcDsStStagingDiskServer
EcDsStFtpDisServer
EcDsSt8MMServer
EcDsStD3Server
EcDsStPrintServer

STMGT EcDsStArchiveServer STMGT EcDsStArchiveServer
EcDsStStagingMonitorServer
EcDsStStagingDiskServer

EcDsStStagingMonitorServer | N/A N/A

EcDsStPullMonitorServer

EcDsStStagingDiskServer STMGT EcDsStStagingMonitorServer
EcDsStStagingDiskServer

EcDsStFtpDisServer STMGT EcDsStStagingDiskServer
EcDsStPullMonitorServer

EcDsStIngestFtpServer STMGT EcDsStStagingDiskServer

EcDsSt8MMServer

EcDsStD3Server

EcDsStPrintServer

Fault Handling

Falure events areclassified as having any of threeseverity levels: faal errors, retry errors and
warnings. Fatal erors ae returned wlken a requestcannot be seaviced, even with opeator
intervention. For example|f a request is made to distribute data via FTP to a non-existent host,
the request will bedled with a &tal eror. Retry erros can le recoveed from, thoughsuch
errorsshouldbe retured back to theclient only when theesver cannot ecoverfrom the eror
aubmaticaly. Retry erors nay also recesdite operator assstane for recovery purpo®s, such
as n the case ba pe thatis left in a devte andmust be manualy renoved. Warnings are
provided where operations will proceed without interruption, but wdean unexpcted
circumstane wasdetected. For exanple, if a cient requess thata file be renoved, and hefile
does not exist, there is naer pe se, but a arning is geneated tocaution the client that thide
to be removed did not exist in the first pac

Transenterrors suchas newvork erras ae alvays etry errors. In geneal, clients and serers
tha experience transient, rery errors will first attempt to reover by retrying the operdion
automatically. One speial case of this is “ebinding.” Rebinding redrs to theprocessby which
a dient automdically attempts to re-steblish ommuniations with aDCE server in thevent
that communications are disruptedhis disruption may be caes by transient etwork failure,
or by the serer being brought downracrashing. In any case,the client will automatically
attempt to reconnect to the servor a period oftime thatis configurabé on a client-by-client
basis.

ECS processes that encoemanerrar or receive anerrorfrom a grver request may either gss

the err@ back toa higher-evel client or pesent it to the opeior for opesetor intervention. The
fault handling policies ardetailed in Bble 3.12-4:
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Table 3.12-4. Fault Hand ling Poli cies (1 of 2)

Cl

Client Pr oce ss(es)

Fault Handling Policy

PLANG,
PRONG

EcPISubMgr

Retry errors: All Subscription processing errors are
retried a configurable number of times and for a
configurable time period. After these number of times
(or time period) the subscription is lost.

Fatal errors: N/A

EcPIPREGuI
EcPIWb

Retry errors: Since these are GUI applications,
errors are reported to the user and it is his/her
responsibility to retry the request.

Fatal errors: Errors are reported to the user.

EcDpAtStageDAP
EcDpAtinsertTestFile
EcDpAtinsertStaticFile
EcDpAtinsertExeTarFile
EcDpAtSSAPGuUI
EcDpAtGetMCF

Retry errors: Some automatic retries of requests
exist, but in general these are command line tools and
as such report any errors to the user and it is his/her
responsibility to retry the request.

Fatal errors: The User is sent a fatal error message.

EcDpPrDM
EcDpPremM

Retry errors: Errors are retried a configurable number
of times, then the job is failed and it is up to the
Production Monitor to restart the job through AutoSys.
Fatal errors: A fatal error message is logged.

EcDpPrJobMgmt

Retry errors: Requests are NOT retried to
EcDpPrDeletion. This can result in the loss of Interim
Granule delete notifications (interim granules may not
be deleted from the system).

Fatal errors: N/A

EcDpPrDeletion

Retry errors: No retries are implemented. Status
from DSS is not checked.
Fatal errors: N/A

EcPIOdMgr

Retry errors: Retries errors from the Science Data
Server and the Subscription Server.

Fatal errors: Logs errors and stops current on
demand requests.

INGST

EcinGran

Retry errors: Errors are retried a configurable number
of times, then the granule is suspended. The
operators can then either cancel or resume the
suspended granule from the Ingest GUI.

Fatal errors: The granule is failed. Granule failures
are displayed on the Ingest GUI.

EcInRegMgr

Retry errors: Errors connecting to EcinGran are
retried forever. Retry errors involving staging disks
are retried a configurable number of times, then the
request is failed.

Fatal errors: Errors are failed immediately.
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Table 3.12-4. Fault Hand ling Poli cies (2 of 2)

Cl

Client Pr oce ss(es)

Fault Handling Policy

EcIinGUI

Retry errors: Any error results in the request failing.
Fatal errors: Any error results in the request failing.

EclnPolling
EcInAuto

Retry errors: Errors are retried forever, with a delay
between retries.

Fatal errors: Errors are failed immediately, and are
displayed on the Ingest GUI.

EcInEmailGWServer

Retry errors: N/A

Fatal errors: E-mail that cannot be processed is
moved to a failed directory, but no operator
notification is provided.

SBSRV

EcSbSubServer

Retry errors: Errors are retried for a

configurable amount of times, then suspended. The
operators can then either cancel or resume the
suspended acquire requests through system provided
scripts.

Fatal errors: N/A

SDSRV

EcDsScienceDataServer
EcDsHdfEosServer

Retry errors: Errors are retried a configurable number
of times, then passed back to the calling client
process unchanged. The default retry policy for
SDSRV servers is “retry forever.” For async Acquire
requests that involve subsetting, retry errors
encountered with the HDF servers are not returned to
the client. Instead the request is queued for future
execution.

Fatal errors: Eerrors are passed back to the calling
client process.

Note: Errors associated with asynchronous requests
are logged but do not appear on any GUI. HDF
servers are restarted manually by the Operator.

DDIST

EcDsDistributionServer

Errors are presented to the operator via the DDIST
GUI.

Retry errors: Errors are presented as “Suspended with
Errors” and can be resumed by the operator.

Fatal errors: Errors are presented as “Failed.” For
synchronous requests, fatal errors are also passed
back to the calling client process. For asynchronous
requests, fatal errors are sent as part of the e-mail
notification.

STMGT

EcDsStArchiveServer
EcDsStStagingDiskServer
EcDsStStagingMonitorServer
EcDsStPullMonitorServer
EcDsStFtpDisServer
EcDsStingestFtpServer
EcDsSt8MMServer
EcDsStD3Server
EcDsStPrintServer

Retry errors: Errors are passed back to the calling
client process.
Fatal errors: Errors are passed back to the calling
client process.
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Client Crash

Whena client crashesn the ECS sysem, fault recowery-enabled ®rvers haveseveal possble
responses.Seners may continue toesvice client reqests, independentf dahe client’s status.
Serversmay chooseo suspend preessing of client equests, but permit theequests to be
resumed upon clientecovery. Or, srvers may termina servicingof the client requests,
canaling all work done on theeqguests. The behavio of each CI isdetailedin Table 3.12-5.
Note that the behaviemf a ®rver in the event ba clientcrash des not varyrfom client to client.

Table 3.12-5. Server Responses to Client Failur es

Cl Server(s) Behavio r on Cli ent Crash
PLANG, EcDpPrJobMgmt Requests in process are serviced to completion
PRONG EcPISubMgr
EcDpPrDeletion
INGST EcInGran Requests in process are serviced to completion.
EcInRegMgr
EclnAuto
EcInGUI N/A
EclnPolling
EclnEmailGWServer
SBSRV EcSbSubServer Since its client, SDSRV, is also the
action provider of SBSRV, SBSRV will proceed to
finish all triggered subscriptions till the point that
SDSRYV has to be called. By then, all requests are
stored for later retry.
SDSRV EcDsScienceDataServer Requests in process are serviced to completion.
EcDsHdfEosServer
DDIST EcDsDistributionServer Requests in process are serviced to completion.
STMGT EcDsStArchiveServer Requests in process are cancelled by thread
EcDsStStagingMonitorServer rundown.
EcDsStPullMonitorServer
EcDsStFtpDisServer
EcDsStingestFtpServer
EcDsSt8MMServer
EcDsStD3Server
EcDsStPrintServer
EcDsStStagingDiskServer Requests in process are cancelled by thread
rundown. Non-persistent staging disks allocated by
the client are leaked (NCR 15262 — will be fixed in
6A).

Client Restart

When aclient restarts in theECS systm, it sends arestat notification to each sever with which
it interacts. Clients notify servers that theyare cone up “cold” or “warm”, and do not
differentiate beween cold start ad old restat. Geneally, the notification tempeature sent to
the sever maches thetempeaature & which theclient process is retarted.
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Table 3.12-6 shows egptions to the gemal behavior fa client submission of restart

notification:

Table 3.12-6. Client Restart Notification Exceptions

Client Process(es)

Server Process(es)

Restart Notification

PDPS N/A

EcInGran EcDsScienceDataServer Matches start temperature
EcDsStStagingDiskServer (Also see Note 1 below)
EcDsStIngestFtpServer N/A (not supported by server)

EclnRegMgr EcDsStStagingDiskServer Matches start temperature

(See Note 1 below)

EcinGUI EcDsStStagingDiskServer Always sent warm (See Note 1 below)
EcDsStD3Server N/A (not supported by server)

EcInPolling N/A N/A

EclnAuto

EcInEmailGWServer

EcSbSubServer EcDsScienceDataServer Match start temperature

EcDsScienceDataServer

EcDsDistributionServer

Always sent warm

EcDsStArchiveServer

Always sent warm
(Also see Note 1 below)

EcDsStStagingDiskServer

Always sent cold
(Also see Note 1 below)

EcDsHdfEosServer

EcDsStStagingDiskServer

Sent cold by default
(Also see Note 1 below)

EcDsDistributionServer EcDsStArchiveServer Matches start temperature
EcDsStStagingDiskServer (Also see Note 1 below)
EcDsStFtpDisServer N/A (not supported by server)
EcDsSt8MMServer
EcDsStD3Server
EcDsStPrintServer

EcDsStArchiveServer EcDsStArchiveServer Matches start temperature

EcDsStStagingMonitorServer
EcDsStStagingDiskServer

(Also see Note 1 below)

EcDsStStagingMonitorServer
EcDsStPullMonitorServer

N/A

N/A

EcDsStStagingDiskServer

EcDsStStagingMonitorServer
EcDsStStagingDiskServer

Matches start temperature
(Also see Note 1 below)

EcDsStFtpDisServer

EcDsStStagingDiskServer

Matches start temperature
(Also see Note 1 below)

EcDsStPullMonitorServer

N/A (not supported by server)

EcDsStingestFtpServer
EcDsSt8MMServer
EcDsStD3Server
EcDsStPrintServer

EcDsStStagingDiskServer

Sent cold by default
(See Note 1 below)

Note 1. Restart notifications senb the EcDsStArdiveSener and EcDsStStagingDiskServer
savers ae sent as nealed. Since multiple sever instaces eist for eah, a restart notification is
sent on thefirst atempt to ontact each instance. Notethat the restart@l dient may not connect
to a particular erver instance(e.g., theWKS Archive Server) fo an exended time after
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restarting. A restart notification will still be sent on the first connectioegardles®f how long

the client process has been running. Also note that remt notifications to the
EcDsSArchiveServer andEcDsSStagingDiskServer severs aresent aubmaticaly, even i the

client has not explicitly issued a restadtification. Automatically gererated notificationsare

sent & cold restart notifi@tions by déault if no explicit restart notifi@tion is issud by the
client.

The deéult serve behavior inresponse to aattup notification froma client is as follows:

e Warm Notification  Outstandingrequestsfor therestartal client areleft available in the
persistant store These requests ma bere-submittel by theclient, and
will be serviced to completion upone-submission. Associated
resource ae left allocated until therequests ae compleed.

e Cold Notification All outstanding requestsfor the restated client are cancelled. If
the dient resubmits ay cancdled request using the same RPC ID
(e.g., by pressingthe Retry button fom an operator Gl), it will be
failed with afatal eror due to theclient cold startup notifigtion. Any
resoures assocated wih the cameled requests ae releasd and
reclaimed by the sysem

Server belavior upon eceipt ofa client estart notification ee detailed in Table 3.1Z:
Table 3.12-7. Server Responses to Client Notification (1 of 2)

Cl Server(s) Behavio r on Cold Behavio r on Warm
Notific ation Notific ation
PLANG, | EcDpPrJobMgmt N/A N/A
PRONG | EcPISubMgr
EcDpPrDeletion
INGST EcInGran N/A N/A
EcInRegMgr
EcinPolling
EclnAuto
EcInGUI
EclnEmailGWServer
SBSRV EcSbSubServer N/A N/A
SDSRV EcDsScienceDataServer N/A N/A
EcDsHdfEosServer N/A N/A
DDIST EcDsDistributionServer General General
STMGT | EcDsStArchiveServer For partially completed General
Ingest operations, all files
stored are removed.
(Partial granules are never
permitted in the archive.)
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Table 3.12-7. Server Responses to Client Notification (2 of 2)

Cl Server(s) Behavio r on Cold Behavio r on Warm
Notific ation Notific ation
EcDsStStagingMonitorServer | General General
EcDsStPullMonitorServer
EcDsStFtpDisServer

EcDsStingestFtpServer
EcDsStStagingDiskServer All Staging Disks owned All Staging Disks owned
by the restarted client are by the restarted client

released. are retained, including
temporary staging disks.
EcDsSt8MMServer N/A N/A
EcDsStD3Server
EcDsStPrintServer

Server Crash

Whena server crashes, the only impact on the system is that clieamntsat continue to submit
requests for mcessing.Synchronousequests that are in pnags will result in a DCException
being thrown bak to theclient proces, whit will enter a rebinding falure recovery mode(see
Fault Handling section abovepttempts to submit requestghile the server is downwill result
in the client blocking until a communications timeout has beaaoled.

Server Restart

When a server restarts,it may peaform various re-synbronization ectivities in order to reover
from anunexpectedtermination. In theevent of a srver cold start orcold restat, the serer will
also can& all outstandng reques andreclaim all assocted resouces. Note that the
distinction between cold start armbld restat is described in theestion abow on Start
Temperatwe. Specificsof sener statup behavior ee detailed in Tabé 3.12-8.Unless othewise
stated, existing requesiquetes ae alvays retined for warm restarts and ceaed forcold starts or
cold resarts.

Table 3.12-8. Server Response vs Restart Temperature (1 of 4)

Cl Server(s) Special Behavior on Special Behavior on Cold
Warm Restart Start or Cold Re start

PLANG, | EcDpPrJobMgmt Jobs in AutoSys and jobs N/A

PRONG waiting in the queue are

read from the database.
Any jobs that are ready are
placed into AutoSys from
the queue if there are
processing slots available.
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Table 3.12-8. Server Response vs Restart Temperature (2 of 4)

Cl Server(s) Special Behavior on Special Behavior on Cold
Warm Restart Start or Cold Re start

EcPISubMgr Any subscriptions that have | N/A
not been processed are
read from checkpoint file
and processed.

EcDpPrDeletion Interim granules marked for | N/A
deletion are read from the
database and will be
deleted when time out
occurs.

INGST EcInGran The EcInGran server All granule requests are
automatically restarts cancelled. Existing request
submitted requests from the | queues are cleared for cold
beginning. If a file has start and retained for cold
been FTP’ed, it will not re- restart.
do the FTP of that file.

EclnRegMgr EclnRegMgr re-synchs On cold start, all active
requests that are in reqguests are moved to the
progress with EcInGran, summary tables. On cold
and resumes processing restart, each granule is re-
from the last checkpointed submitted to the EcInGran
state. where it is failed.

EclnRegMgr then re-
submits the request to
EcInGran, where it is
processed as a new
request. Existing request
queues are cleared for cold
start and retained for cold
restart.

EclnPolling Cleans up files and

Re-submit requests that terminates any requests

were in progress at the time | which had not yet been

of fault. Continue polling sent to EcInRegMgr.

for remaining requests in Requests remaining in the

polling directory. polling directory are sent as
new requests.

EclnAuto Cleans up files and
Re-submit requests that terminates any requests
were in progress at the time | which had not yet been
of fault. The external client | sentto EcinRegMgr.
may re-submit the request -
this can lead to duplicate
ingest.

EcInGUI N/A N/A

EclnEmailGWServer
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Table 3.12-8. Server Response vs Restart Temperature (3 of 4)

Cl Server(s) Special Behavior on Special Behavior on Cold
Warm Restart Start or Cold Re start

SBSRV | EcSbSubServer SBSRYV will remove all
SBSRV will perform all unprocessed requests.
unprocessed actions
(including re-submissions of
ACQUIRE requests to the
SDSRYV), and resume
accepting new event
notifications from the
SDSRV.

SDSRV | EcDsScienceDataServer Restart Async Acquire Purge the queue of Async

EcDsHdfEosServer Requests that were in Acquire Requests. Purge
progress before the crash. the queue of SBSRV Event
(Note that the queue of Notifications.
asynchronous acquire
requests is retained.

Synchronous requests are
assumed to be re-submitted
by the respective senior
client applications
(PRONG, INGST).)

Send event notifications to
SBSRYV for any services
completed before the crash
for which a subscribable
event is registered and has
not been sent to SBSRV.

DDIST EcDsDistributionServer Request Processing is On cold start, STMGT
restarted from the last subsystem is informed of a
checkpointed state. cold start, and the

EcDsDistributionServer will
delete all (prior) request
information from its
databases.

STMGT | EcDsStArchiveServer Retains existing request For partially completed

queues.

Store requests, the files
copied into the archive are
removed. For partially
completed Retrieve
requests, the access count
is decremented in the
Read-Only Cache.
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Table 3.12-8. Server Response vs Restart Temperature (4 of 4)

Cl

Server(s)

Special Behavior on
Warm Restart

Special Behavior on Cold
Start or Cold Re start

EcDsStStagingMonitorServer

The contents of the Read-
Only Cache are
synchronized with the
database. Discrepancies

All files are removed from
the Read-Only Cache.
Links to files in the Read-
Only Cache are left

are logged and removed. dangling.
EcDsStStagingDiskServer The set of staging disks in All staging disks are
the staging area is removed.

synchronized with the
database. Discrepancies
are logged and removed.
Existing request queues are
cleared.

EcDsStPullMonitorServer

The contents of the Pull
Area and user request
areas are synchronized
with the database.
Discrepancies are logged
and removed.

All files in the Pull Area and
all user request areas are
removed.

EcDsStFtpDisServer Existing request queues are | Existing request queues
EcDsStlngestFtpServer retained. are cleared.
EcDsSt8MMServer N/A N/A

EcDsStD3Server

EcDsStPrintServer

Request Re-submission

Uponrestartinga craskd client or srver, reqests are typically re-submittedf the estarted
proaess was stated warm, thefault recovery capabilities pemit the serve to resumeprocessing
of the requestfrom its last checkpointedat. This preents needlesspetition of potentially
time-consuming activities. Specific belvior of sewers uponre-submission of aequest is
detailed in Table 3.12-9Note that acell value & N/A means tht the serer eithe hasno clients

or tha thedlients do not resubmit requsts.
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Table 3.12-9. Server Response for Request Re-submi  ssion (1 of 2)

Cl

Server(s)

Behavio r on Reque st Re-submi ssion

PLANG,
PRONG

EcDpPrJobMgmt

Requests are submitted synchronously. If the entire
request is re-submitted by a client then only that part of
the re-submitted request that hasn’t been completed will
be re-processed.

EcDpPrDeletion

Requests are submitted synchronously. If the entire
request is re-submitted by a client then only that part of
the re-submitted request that hasn’t been completed will
be re-processed.

EcIinGran
EcInRegMgr
EclnPolling

EclnAuto

EcinGUI
EcIlnEmailGWServer

N/A

INGST

EcSbSubServer

When SDSRYV re-submits the same

request, if SBSRV received and buffered it successfully,
this second request will not be processed. Instead,
SBSRV just returns a successful status to the client.

When SBSRYV re-submits the same request to its action
provider, SDSRV, it will use the same rpc ID for this
request. As long as SDSRYV returns a successful status,
this request will be removed from SBSRYV side and will
not be re-submited.

SBSRV

EcDsScienceDataServer
EcDsHdfEosServer

All requests are serviced as if they are new requests.
Note that since RPC Ids are generated automatically and
reproducibly, SDSRV will typically recreate the same
allocation requests on a re-submission. This can trigger
special logic to handle requests for which an allocated
staging disk has been transferred to DDIST. See the cell
below for request re-submission behavior for
EcDsStStagingDiskServer.

SDSRV

EcDsDistributionServer

If previously submitted and completed, the request status
is returned based on the checkpointed request status.
Otherwise, the client request thread is synchronized with
the worker thread that is actually servicing the request.

DDIST

EcDsStArchiveServer

The request is restored from the last checkpointed state.
For Store requests, copies into the archive are resumed
from the last file copied. For Retrieve requests, the entire
Retrieve request is reprocessed. However, files
previously retrieved for the request are, in all likelihood,
still in the read-only cache.
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Table 3.12-9. Server Response for Request Re-submi  ssion (2 of 2)

Cl Server(s) Behavio r on Reque st Re-submi ssion

STMGT | EcDsStStagingMonitorServer | If previously submitted and completed, the request status
EcDsStFtpDisServer is returned based on the checkpointed request status.
EcDsStingestFtpServer Otherwise, the request is processed anew.
EcDsStStagingDiskServer For staging disk allocation, a warning is returned to the

client if the client re-submits the allocation request under
which the disk was created, but the staging disk has
been transferred to another process and/or destroyed.

Specifically, SDSRV creates staging disks which are
subsequently transferred to DDIST (via the Claim
Ownership interface) and released by DDIST. If SDSRV
attempts to recreate the same staging disk by re-
submitted the allocation request with the same RPC ID,
no staging disk is returned, and SDSRYV is sent the
warning that the staging disk has already changed
ownership. SDSRV then skips ahead to re-submit its
request to DDIST.

EcDsStPullMonitorServer The re-submitted request is processed as if it were a new
EcDsSt8MMServer request.

EcDsStD3Server

EcDsStPrintServer
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Abbreviations and Acronyms

ACL
ACMHW
ACFG
ACT
ADC
ADSHW
ADSRV
Al

AI&T
AIT
AITHW
AITT
AITTL
AM-1

ANSI
API
AQAHW
AQAHWCI
ASCII
ASF
AST
ASTER
AVHRR
BAAS
BOA
BPS/bps

Access Control List

Access Control and &hagenent HWCI

Management Agnt Configuration file

Atmosphere Cosaction TIR
Affilia ted Data Center
ADvertising Srvice HWCI
ADvertising Srvice CCl

Artificial Intelligence

Algorithm Integration and Test

Algorithm Integration Team

Algorithm Integration and Test\MCI
Algorithm Integration and Testéam

Algorithm Integration and Test Tools (CSCI)

EOS AM Project spacerat 1, morning spaecraft seies—ASTER, CERES,
MISR, MODIS and MOPITT.This spacerat has ben remmed Tera.

American Nationd Standads Institute

Application Program (ormegramming) Inérface

Algorithm QA HWCI

Algorithm Quality Assurance &tdware Configuration Item
American $andard Code fa Information Intechange
University of Alaska Synthdic Aperture Radar (SAR) Faility

Algorithm Support Team

Advanced Spee-borne Tlermal Emission andeflection Radiomete

Advanced Very High-ResolutidRadiometer

Billing and Accounting Application Service

Basic Object Adaper

bits per second
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Bps/bps
BTS
CASE
CCA
CCs
CD
CD-ROM
CDE
CDHF
CDR
CDS
CDRL
CERES
Cl
CIDM
CLS
CORBA
COSS
COTS
CPF
CPU

CS

CS
CsC
CSClI
CSDTs
CSMS
CSS
CtLib

bytes per ssond

Brightness Temperaterat Sensor

Computer Aided SoftwarEngineering

Cloud Cover Assessment (Landsatrse infamation)
CSMS Caonmunications System &CI)

Compat Disk

CompactDisk - Read Ony Memory

Common Desktop Environment

Centrd Data Handling Faility

Critical Design Review

Cdll Directory Sevice

Contract Data Requements List

Clouds and Earth’s Radiant Engg System
Configuration Item

Client, Intaopeaability and Data Management
Client Subsystem

Common Object Request Brokerohitectue
Common Obgct Services $eciications
Commercial Off-The-Shelf (hardvare or softvare)
Calibration Paameter File

Cental Procesang Unt

Compute Software

Client Sever

Computer Software Component

Computer Software Configation Item
Computer Science &@a Types

Communications and Systems Management Segment (ECS)
Communication Subsystem (615)

Call to Library
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DAA
DAAC
DADS
DAN
DAO
DAP
DAS
DAS
DAS
DAR
DB
DBA
DBMS
DCCI
DCE
DCE
DCF
DCHCI
DCHCI
DDA
DDICT
DDIST
DDL
DDN
DDSRV
DEF
DEM
DES
DESKT

Data Availability Acknowkdgment

Distributed Active Achive Center

Data Archive andDistribution Srvice

Data Availability Notice

Data Assimildion Office

DeliveredAlgorithm Package

Data Assimilation System (at DAO)

Data Availability Schedule

Detailed Activity Schedule

Data Acquisition Request (ASTER)

Database (Note “D/B” and “db’ are dso utilized)
Databag Administrator

Databas Managment System

Distributed Computing software Configuration Item
Distributed Communication Environment
Distributed Computing Environmen(OSF)
Data CeptureFadlity

Distributed Communications Hardvea€onfiguration Iltem
Distributed Computing Hardware CI

Data Delivey Acknowledgment

Data Dictionay CSCI

Data Distribution services @3

Data Ddinition Language

Data Delivey Notice

Document Data Seer CSCI in the Dat Serve Subsystem - SDPS

Data Exclange Brmat
Digital Elevation Modéd
Data Encyption Standard
Desktop CI
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DESKT
DFS
DIB

DID
DIM
DIMGR
DIMGR
DIPHW
DIPHW
DIS

DLL
DLPDU
DM
DMGHW
DMS
DNS
DNS
DOC
DOF
DORRAN
DPR
DPREP
DPS
DRPHW
DS

DSS
e-mall
email
EAS

Desktop CSCI

Distributed File Systen
DirectoryInformation Base

Data Item Description

Distributed Information Manags
Distributed Information Manasy
Distributed Information Manag CSCI
Distribution and Ingest PeripheralW{Cl
Distribution and Ingest Peripheralauagenent HWCI
Data Information System

Dynamic Link Library(file)

Data Link Protocol Data hlt

Data Marmgement

Data Marmgement RWCI

Data Maragement Subsystem
Domain Name $stem

Domain Name &vices

Distributed Object Computing
Distributed Obgct Framewark

Distributed Ordering, Reporting, Remching, and Acounting Networ EDC)

Data Proessing Request
Data Re-Pocessing CSCI
Data Proessing Subsystem
Data Repostory HWCI

Data Srver

Data Serer Subsystem
electronic mail

electronic mail

ECS Advertising Service
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EASI
ECS
EDC
EDF
EDG
EDOS
EDU
EMC
EMOS
EOC
EOSAM
EOS
EOS-AM-1
EOS-PM

EODIS
ERD
EROS
ESA
ESDD
ESDIS
ESDT
ESFU
ESH
ESN
ETM+
ETS
FDD
FDDI

ECS Automéc Systen Instdler (MSS)

EOSDIS Core §stem

EROSData CenterlAAC)

ECS Development Fatility

EOS Data Gaway (VO Client — replaement of BOSOT)
EOS Data and Ggrations System

EDOS Data Unit

Enterprise Monitoring and Coordination
Eclipse Mission Operations System

EOS Operations Center

EOSAM Project(morning spaecraft saies)
Earth Observing System

EOS Morning Crossing (Descending) Mission

EOS Afternoon Crossing(Ascending) Mission (afteoon spaeaaft seies) (®e
AIRS, AMSU-A, MHS, MIMR, CERES and MODIS)

Earth Observing ystem (EO$ Data and Information §stem (DIS
Entity Rdationship Diagram

Earth Resoums Obseration System

European ace Agency

Earth Sciene DataDirectory

Earth Sciene Dataand Infamation System (GSFC Code 505)
Earth Sciene DataTypes

Enhanced Standard Fomat Unit

EDOS Service Heade

EOSDIS Science dwork (ECS)

Enhanced Tamatic Mappr Plus

Emissivity/Tanperature Separation

Flight Dynamics Division

Fiber Distributed Data Intéace
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FDF
FDS
FOS
FOT
FSMS
FTP
ftpd
G/B
GAC
Gb
Gbps/GBps
GByte
GCDIS
GCMD
GCP
GDAO
GDS
GFE
GIS
GNMP
GOES
GSFC
GTWAY
GUI
GV

GV

GV
H&S
H/K

Flight Dynamics Faility

Flight Dynamics System

Flight Operations Segment (ECS)
Flight Operations Team

File Storage Management System
File Transfer Protocol

file transfe protocol d@mon
GatewayBridge

Global Area Coverag (AVHRR)
gigabits (10**9)

gigabit/gigabyte pe second
gigabyte (10**9)

Global Change Datand Irformation System

Global Change Mastéirectory
Ground Control Point

GSFC Data Assimilation Office
Ground Data System

Government Furnished Equipment

Geographt Information System

GOSIP Network Maagement Protocol
Geo-stdionary Opeationd Environmentd Saellite

Goddard SpazFlight Center

Version 0 Inteoperability Gateway CSCI (Also VOGWY)

Graphi@al User Inerface
Ground Validation

TRMM Ground Validation Data
TRMM Ground Verifiation
Hedlth and Sdety

Housekeepig
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H/W
HCL
HDF
HMI
HP
HPOV
HTML
HTTP
HWCI
IF
IAS
I[e
ICD
ICL
ICLHW
ICMP
ICMP

IDD
IDL
IDL
IMS
INCI
INGST
INHCI
INS
I0S
10T

hardwae

Hughes Class Library
Hierachical Data Format
Human Machne Interface
Hewlett-Rackard Corporéon
Hewlett-Rackard Open View
Hypertext Makup Languag
Hypertext Tansport Protocol
Hardware Configuation Item
interfa@

Image Assessment System
input/output

Interface @ntrol Document
Ingest Client

Ingest Client HWCI

Internet Control Managnent Protocol

Internet Control MessagProtocol
Identification

Interface DefinitionDocument
Interactive DataLanguage
interfa@ definition language
Information Managment System
Internetwaking ClI

Ingest servies CI
Internetwoking Hardware CI
Ingest Subsystem - SDPS
Interoperdility subsysten
Instrument Opeations Team

Internet Protocol
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IR-1
IRD

IRS

ISS
JESS
JIL

JPL

KB

KB

Kb
KB/SEC
Kbps
Kbps/KBps
Kerbeos
Kftp

KM
KSLOC
Ktelnet
L-7

L7

LO

LOR
LO-L4
L70R
LAC
LAN
Landsa
LaRC
LIMGR

Interim Releasel

Interface Requirements Docunent
Interface Requirements Soecficaton
Internetwaking Subsystem - CSMS
Java Edh Science Swer

Job I/F Language

Jet Propulsion Laboratory @®AC)
kilobyte (10**3)

kilobytes

kilobit (10**3)

kilobyte per second

kilobits per second

kilobit/kilobyte per second

security protocol desfoped by MIT; lase forDCE security
Kerbeizedfile transkr protocol

Key Mechanism

thousand Single Lines Of Code
Kerbeized elnet

Landsat-7 (andsat-7 foEDHS search
Landsat-7

Level O

Level O Reformtted data

Level O through Lesl 4 data
Landsat-7 LO da

Local Area Coveage (AVHRR)
Local Area Network

Land Remote Sensing Séellite
Langley Resarch Centr (DAAC)

Local Infamation Managr CSCI
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LIS
LPS
M& O
MACI
MB
Mb
MBps
Mbps

MBPS/Mbs
Mbps/MBps

Mbyte
MCF

MCI

med
MEM
MET
Metadata
MFLOP
MFLOPS
MHCI
MIB
MIL-STD
min

MIPS
MISR
MMI
MO&DSD
MODIS
MOJO

Lightning Imaging Sensor

Landsat Processing System

Maintenane and Ograions

Management Agnt Configuration Item (CSCI)

megabyte (10**6 bytes

megabit (10**6)

megabytes peresond

mega bits per send

million bits pe second

megabit/megabyte per seond

megabyte

Metadat Configuration Fle

Managerant Software A

medium

Memory manageemt

Metadat

data about data

Million Floating-poirt Opeations p& seond

Mega (millions of) Floating-point Operations (10**6¢rmsecond
Management Brdware CI

ManagerantInformaton Base

Military Standard

minute

Mega (millions Of) Instructions (10**6per €cond

Multi-angle Imaging SpetroRaliomeer

Man-Machne Interface

Mission Operations and Data Systemsebioraé (GSFC Code 500)
MODerat resolution Imaging Speciradiomete

Message Oented Jest (JavEath Sciene Tool) Orb(Object Regest Broker)
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MOU
MSCD
MSS
MSS
MSS
MSSHW
MSU
MSU
MTA
MTool
MTTR
MTTR
MUI
Multicast
NASA
Nascom
NCAR
NCEP
NESDIS
netCDF
NFS
NMC
NMS
NNTP
NNTP
NOAA
NODC
NOLAN
NQS
NRC

Memorandum Of Ungtstanding

Mirror Scan Corection Daa (Landst)
Managerant Subsysem Service

Multi-Spectral Scanne (Landsat)

System Management Subsystem (of CSMS)
MSS Hrdware CI

Mass Storage Unit

Microwave Sounding Unit

Message Tansfer Agent

Maintenane Tool (DMS)

Mean Time To Repai

Mean Time To Restore

ManagemntUser Interface

a point to multi-point d&a flow

Nationd Aeronautics and Spae Administraion
NASA Communications

National Center foAtmospheric Resarch
National Centers foEnvironmental Predtion
Nationd Environmentd Saellite, Daa, and Infformation Sevice (NOAA)
network Common Data Format

Network Rle System

National Meteorologid Center NOAA)

Network Maragement Subsystem (Ecom)
Network New Transfer Potocol

Network News Trans$er Protocol

National Ocenic andAtmospheric Administration
National Ocenographic Daa Center NOAA] (also NESDIS/NODC)
Nascom Opmational LochArea Netwak
(NetworK) Queuing $stem

National Resaah Council
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NRDN
NREN
NRL
NSF
NSFNet
NS
NSIDC
NSSDC
NTP
NWCI
O&M
O/A
OoDC
ODFRM
ODL
ODMS
ODPRM
OES
OMA
OMF
OMG
OMT
0]0)
OOA
OO0D
OODBMS
OODCE
OORDB
OPS

NOAA Rada DataNetwork

National Rese&h and Edaoation Netvork
Naval Research Laboratory

National Science Foundation

NSF Network

NASA Sciencelnternet

National $1ow and le Dat Center DAAC - University of Colorado)
National Space $ience Data Center

Network Transport Protocol

Networking Configuration Item

Operations and lintenane

Orbit/Altitude

Other Daa Center

On-Demand Form Regst Manage(CLS)
Object Desription Languag

Object Data Minagement System
On-Demand Prodttion Request Manag (PLS)
Object En@psulation Software

Object Managment Architectue

Object Managment Framewik

Object Managment Group

Object Modeling Technicg

object oriented

Object Orieneéd Analysis

Object Oriened Design

Object Orien¢d Data BasManagment §stem
Object Orienéd Distributed Computing Environment
Object Orieneéd Relational Data &e

Operations
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ORB
ORDBMS
oS
oS
OSF
oSl
OS-RM
OTS
P/L
P/S
PAN
PAS
PCD
PCFG
PCL
PDF
PDF
PDL
PDPS
PDR
PDR
PDRA
PDS
PDS
PDS
Perl
PF
PGE
PGS

Object Request Broke

Object Rational Data Bagdanagment System
Object Services

Operatng System

Open Softwae Foundation

Open Systems Interconci#on

OSI Reference Mo

Off-The-Shelf

Payload

Planning/Scheduling

Production Accemnce Nbtification
Planning And Scheduling

Payload Correction Ba (Landsat)
Program Configuration file (Magenent Agent)
Planning Class Libraries

Publisher’s Display Format

Portable Document Format

Program Design Langge

Planning and Data Pressing System
Product Data Request

Product Delivery Reord

Prdiminary Design Review release-A
Planegtary Data Systen

Platform Daa Systen

Production Data Set

a UNIX programming languagy

Process Feamework

Product Genaation Executive(formerly product gaeration execudble)

Product Genattion Service
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PGS
PGSTK
PI

Pl

PI/TL
PLANG
PLNHW
PLS
PM-1
POSIX
PR

PR
PRONG
PSA
PSCN
PVL

QA or Q/A
QA or Q/A
R/W
RAID
RAM
RCL
RCP
RDA
RDBMS
RID
RMA
RMON
RPC

Product Genaation System (obsolete ECS element npa(ASTER)
Product Genation System Toolkit

Primay Investigaor

Prinapd Investigaor

Principal Investgaibr/TeamLeader

Production Planning CSCI

Planning HWCI

Planning Subsystem

EOSProjectspacerat 1, evenng spaecraft seres
Portable Opediting System Interfae fa computer avironments
Production Request

Precipitation Radar (TRMM)

Processing CSCI

Product Specific Attributes

Program Support and Communications Network
Parameter Valué anguage

Qudity Assurance

Quality/Accounting

Read/Write

Redundant Ay of Inexpensive Disks

Random Access Menmp

Resource Class Libianes

Remote Copy

Renote Datbas Access

Relational Data Base &hagenent System

Review Item Discreparcy

Reliability, Maintainability, Availability

Remote Monitor (SNMP)

Renote Rocedue Gl
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RPC
RRR

RT or R/T
RTM

S/IC

S/IE

SAA
SBA
SBUV
SBUV/2
SCDO
SCF
SDP
SDPS
SDPS/W
SDPS/W
SDPTK
SDR
SDSRV
SeaWFS
SGI
SIPS
SMC
SMMR
SMTP
SNDCP
SNICP
SNMP
SP

Remote Processing Computer
Release Radiness Rview

Real Time

Requirements Traeability Model
Spacecaft

Systems Engineering

Satellite Active Archives (NOAA)
Smadl Business Adminigration
Sola Backscatter Ultraviolet

Solar Backscatter Ultraviolet/version 2

Science and Communications Repment Ofice (ECS)

Science Computing Faility

Science [@ta Processhg

Sdence Data Processing Sgment (ECS)
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