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Abstract

This docunent provides a sebf interface senaios hat descrbe how he Release 4ECS
interack 0 exeute endto-end systm threads. For each senarb a donain (or enduse) view
and a componentinteraction view is pesented. This daument is intended to be used by
applicationdevelopes, system develogs and system maintamceenginees to understand how
CSMSEBDPS componentsinteract to perform key system fttions. For detailed interal
interfae information, online output provided utomatic softwee tools suctas Discowver and
ABC++ should be used.

The senarios in this dooment refl ect the cgoabilities and furctions of theas built design for
Drop 4PX.

Keywords:external interface, nternal interface, pubic class, pwvate clss,class cagory, key
mechanism, syste-level scenario, scenario primitive interface class, distributd object
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1. Intro duction

1.1 Identif ication

This Release 4 (Dop 4PX) ECS Internalinterface Control Document(ICD) for the ECS Project,
Contract Data Requement List (CDRL) item 051with requirementsspecified in Data Item
Description(DID) 313/DV3, is arequired deliveable undethe Eath Observing System (EOS)
Data andnformation System (EOSDIS) GaBystem (ECS), Contract (NAS5-60000).

1.2 Scope

The Drop 4PX InternBICD spedies software interfaces internal to the CSMS/SDFS softwae
archtecture. It defines Drop 4R services n the conéxt of sysem level scerarios. The
relationships and intections between t Drop4PX CSClsare presentedThis documentalso
describes how ECS irdstructure ervices ae used by the ECS interrgbplications.

This documentaddresss all interface classesrom SDPS and CSMESCIs which are linked to
creaste a desired senard. External interfaces ae mepped b the nternal ECS objec{s) that
provide the serde.

This documentdescribegshe ECS system in terms of its support of several gmns@narios.
These senarios, baxl on the normal supportf &0OS instruments, are listed belamd are
described in seion 3.

e Install ESDTs(Earth Sciene Dat Types)

System Startup/Shutdown (ECsistomSoftware)

MODIS (an instrument on the AM-1 agecraft which provigs data to thre DAACS)
Landsat-7

ASTER (an instrument on the AM-1 sqgaraft which provides datto Japar{GDS)).
Planning Scenarios

EDOS/FDS Ephmeris/Attitude Data Proessing

Fault Recovery

1.3 Document Or ganization
The document is orgared to destbe the Dop 4PX internal intdaces.

Sectionl providesinformation regrding the identifiation, scope, status, andganiztion of
this document.

Section2 providesa listing of the relagd documents whiclvere used as souae infamation for
this document.

Section 3 ontans thesysten level scenarios thd illustrate the interactions between the ECS
CSCls. This section also provides an overvidvwhe interfface modelingapprachto docunent
theinternd interfaces.
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2. Related Documentation

2.1 Parent Documents

194-207-SEl System Design Specification for the ECS Project
313/DV3 ECS Internal Intdace Control Documents
212-WP-002 Game Plan for theCS Project

2.2 Applicable Documents

305-CD-100 Release 4 Segment/Design &peation for the ECS Project

311-CD-109 Subscription Server Datake Design and SchemSpecifiations for
the EGS Project

611-CD-004 Mission Operation Procedes — Drop 4PX — A Blta Iteration

505-41-32 ESDIS Document, Intéace Control Document bewen theEOSDIS

Core System (ECS) and the Lands&yéatem, Revision A, May 1997

2.3 Informat ion Documents Not Refe renced

The doawments listal bdow, while not diretly applicable, do hép in the mantenance of the
delivered sofivare.

423-41-02 Goddard SpaeFlight Center, Functional and Perfane
Requirements Specifion for the Erth Obseving System Data and
Information §stem @re §/stem

540-022 Goddard SpaeFlight Center, Earth Obwing System
Communicaions §stem Desgn Seciicaion Intrface Rguirements
Document

560-EDOS-0211.0001 Goddard SpaeFlight Center, Intedice Requirerents Document
Between EDOS and ¢hEOS Ground System

DRAFT Operationd Agreement bdween theLandsat 7 Daa Handling Fatility
and the Distributed Active ishive Genter DAAC) at the ERO®ata
Center (EDC)
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3. Interface Scena rios

3.1 Overview

The purpose of this ston is to document how EC®orks to fulfill its mission. The ECS
mission is, ints essence, to managarth Sciene-rdated data in the following ays:

e to receve datfrom exiernal soures,

e to save that data in eithong-term or prmarent storage,

e to produce higherlel data poducts fom the reeived d@ta, and

e to support access to the daly Eath Sientists as well as otheegisteed clients.

ECS is a complex software system thatnprises nine subsystemg&achof thosesubsystems
comprises a set of #ware progams(COTS and astom built) thawork togeher to echange
information and control the magement 6 Earth Sciene-rdated data.

A preferred method to document hoa complex system such as ECS workgoidollow a
specific thead of functionality, or sceario, tra&ing how the ECS Clients (both humamd
softwarg and interal ECS components interact in support of that scamo. The inteaction
betweenthe ECScomponentsanbe unerstood by fousing on how the inteates offeed by
the ECS components are used in suppbtth® system functionality reqeidto supportthe given
scenaro.

This sectiondocumentonefacetof a multi-faceted prol#m. In orde to get a mag complete
view of precisely how eachECS component pforms its role, theeacer should also refence

the design material psented byad of the ECS componentsThis materal can ke found in

CDRL-305. Table 3.1-1 maps the subsystems and themporents to their appropiate

interface process. Only mgor interface processes utilized in the scenarios are shavn in this

table. Indeed, this document and CDRL 305 should be used in comgumwith each othe

CDRL 305 provides a desption of the proesses and statemendf what the componentsare

providing and how they provide it. This section docuents how those components nko
together to provide eomplete system.

It should be noted that many of theesaios involve a softwae comporent / Opemtions
interface with a humanoperabr. The intent of the descriptions of hese mterfaces $ to show he
involvement of a human opaor to theextent necesary toeffect the carect componentunction
and not to show operatorqeedues. These proedues ae detailed in the 611 dament.

1 CDRL-305 refes to ECS Document 305-CD-100-005, Relea® 4 SgmentDesgn Secificaion for the ECS
Project.
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Table 3.1-1. ECS Subsystem and Component Design Overvi

Subsyst em CSCl/Compon ent Major Int erface Proc ess
(Cl)
CLS BOSOT xXims
DAAC Desktop EcCIDtDesktopDaacUser
Science Desktop EcCIDtDesktopSciUser
User Profile Gateway EcCIDtUserProfileGateway
DARTool EcCIWbDtDART
EOSView EOSView
CSS Subscription Server EcSbSubServer
Subscription Server GUI EcSbGui
Ftp Server ftp_popen
L7 Gateway EcCslLandsat7Gateway
ASTER DAR Comm Gateway EcGwDARServer
ASTER EmailParser Gateway EcCsEMailParser
Sybase (COTS for SBSRV) N/A
DMS VO Gateway EcDmVOToEcsGateway
EcDmEcsToVO0Gateway
LIMGR EcDmLimServer
Data Dictionary EcDmDictServer
Sybase (COTS for DDICT) N/A
DPS Autosys (COTS) event_daemon
Job Management EcDpPrJobMgmt
DPR Execution EcDpPrEM, EcDpPrDM,
EcDpPrRunPGE
DPREP EcDpPrAM1Stepl1DPREP,
EcDpPrAm1FddAttitudeDPREP
Ground Event EcDpPrGE
QA Monitor EcDpPrQaMonitorGUI
AITTL EcDpAtMgr, EcCDpAtSSAPGuUI,
EcDpAtinsertExeTarFile
Deletion EcDpPrDeletion
DSS Science Data Server EcDsScienceDataServer
(SDSRV) HDF EOS Server EcDsHAfEOSServer
Science Data Server Operator GUI EcDsSdSrvGui
Sybase/SQS (COTS for SDSRV) N/A
DSS Data Distribution Server EcDsDistributionServer
(DDIST) Data Distribution Operator GUI EcDsDdistGui
Sybase (COTS for DDIST) N/A
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Table 3.1-1. ECS Subsystem and Component Design Overvi

ews (2 of 2)

Subsyst em CSCl/Compon ent Major Int erface Proc ess
(Cl)
DSS Archive EcDsStArchiveServer
(STMGT) Print Server EcDsStPrintServer
Staging Disk EcDsStStagingDiskServer
Staging Monitor EcDsStStagingMonitorServer
Storage Management Operator GUI EcDsStmgtGui
Ftp Server (for Ingest) EcDsStingestFtpServer
Ftp Server (for DDIST) EcDsStFtpDisServer
8mm Tape EcDsSt8MMServer
D3 Tape EcDsStD3Server
Operator GUI EcDsStmgtGui
Pull Monitor EcDsStPullMonitorServer
Sybase (COTS for STMGT) N/A
INS Auto Ingest EcInAuto
Polling Ingest EclnPolling
Media Ingest GUI EcinGUI
Request Manager EcInRegMgr
Granule Server EcInGran
Sybase (COTS for configuration and N/A
state)
I0S Advertising Server EcloAdServer
Sybase (COTS for ADSRV) N/A
MSS User Registration Server EcMsAcRegUserSrvr
User Registration Server GUI EcMsAcRegUserGUI
Order Tracking Server EcMsAcOrderSrvr
Order Tracking GUI EcMsAcOrderGUI
Management Agent ClI EcMsAgSubAgent
Management Agent Deputy EcMsAgDeputy
Use Profile Database (Sybase COTS) | N/A
HPOV (COTS) N/A
PLS Subscription Editor EcPISubsEdit
Production Request Editor EcPIPREditor_IF
Subscription Manager EcPISubMgr
Production Planning Workbench EcPIWb
Resource Planning Workbench Editor | EcPIRpRe
Resource Planning Workbench EcPIRpSI
Reservation Editor
Resource Planning Workbench EcPIRpTI
Timeline
Workbench Timeline Tool EcPITI
Sybase (COTS for PDPS database) N/A
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3.2 Scenario Approach

Section3.3 describeghe stepsrequired prior to the startfousage dthe EOSDIS systemThe
steps t&ken to instdl ESDTs ae definad in this setion.

Section 3.4 describes theopessing involved in starting/stopping the EOSDIS system.

Sections3.5 - 3.7 document the ECS system in terms of its support of thi@any senarios.
These senarios g bagd on the norrd support of thre primary EOS instruments:

e MODIS
e Landsat-7
e ASTER

Section 3.8 describes the Protdan Planning scenario.This s@nario applies toprocessing
common to MODIS and ASTER sceits and one spdically for the MISR instrument.

Section 3.9 describes th®BS/FDS Ephemeris/Attitude Data Processing Scenario.

Sub-sections describe hoBCSsupports each of &se senariosin the above sectionsfrom two
perspectivesThe domain view and # component vig. The domain vies bresks the sceario
into a seguence of adivities thd are based on wha happens from theOpeaationd or Sdence
Data pespecive. This view pesens how ECS-external users and sysirs interactwith ECS as
well as looking at how the sciea cita is manage@ithin ECS. This viewdoesnot presentthe
details of specific pocess interactionsThe component viewshowsa more dtiled set of
interactionsthat descibe the inteface usag betwea ECS components. Eacimteraction
between components is documented, in terms ofwhand why. Each of the scerarios
doaumented herehas been partitionel into primay threals of ativity. Each threa of the
scenario is docuanted indeperghtly in order to simplify the scanos.

Section 3.10 documents the pessing scenis that descri® the fault detection andecowery
schemes included in the system.

3.2.1 Scenario Presentation Approach

This sectiondescribes how thECS support of e sceario is presnted. As mentionedabove,
eachScaenario is pditioned into a sequercof theads ofactivity. Each of thoe threads is
documented in the sameammer. The following paegraphs define this docusntation approzh.

Scerario Desciption: First each scen# is descitied fom the scence missbn perspetive.
The prmary sysemfunctions hat are leing execisedare dentfied.

Scenario Preconditions: All activities tha mug have been performed prior to theexecution of
the scenao are identfied.

Saenario Partitions: The sceario threads & identfied and desgbed.

Scemario Thread Interaction Diagram: A diagramis presenéd for each Serario Thread.
This diagram shows extahsystem, EC3Jser, DAAC Operatorand ECSinternal subsystem
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interactions. The notdion of the diagram dlows for theinteractions to belabeled with numbes
andshortterms. The arrow numéring uses theonvention of a lette repesnting the Thrad
within the Scenario, and sequene numbe (e.g. Al, A.2, B.2,B.3). The mechanismof the
interactions(e.g. DistributedObject, HMI, ftp, and e-mail or as notedis identified by the
interaction line presentdion style

Interaction Table - Doman View. Each Serario Thread s docunened in a table which
descrbes the interacions presenéd in the Senarbo Thread Interacion Diagran. These
interactions ae not thedeailed definitions of how theinteractions ae fulfille d, but rather that
they need d occur. This table further sgcifies he nteractions as each row represens an
interactionevent. The columnsin the table dimit how each inteaction is defined. The
Interadion Table - Domain View includes thefollowing columns:

Step: An identifier of the step within theScenario Thread. Each ste is identified by a
“x.y” label, where x is a letter eferring to the Thead within the senario,and yis a
sequene number.

Event: The nane of an inteaction ocairrence between mgor partsof the systen (i.e.
Subsystem to Subggsn).

Interface Client The Client of the intection. This an be vieved as who is asking the
question, or who is stimulating the actioimcluded in this column ardgsers,Operators,
External Systems and usually ECS subsystems rather than cemtgon

Interface Rovider: All Interacions ae descibed in terms of exerising well-defined
interfaces. Thoseinterfaces are offered by someentity in the systen and aresimilar to
those identified as Intace Clients. The Indrface Fovider is not only responsiblefor
offering theinterfac, but fa ensuring thatheinterface is meé. The provider is doingthe
action required, pehaps ollabording with othe systen entities.

Data Issus:. This olumn decribes ay specia Data related issues. This description
includes the data types, volumasd frequenaes, as well ashe curentsoure of the data
used n the sysem The word“None” indicakes here ae no @taissues.

Step Preconditions Any special preonditions that must have been maeatr fthe
interactionto be sucessful e alled out hee. Theword “None” indicates thee ae no
special preonditions for this particulastep.

Description A desciption is given of what gesnally occurs duringthe interaction, as
well asits goplication in this senario step.

Component Interaction Table: Each Sceario Thread is furtler docunentedin the Component
Interaction Table. This tablespecifies each ECSomponent-leel interaction that is requad to
support the steps in the Scenariogddd.

Each of these interadions is numbeed in away that is consistat with the Seenario Threal that it
is supporting. Specifically, each Componeriteraction stepis numberedwith a “sub”step
number N a sequere wihin that Scerario Thread stp. For exanple, if there ae three
component interactions required to filll Scenario Thead step A.3, thoséhree steps are
numbered A.3.1, A.3.2nd A.3.3. Pleas note that if na&componentinteraction is requred to
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fulfill a ScenarioThreadStep(i.e. - only human-to-humn interaction), there @mo component
interactionsteps. Therefore, in the Component Intaction steps, a 8oario Thead Step might
be skipped.

Eachrow in the Component letaction Table @fines a step in how & system supports the
capability. The columns in the Component Irdetion Tabé ae:

Step An identifier, as destbed aboe, of he step within the Scenard Thread. Event:
The name o&n inteaction occarence ketweencomponents.

InterfaceClient The Client of the intexction. This an be viewed as who is asking the
guestion, or who is stimulating the actiomcluded in this column ardsers,Operators,
External Systems and ECS component$¥hee ECS components arthe Inérface
Clients, the specific component pass is identified.

Interface Provide This identifies the entity in the system that is providinginterface
usedto perform sme cambility. Interface Providers arprimarily ECS Components,
which ae identified by the comp@amt proess name.

Interface Mechansm: This column idenifies how he nterface s acconplished. It
defines thelow level (normdly software) mechanism use by thelnterface Client and
Providerto exchang necessay information. This is also shown in the sceimadiagiams
for only the particidr component intaction betwen subsystems — consult the key.

Description This column contains text desbing what is occuing during this step.It
describes wat is occuring in the context of this scario thread. It desribesnot only
what is happening, but also how it happand how the client knows toto ask for it.

3.2.2 Scenario Proc ess Flow

The ECS Science da System is a complex catlon of subsystems. There n® single path
throughthe many featuresof the system. Howey, thee is a gearal logical flow through the
variouscapabilities.Figure 3.2.2-1 descrés the key edments of this flow. Each of thedements
identified is desaibed in moreddail in the individud scenario threals.

I—’ Data Rocessing
Install o Data Data ‘L
ESDT > SSKT > ”| ordeing > DataDistribution
1

Y

Data Reprocessng

Figure 3. 2.2-1. Scenario Proc ess Flow
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Install ESDT

All daa interadions within theECS ae paformed against Eath Sdence Data Types (ESDTS).
An ESDT is the logical object that debes both the inventory holdings foarficular data,and
the serviceginsert, @quire etc.) that en beapplied to that data. Bare a user(including DAAC
opeaations) can perform any data sevices against adaa set in the ECS, theESDT for tha daa
type must be installed. Installation includes defining the cotien level and tanule lew

metadata in the inventor{Sciene Data Serve), Advetising the datatype and it's services,
defining metadatattribute valids in the Datictionary,and defining Subscribadtataevents.

SSI&T

Science Softwe Integration & Test (SSI&T) is the poess by which Instruemt Team
developed algathms get qualified for wesin the ECS productionenvironment.Much of this
processs algorithm speciic andbr manual or senrautbmatic. Theseaspect are not dealt with
in this doament. Howerer, the reaeption of the origind algorithm package (DAP) and the
qudified dgorithm pa&kage (SSAP) ae automded tasks, ad are covered in detal in the
scenars.

Data Ingest

Oncethe ESDT s defined, and anyproduction algathms have been ingeated, ten the ECS is
readyto accept dataand generate highe level prodats. This document cexs a numbe of
different data ingest marios that aur with ECS data.

Data Ordering

Therearea number bways in which dta an be reuested in the ECS. If th@oductexistsin
the archie, then a usecan simply request it for distribution. the prodwct doesn’texist, but the
algorithmsfor producingthe prodict hawe been integated, then th usercan equest prodation.
Alternatively if the product exists, but has beemmeagated with a set of run-time parametrs
different from those desitk then the usecan request tat the product is processed.

Data Processing

Many products a& produed automatially upon the availability of theatesary input data. But
in additionto this ‘standard’productionthe ECS also has the capability to produasdpcts on-
demandn responséo auser equest. Both types of prodtion, together with QA i@cessing and
algorithm falure handling aredescribed in detail in the senarios.

Data Reprocessimy

An important feature of the ECS is theability to reprocess déa when ether the origind
production data aalgorithm werdfaulty, or if another usenesds diffeent execution paameters.

Data Distribution

One daa is geneated or ingestaed into the ECS, it is mde available to othe users. The
distribution system provides for a flexible dalelivery systemhat can provide data either
automatically based ongxestblished event triggs, or by diect reqest.
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3.3 Install ESDTs Scenario

3.3.1 Scenario Description

This s@naio shows how Brth Sdence Data Types (ESDTSs) ee instdled in the ECS systm.
The purposeis to have ESDT daa available in various aplications for utilization with
advertising,archiving, and subscribing to designatesients. The installation of the ESDT
requiresa desdptor file, a Dyramic Linked Library file (DLL), andthe identification of archive
and backup infemation for da& products of te ESDT. The ESDT dscriptor file contains
Collection level and Inventory dvel metadta and dta servces infornation. The Dynamic
Linked Library file confains the sevicesthat are avdieble for he E®T. The achive and
backup information defines where tresulting data prodis for the ESDWwill be archived and
backed up.

To accomplish this, the DAAC omtor identifies the EBT along withvariousIDs associated
with storingthe daa in the Archive. The DSS Sence Daa Serve (SDSRV) sads gplicable
pats of theESDT to theData Dictionary Server (DDICT), the AdvertisingSeaver (ADSRV) and
the Subsciption Sever (SBSRV). The SDSRV &so store the ESDT informaion in its own
database.

The ESDTs include dataif specific instruments oeachmission,exterral ancillary data, and
Systen daa which indudes FDS (orbit ad dtitude) data.
3.3.2 Scenario Preconditions

e The ESDT is approvefr installation.

e The DAAC Opeator knowswhere the desriptor and theDynamic Link Library (DLL)
for theESDT ardocaed.

e The DAAC Opeator must also know on wdti Volume Groupin the Archive the data
will be stored (Achive ID), the Backup/olume Group (Bickup ID, and the ame ofthe
alternateDAAC where daa will be locatedOffsite ID). The Backup Volumésroupand
the Offsite DAAC ldentifier are optiona.

e Any file spae needed for the ESDT or hadling theESDT is not provide for explicitly
in this scenam. File space $ handed as neded by lhe dita severs waking with the
ESDTs.

3.3.3 Scenario Partitions

The Install ESDT sceaio has only one tead(A) which is pesented &ow.
3.3.4 Install ESDT Thread

3.3.4.1 Install ESDT Interaction Diagram - Domain View
Figure 3.3.4.1-1 depicts the Install ESDTehattion - Domain View
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A.2 Store BDT info

DAAC .A.l éct.iva.ue.G.Ul> SDSR A.1 Ingall Reques
Ops GUI -

—J Distributed Ohjed (rpc, Aﬁggﬁ*gvre "
w2 HMI (GUI, Xterm, command)
—> ftp

% email (or otherasnated)

Double line - Synchronous
- =% email (or otherasnoted)
Dashed - Asvnchronous

A.5 Advertie

A.3 Send Collectior ESDT Services

Level Metadata

A.4 Send Inventgr
& Collection
Level Metadata Valids

A.7 BEvent IDs

SBSR DDICT]
A.8 Advertie
ESDT Events

Figure 3. 3.4.1-1. Install ESDT Interaction Diagram

3.3.4.2 Install E SDT Interaction Table - Domain Vi ew
Table 3.3.4.2-1 provigs the Inteaction - Donain View: ESDT Installation.

3-9 313-CD-006-007



Table 3.3.4.2-1. Interaction Tabl e - Domain View: ESDT Installation

Step | Event Interface | Interface Data | Step Preconditions Descript ion
Client Provider | Issues

Al Activate DAAC DSS None DAAC Operator DAAC Operator brings up
GuUl/ Operator knows where the the Science Data Server
Install descriptor file is GUI to install the ESDT.
Request located (and The Science Data Server

therefore the DLL GUI submits a request to
location) for the the Science Data Server.
ESDT. The DAAC

Operator knows the

Volume Group (VG),

Backup VG and the

Offsite DAAC for the

ESDT. Operator

must also know the

translation of the VG

to the VG # input for

this step.

A.2 Store DSS DSS None None Collection level metadata

ESDT info and configuration
information is stored in
the Science Data
Server’s database. Also,
DLLs are associated for
the ESDT.

A3 Send DSS 10S None None Science Data Server
Collection sends collection level
Level metadata to the
Metadata Advertising Server.

A4 Send DSS DMS None None Science Data Server
Inventory sends collection level and
and inventory level metadata
Collection to the Data Dictionary
Level Server.

Metadata
Valids

A5 Advertise DSS 10S None None Science Data Server
ESDT sends the ESDT services
Services. to the Advertising Server.

A.6 Register DSS CSS None None SDSRYV registers the
ESDT ESDT events with the
events. Subscription Server.

A7 Event IDs CSS DSS None None Subscription Server
sends Event Identification
to the SDSRV.

A.8 Advertise CSS 10S None None Subscription Server

ESDT sends the ESDT events
events. to the Advertising Server.
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3.3.4.3 Install E SDT Component Interaction T able
Table 3.3.4.3-1 provies the Component Intaction: ESDT Installation.

Table 3.3.4.3-1. Component Interaction Table

:E SDT Instal lation (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

Al1l Startup SDSRV DAAC EcDsSdSrvGui | Xterm DAAC Operator invokes the
GUI Operator Science Data Server GUI

A.l.2 Select Add Data DAAC EcDsSdSrvGui | Xterm DAAC Operator selects the
Types Operator Data Types tab and clicks the

Add button.

A.l1.3 Input ESDT DAAC EcDsSdSrvGui | Xterm DAAC Operator fills in

Information Operator Descriptor Filename, Archive
ID, Backup ID, and Offsite ID

A.l4 Submit Add EcDsSdSr | EcDsScienceD | Distribute | DAAC Operator hits the OK

ESDT vGui ataServer d Object button to submit the request to
the Science Data Server. The
correct Science Data Server is
determined via a Server UR,
declared in the GUI
configuration file.

A2.1 Descriptor EcDsScie | EcDsScienceD | Internal The Science Data Server
Validation nceDataS | ataServer validates the descriptor.

erver

A.2.2 Descriptor and EcDsScie | EcDsScienceD | Internal The Science Data Server

DLL Installation nceDataS | ataServer installs the descriptor and DLL
erver in the directories specified in
its configuration file.

A.2.3 Store ESDT EcDsScie | Sybase/SQS CtLib The Configuration information
configuration nceDataS about the ESDT is stored in
information erver the Science Data Server's

database.

A.2.4 Store ESDT EcDsScie | Sybase/SQS CtLib The Collection Level Metadata
Collection Level nceDataS is stored in the Science Data
Metadata. erver Server’s database.

A.3.1 I0S receives EcDsScie | EcloAdServer Distribute | The Science Data Server
Collection Level nceDataS d Object sends the ESDT'’s Collection
Metadata erver Level Metadata to the

Advertising Server.

A.3.2 Store Collection EcloAdSe | Sybase CtLib The Advertising Server stores
Level Metadata in | rver the Collection Level Metadata
10S in its database.
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Table 3.3.4.3-1. Component Interaction Table: E SDT Instal lation (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
A4l DDICT receives EcDsScie | EcDmDictServ | Distribute | The Science Data Server
Collection and nceDataS | er d Object sends Collection and Inventory
Inventory erver Metadata Valids to the Data
Metadata Valids Dictionary Server
A.4.2 Store Collection EcDmDict | Sybase CtLib The Data Dictionary server
and Inventory Server stores the collection and
Metadata inventory metadata in its
database.
A5.1 IOS receives EcDsScie | EcloAdServer | Distribute | The Science Data Server
ESDT services nceDataS d Object sends the ESDT's services to
erver the Advertising Server.
A5.2 Store services in | EcloAdSe | Sybase CtLib The Advertising Server stores
10S rver the ESDT services in its
database.
A.6.1 Register Events EcDsScie | EcSbSubServ | Distribute | The Science Data Server
with SBSRV nceDataS | er d Object registers the ESDT's events
erver with the Subscription Server
as ESDT qualifiers.
A.6.2 Store events in EcSbSub | Sybase CtLib The Subscription Server stores
SBSRV Server the ESDT'’s events in its
database.
A7.1 Send event IDs to | EcSbSub | EcDsScience | Distribute | The Subscription Server sends
Science Data Server DataServer d Object the Event IDs to the Science
Server Data Server. The SDSRV
then stores the Event IDs in an
event file (.EVT file).
A.8.1 Send events to EcSbSub | EcloAdServer | Distribute | The Subscription Server sends
10S Server d Object the ESDT's events to the
Advertising Server
A.8.2 Store events in EcloAdSe | Sybase CtLib The Advertising Server stores
10S rver the ESDT's events in its

database.
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3.4 System Start-up/Shutdown Scenario

3.4.1 System Start-up/Shut down Scen ario D escript ion

This senaio damonstraes the various steup and shutdown gaebilities of the ECS Custom
Softwae systen. In this Senario “system” refers to theECS CustonSoftwae systen. ECS
opeaatorsare presented with a variety of cgabilities for stating up and shuttingdownthe systen
at various levels via the epata GUI provided by HP Open\&w.

Thefollowing systen fundiondity is exercised in this senaio:
Mode-levelstartup
Mode-level shutdown
Application-level stat-up
Application-level shutdown
Programlevel start-up
Program-level shutdown
Process-level shutdown

Figure3.4.1-1lillustratestherelationships beteen the arious levels at with ECS custom code
is brokendown and demonstatedin this scenao. For the purposes of this diagr, the MSS
User Profile Softwee was chosen to bthe progam-levelcomponent of the ECS custom code.

ECS Custom
Sdtware

OPS Mode TS1 Mode TS2 Mode
Installed Modes Scftware Sdftware Sdtware
[ I I
. PLS Custom Ingest Custom MSS Qustom
Senvice Level Sdtware Sdtware Sdtware
I
[ I I
Accountabil ity Security
- Agent Custom
Application Level ngtware Custom Custom
Sdtware Sdtware
Tgcdzrrg Use Profile
Program Level Custom Custom
Software Sdtware

Figure 3. 4.1-1. ECS Custom Software Hierarchy D iagram
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3.4.2 System Start-up/Shutdown Scen ario Pr econditions

The MSS custom agent code hasib installed andonfigured to start u@t boot time for all
hosts on which custom ECS servers tarbe maaged (i.e., srted up, monitored,rshutdown).
In addition, all MSS agents and HPOV sesvae running on thdISS managemengerver and
the operator is running théPOV Windows applicéon.

3.4.3 System Start-up/Shut down Scen ario P artitions

The Systen Stat-up/Shutdown smario has keen partitionel into thefollowing threads:

e Mode Start-up (Thread A - This thread shows the start-ug an ECS modecaoss the
various hosts on which the mode hag installed.

e Mode Shutdown (Thread B) - This thied shows the shutdown of &CS modeacross
the various hosts on which the mods been installednd is curently running.

e Application Start-up (Thread ¢ - This thread showsltte sartup of an EG applcation
on a host on which the appiton has been installed.

e Application Shutdown (Thread D) - This thd shows the shutdown @n ECS
application on a host on which tapplication has ken installed and is ctently running.

e Program Start-up (Threa E) - This thread shows ¢hstart-up ofan ECS program on a
host on which the programatbeen installed.

e Program Shutdown (ThreadF) - This thread shows the shutdowham ECS progim
on a host on which the pragn has ben installed and is ctently running.

e Process Shutdown (Thread G - This thread shows the shutdowat an ECSprocesson
a hosts on which the pragis curently running.

3.4.4 Mode Start-up Thread

This thread shows the start-upan ECS modecaoss the vaous hosts on which the mode has
been instdled.

3.4.4.1 Mode Start-up Thread Int eraction Diagram - Domain View
Figure 3.4.4.1-1 illustrates the Mode Start-u@riadttion.
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DAAC — Distibuted Object (rpc,
Ops seesP HMI (GUI, Xterm, command)
+ A.1 Sart-up Request > ftp
' % email (or other as noted)

Double line - Synchronous

- — > email (or other as noted)
Dashed - Asynchronous
A.5 Sart Monitoring (2) = Secod ard sibseqent seners

A.9 Sart Monitoring (2)

A2 Invke Strt-up
A.6 Invoke Strt-up (2) A.3 Initialize PF
A.7 Initialize PF (2)

CSS

A.4 Start Sever
A.8 Start Saver (2)

Figure 3. 4.4.1-1. Mode Start-up Int eraction D iagram

3.4.4.2 Mode Start-up Thread Interaction Table - DomainV  iew
Table 3.4.4.2-1 provib the Inteaction - Donain View: Mode Start-up.

Table 3.4.4.2-1. Interaction Tabl e - Domain View: Mode Start-up (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
Al Start-up DAAC MSS None HPOV, MSS Operator selects the OPS
Request Ops agent servers mode icon in HPOV, then
are running on | selects Start Executable from
MSS server HPOV Misc. -> ECS
and managed Application menu.
servers.
A.2 Invoke MSS Server None None MSS invokes the start-up
Start-up script specified in the mode’s
configuration file.
A3 Initialize Server CSS None None The subagent calls PfStart to
PF start the server.
A4 Start CSS Server None None Upon completion of PfStart,
Server the server begins to register
with MSS.
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Table 3.4.4.2-1. Interaction Tabl e - Domain View Mode Start-up (2 of 2)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step Description

Preconditions

A5

Start
Monitoring

Server

MSS

None

None The server registers with the
subagent on the same host.
The subagent forwards an
event to the MSS
management server. HPOV is
utilized to create icons and
sub-maps to represent the
applications, programs, and
processes as they start up. In
addition, the subagent begins
to monitor the status of the
servers.

A6 -
A.9

See A.2 -
A7

See A.2 -
A7

See A.2 -
A7

See
A2 -
A7

See A2-A7 The above steps are repeated
for each of the applications

installed under this mode.

3.4.4.3 Mode Start-up Thread Component Interaction T

able

Table 3.4.4.3-1 provies the Component Intaction Mode Start-up.

Table 3.4.4.3-1. Component Interaction Table: Mode

Start-up (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.l1.1 | Start-up DAAC HPOV GUI DAAC Operator generates an OPS mode start-

Request Ops up command. The operator has already been
using HPOV Windows and has an icon
representing the OPS mode in an HPOV sub-
map. The operator highlights the OPS mode
icon and selects the Misc.-> ECS Application ->
Start executable item from the HPOV menu
bar.

A.2.1 | Send EcMsCm | EcMsAg | Distribut | A custom HPOV server (EcMsCmOVMap)
start-up OVMap SubAgen | ed running on the MSS server sends application
command t Object start-up commands to the MSS subagents
to running on the machines on which the mode is
subagent installed. The AppIDs, host name, mode, and

instance id are passed to the subagents on the
specified hosts based on the mode icon
selected.
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Table 3.4.4.3-1. Component Interaction Table: Mode  Start-up (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.2.2 | Subagent | EcMsAg | Applicati | Distribut | The applications specified by the AppIDs and
invokes SubAgen | onstart- | ed mode are started. The subagent looks for the
start-up t up script | Object .ACFG corresponding to the specified AppIDs
script specified and mode on each host and execute the

in the startup utilities specified in the .ACFG files. If

ACFG more than one server is contained in an

file application start-up script, each one is started
in the order specified in the script.

A.3.1 | Initialize Applicati | PfStart Distribut | As the servers start, the process framework is
PF on start- ed initialized.

up script Object

A4.1 | Start PfStart Server Distribut | Once the process framework has been

Server ed successfully initialized, the servers are ready to
Object complete the start-up process.

A5.1 | Start Server EcMsAg | Distribute | The servers register with the subagents by

Monitoring SubAgen | d Object | sending start events. The subagents then
t create entries for the servers in the subagent

table, insert binding information in the Binding
Vector File, and forward topology change
events to HPOV.

A.5.2 | Monitor EcMsAg | Server Distribute | The subagent periodically polls all servers on
Servers SubAgen d Object | the machine to determine their status. If the
t subagent detects that a server has died without

shutting down gracefully, it generates an event
that is forwarded to HPOV.

A6.1 [seeA2.1 |seeA21l |seeA.21 | Distribute | The above steps are repeated for each of the
- -Ab5.2 -Ab5.2 -Ab5.2 d Object | applications installed under this mode.
A.9.2

3.4.5 Mode Shutdown Thread

This thread shows the shutdownaof ECS modacrosshe various hostson which themodehas
been installed and is mently running.

3.4.5.1 Mode Shutdown Thread Interaction Diagram - Domain View

Figure 3.4.5.1-1 illustrates the Mode Shutdown butgon.
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=3 Digtributed Objed (rpc,
HMI (GUI, Xterm, commard)

. .)

—_—> ftp

% email (or otherasnoted)
-->

(2) = Secord ard subsequent servers
DAAC p

Ops

* B.1 Shutiown Reguest

Double line - Synchronous
email (or otherasnoted)
Dashed - Asvnchronous

B.5 Stopmonitoring
B.9 Stopmonitoring (2)

B.4 Sendshutdown event
B.8 Sendshutdown event (2)

B.2 Invoke pfShudown
B.6 Invoke pfShudown (2)

B.3 Shut down server

CSS

B.7 Shut down srver (2)

Figure 3. 4.5.1-1. Mode Shutdown Interaction Di agram

3.4.5.2 Mode Shutdown Thread Interaction Table - DomainV  iew

Table 3.4.5.2-1 provigs the Interaction Tabé - Domain Vew: Mode Shutdown.

Table 3.4.5.2-1. Interaction Tabl e - Domain V iew: Mode Shutdown (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions
B.1 Shutdown | DAAC MSS None HPOV, MSS The DAAC operator selects
Request Ops agent codes the icon representing the
are running on | mode to be shut down. The
MSS server. operator then chooses the
MSS agent Shutdown Executable
code is running | command from the HPOV
on managed Misc. -> ECS Application
servers. An menu.
icon
representing
the mode to be
shut down has
been created
on an HPOV
sub-map.
B.2 Invoke MSS CSss None None The MSS subagent invokes
pfShutdow the pfShutdown command to
n shut down the first server
associated with the mode.
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Table 3.4.5.2-1. Interaction Tabl e - Domain V iew: Mode Shutdown (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider | Issues Preconditions
B.3 Shut Down | CSS Server None None The pfShutdown command
Server gracefully shuts down the
server.
B.4 Send Server MSS None None The subagent detects that
Shutdown the server has shutdown,
Event and generates a topology
change event to be sent to
HPOV.
B.5 Stop MSS MSS None None The subagent stops
Monitoring monitoring the server and
process(s) associated with
the application. In addition,
all application, program, and
process sub-maps and icons
are removed from HPOV.
B.6- |SeeB.2- SeeB.2- | SeeB.2- | SeeB.2 | SeeB.2-B.9 The above steps are
B.9 B.9 B.9 B.9 -B.9 repeated for each of the
applications and programs
associated with this mode.

3.4.5.3 Mode Shutdown Thread Component Interaction T

able

Table 3.4.5.3-1 provies the Mode Shutdown Component liaietion.

Table 3.4.5.3-1. Mode Shutdown Component Interaction Table ( 1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.1.1 | Shutdown DAAC HPOV GUI DAAC Operator generates an OPS mode

Request Ops shutdown command. The operator has
already been using HPOV Windows and
has an icon representing the OPS mode in
an HPOV sub-map. The operator highlights
the OPS mode icon and selects the Misc.->
ECS Application -> Shutdown executable
item from the HPOV menu bar.

B.2.1 | Send EcMsAg | EcMsAg | Distribute | A shutdown command is forwarded from the
Shutdown DgCitrl SubAgen | d Object | MSS server to the subagent on the server
Request to t on which the OPS mode applications are
Subagent running.

B.2.2 | Subagent EcMsAg | PfShutdo | Distribute | The subagent issues a pfShutdown
Invokes SubAgen | wn d Object | command for each server in the mode.
pfShutdown t

B.3.1 | PF Starts PfShutdo | Server Distribute | PF initiates the server for the server to
Server Shut wn d Object | perform various clean up functions and
Down shuts itself down.
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Table 3.4.5.3-1. Mode Shutdown Component Interaction Table (2 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

B.4.1 | Shutdown Server EcMsAg | Distribute | The Subagent detects that the server has
Event Sent to SubAgen | d Object | shutdown, and generates a topology
Subagent t change event to be sent to HPOV.

B.5.1 | SubAgent EcMsAg | EcMsAg | Distribute | The Subagent generates a Shutdown event
Sends SubAgen | Deputy d Object | for each process and forwards it to the
Shutdown t deputy agent running on the MSS server.
Event to MSS
Server

B.5.2 | Shutdown EcMsAg | HPOV Distribute | The deputy logs the shutdown event in the
Status Sent Deputy d Object | trapd file. HPOV updates its display by
to HPOV removing the icons and sub-maps

representing the server and its associated
processes. The mode icon remains on the
sub-map.

B.6.1 | See B.2.1 - See See Distribute | The above steps are repeated for each of

- B.5.2 B.2.1- B.2.1- d Object | the applications and programs associated

B.9.2 B.5.2 B.5.2 with this mode.

3.4.6 Applicat ion Start-up Thread

This thread shows the start-upam ECS application on a host on ahihe applicationhasbeen
instdled.

3.4.6.1 Applicat ion Start-up Thread Interaction Diagram - Domain View

Figure 3.4.6.1-1 depicts the Apmditton Start-up Intexction.

DAAC (2) = Secod sener = Distibuted Object (rpc
Ops ==+ HMI (GUI, Xterm, command)
P —> ftp
*, C.1 Start-up Reguest = email (or other asnoted)

Double line - Synchronous
== email (or other as noted)
Dashed - Asynchronous

C.5 Sart Monitoring
C.9 Sart Monitoring (2)

Cc2 Ivoke Sart-up
C.6 Invoke Start-up (2) C.3 Initialize PF
C.7 Initialize PF (2)

CSS

C.4 Stat Sever
C.8 Stat Sever (2)

Figure 3. 4.6.1-1. Appli cation Start-up Int eraction D iagram
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3.4.6.2 Applicat ion Start-up Thread Interaction T able - Domain View

Table 3.4.6.2-1 provies the Inteaction - Donain View: Application Start-up.

Table 3.4.6.2-1. Interaction Tabl e - Domain View Appli cation St art-up

Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
Cl1 Start-up DAAC MSS None HPOV, MSS Operator selects the
Request Ops agent code are | Accountability application icon
running on in HPOV, then selects Start
MSS server. Executable from the HPOV
MSS agent Misc. -> ECS Application
code is running | menu.
on managed
servers.
C.2 Invoke MSS Server None None MSS invokes the start-up
Start-up script specified in the
Accountability .ACFG file
(EcMsAccountabilityApp.ACP
G).
C3 Initialize Server CSS None None The EcMsAcOrderSrvr (the
PF first server listed in the .ACFG)
calls pfStart to start the
Process Framework.
c4a Start CSS Server None None Upon completion of pfStart,
Server the EcMsAcOrderSrvr begins
to register with MSS.
C5 Start Server MSS None None The EcMsAcOrderSrvr
Monitoring registers with the subagent.
The subagent forwards an
event to the MSS
management server, and
HPOV is utilized to create
icons and sub-maps to
represent the application,
program, and process(s). In
addition, the subagent begins
to monitor the status of the
EcMsAcOrderSrvr.
C6- |seeC.2- |[seeC.2- |seeC.2- | None seeC.2-C.5 The above steps are repeated
C.9 C5 C5 C5 for each of the programs

specified in the start-up script
identified in the .ACFG file (in
this instance, the
EcMsAcRegUserSrvr).
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3.4.6.3 Application Start-up Thread Component Inter  action Tabl e
Table 3.4.6.3-1 provig the Application Start-up Component Iratetion.

Table 3.4.6.3-1. Application Start-up Component Interaction Tabl e (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.1.1 | Start-up | DAAC HPOV GUI DAAC Operator generates an Accountability
Request | Ops start-up command. The operator has already

been using HPOV Windows and has an icon
representing the Accountability application in an
HPOV sub-map. The operator highlights the
Accountability icon and selects the Misc.-> ECS
Application -> Start executable item from the
HPOV menu bar.

C.2.1 | Send EcMsCm | EcMsAg | Distribute | A custom HPOV server (EcMsCmOVMap)
start-up | OVMap SubAgen | d Object | running on the MSS server sends an application

comman t start-up command to the MSS subagent running
dto on the machine on which the Accountability
subagen server is installed. The AppID, host name, mode,
t and instance id are passed to the subagent on

the specified host based on the icon selected.

C.2.2 | Subage | EcMsAg | Applicati | Distribute | The application specified by the AppID and mode

nt SubAgen | onstart- | d Object | is started. The subagent looks for the .ACFG
invokes |t up script corresponding to the specified ApplD and mode
start-up specified on this host and executes the startup utility
script in the specified in the .ACFG file. If more than one
ACFG server is contained in the application start-up
file script, each one is started in the order specified
in the script.
C.3.1 | Initialize | Applicati | pfStart Distribute | As the EcMsAcOrderSrvr starts, the process
PF on start- d Object | framework is initialized.
up script
C.4.1 | Start pfStart Server Distribute | Once the process framework has been
Server d Object | successfully initialized, the EcMsAcOrderSrvr is
ready to complete the start-up process.
C.5.1 | Start Server EcMsAg | Distribute | When the Event Logging capabilities described in
Monitori SubAgen | d Object | C.5.1 become available, the EcMsAcOrderSrvr
ng t registers with the subagent by sending a

program start event. The subagent then creates
an entry for the EcMsAcOrderSrvr in the
subagent table, inserts binding information in the
Binding Vector File, and forwards a topology
change event to HPOV.
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Table 3.4.6.3-1. Application Start-up Component Interaction Table (2 of 2)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
C.5.2 | Monitor | EcMsAg | Server Distribute | The subagent periodically polls the
Servers | SubAgen d Object | EcMsAcOrderSrvr to determine their status. If the
t subagent detects that the EcMsAcOrderSrvr has
died without shutting down gracefully, it
generates an event that is forwarded to HPOV.
C.6.1 | see see C.2.1 | see C.2.1 | Distribute | The above steps are repeated for each of the
- c.21- -C5h.2 -C5h.2 d Object | programs specified in the start-up script identified
C9.2 | Ch.2 in the .ACFG file (in this instance, the
EcMsAcRegUserSrvr).
3.4.7 Application Shutdown Thread

This thread shows the shutdownaof ECS application on a host on which épglication has
been installed and is mently running.

3.4.7.1 Application Shutdown Thread
Figure 3.4.7.1-1 depicts the Apmiton Shutdown Interaction.

Interaction Di agram - Domain Vi ew

Distributed Olject(rpc, CtLib)

HMI (GUI, Xterm, commangl
> ftp

emal (or otherasnoted)

Double line - Synchronous

emal (or otherasnoted)

v Dashed - Asynchronous

DAAC ¥
Ops

* D.1 Shutdown Reques

D.5 Sop montoring
D.9 Sop montoring )

D.4 Send shutdown event

D.8 Send hutdown event(2)
D.2 Invoke pShutdown
D.6 Invoke pShutdown (2)

D.3 Shutdown server

D.7 Shutdown rver (2)

Figure 3. 4.7.1-1. Appli cation Shutdown Inter action Diagr am
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3.4.7.2 Application Shutdown Thread

Interaction Tab le - Domain Vi ew

Table 3.4.7.2-1 provieb the Inteaction Tabé - Domain Vew: Application Shutdown.

Table 3.4.7.2-1. Interaction Tabl e - Domain V iew: Appli cation Shutdown (1 of 2)

Step Event Interface | Interface Data Step Descript ion
Client Provider | Issues | Preconditions
D.1 Shutdown | DAAC MSS None HPOV, MSS The DAAC operator selects
Request Ops agent codes the icon representing the
are running on | Accountability application. The
MSS server. operator then chooses the
MSS agent Shutdown Executable
code is running | command from the HPOV
on managed Misc. -> ECS Application
servers. The menu.
application to
be shut down
has been
discovered by
HPOV and an
icon
representing
the application
has been
created on an
HPOV sub-
map.
D.2 Invoke MSS CSS None None The MSS subagent invokes
pfShutdow the pfShutdown command to
n shut down the
EcMsAcOrderSrvr (which
happens to be the first
program associated with the
application).
D.3 Shut CSS Server None None The pfShutdown command
Down initiates a gracefully shut down
Server of the EcMsAcOrderSrvr.
D.4 Send Server MSS None None The Subagent detects that the
Shutdown server has shutdown, and
Event generates a topology change
event to be sent to HPOV.
D.5 Stop MSS MSS None None The subagent stops monitoring
Monitoring the EcMsAcOrderSrvr and

associated process. All
program and process sub-
maps and icons are removed
from HPOV. In addition, if this
were the last program
associated with the
application, the application
icon and sub-map would be
removed as well.
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Table 3.4.7.2-1. Interaction Tabl e - Domain V iew: Appli cation Shutdown (2 of 2)

Step Event Interface | Interface Data Step Description

Client Provider | Issues | Preconditions
D.6- |seeD.1- |seeD.l- see D.1- | None seeD.1-D.5 The above steps are repeated
D.9 D.5 D.5 D.5 for each of the programs

associated with the same
instance of this application (in
this instance, the
EcMsAcRegUserSrvr).

3.4.7.3 Application Shutdown Thread Component Inter

action Tabl e

Table 3.4.7.3-1 proves the Component Intaction: Application Shutdown.
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Table 3.4.7.3-1. Component Interaction Table: Appli

cation Shutdown

Step Event Interface | Interface | Interface Description
Client Provider Mech.

D.1.1 | Shutdown DAAC HPOV GUI DAAC Operator generates an Accountability

Request Ops shutdown command. The operator has
already been using HPOV Windows and has
an icon representing the running
Accountability application in an HPOV sub-
map. The operator highlights the
Accountability icon and selects the Misc.->
ECS Application -> Shutdown executable
item from the HPOV menu bar.

D.2.1 | Send EcMsAg EcMsAg Distribut | A shutdown command is forwarded from the
Shutdown DgCitrl SubAgen | ed MSS server to the subagent on the server on
Request to t Object which the Accountability application is
Subagent running.

D.2.2 | Subagent EcMsAg pfShutdo | Distribut | The subagent issues a pfShutdown
Invokes SubAgen | wn ed command for the first server in the
pfShutdown |t Object Accountability application

(EcMsAcOrderSrvr).

D.3.1 | PFinitiates pfShutdo | Server Distribut | The PF initiates the server to perform various
Server Shut | wn ed clean up functions and the EcMsAcOrderSrvr
Down Object shuts itself down.

D.4.1 | Shutdown Server EcMsAg Distribut The Subagent detects that the server has
Event Sent SubAgen | ed shutdown, and generates a topology change
to Subagent t Object event to be sent to HPOV.

D.5.1 | SubAgent EcMsAg EcMsAg Distribut | The Subagent generates a Shutdown event
Sends SubAgen | Deputy ed for each process and forwards it to the
Shutdown t Object deputy agent running on the MSS server.
Event to
MSS Server

D.5.2 | Shutdown EcMsAg HPOV Distribut | The deputy logs the shutdown event in the
Status Sent | Deputy ed trapd file. HPOV updates its display by
to HPOV Object removing the icons and sub-maps

representing the EcMsAcOrderSrvr and its
associated processes. The Accountability
application icon remains on the sub-map
since the EcMsAcRegUserSrvr is still
running.

D.6.1 | SeeD.2.1- | See See Distribut | The above steps are repeated for each of the

- D.5.2 D.2.1- D.2.1- ed programs (EcMsAcRegUserSrvr) associated

D.9.2 D.5.2 D.5.2 Object with the same instance of this application.

When the last program has been shut down,

the Accountability application icons and sub-

maps are automatically removed by HPOV.
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3.4.8 Program Start-up Thread

This threadshowsthe start-upof an ECS progtm on a host on which theggram has é&en
instdled.

3.4.8.1 Program St art-up Thre ad Interaction Diagram - Domain View

Figure 3.4.8.1-1 depicts the Pragr Start-up Intexion.

DAAC Y =3 Distibuted Object (rp,
o) ') HMI (GUI, Xterm, command)
PS —>» fip
. E1 Sart-up Request % email (or other as noted)
. Double line - Synchronous
- - email (or other as noted)
MSS Dashed - Asynchronous

E.5 Start Monitoring

E.2 Invoke Seart-up

E.3Initialize PF

CSS

E.4 Sart Sever

Figure 3. 4.8.1-1. Program Start-up Int eraction Diagram

3.4.8.2 Interaction Tabl e - Domain View

Table 3.4.8.2-1 provigs the Inteaction - Donain View: Program Start-up.
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Table 3.4.8.2-1. Interaction Tabl e - Domain View: Program St art-up

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Preconditions

Description

E.l

Start-up
Request

DAAC
Ops

MSS

None

HPOV, MSS
agent servers
are running on
MSS server
and managed
servers.

Operator selects the
EcMsAcOrderSrvr program
icon in HPOV, then selects
Start Executable from HPOV
Misc. -> ECS Application
menu.

E.2

Invoke
Start-up

MSS

Server

None

None

MSS invokes the start-up
script specified in the
EcMsAcOrderSrvr's .PCFG
file.

E.3

Initialize
PF

Server

CSS

None

None

The EcMsAcOrderSrvr calls
pfStart to start the Process
Framework.

E.4

Start
Server

CSS

Server

None

None

Upon completion of pfStart,
the EcMsAcOrderSrvr begins
to register with MSS.

E.5

Start
Monitoring

Server

MSS

None

None

The EcMsAcOrderSrvr
registers with the subagent.
The subagent forwards an
event to the MSS
management server creating
icons and sub-maps to
represent the application (if it
does not already exist),
program, and process(s). In
addition, the subagent begins
to monitor the status of the
EcMsAcOrderSrvr.

3.4.8.3 Program Start-up Thread Component Interaction T

able

Table 3.4.8.3-1 provies the Component Intaction Table: Progim Start-up.
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Table 3.4.8.3-1. Component Interaction Table: P rogram St art-up

Step Event Interface Interface | Interface Description
Client Provider Mech.

E.1.1 | Start-up DAAC Ops | HPOV GUI DAAC Operator generates an

Request EcMsAcOrderSrvr start-up command. The
operator has already been using HPOV
Windows and has an icon representing the
EcMsAcOrderSrvr program in an HPOV sub-
map. The operator highlights the
EcMsAcOrderSrvr icon and selects the
Misc.-> ECS Application -> Start executable
item from the HPOV menu bar.

E.2.1 | Send EcMsCmO | EcMsAgSu | Distribute | A custom HPOV server (EcMsCmOVMap)
start-up VMap bAgent d Object | running on the MSS server sends a start-up
comman command to the MSS subagent running on
dto the machine on which the EcMsAcOrderSrvr
subagent is installed. The AppID, Program ID, host

name, mode, and instance id are passed to
the subagent on the specified host based on
the icon selected.

E.2.2 | Subagent | EcMsAgSu | Program Distribute | The EcMsAcOrderSrvr is started. The
invokes bAgent start-up d Object | subagent looks for the .PCFG corresponding
start-up script to the specified Program ID and mode on
script specified in this host and executes the startup utility

the .PCFG specified in the .PCFG file.
file

E.3.1 | Initialize | Application | PfStart Distribute | As the EcMsAcOrderSrvr starts, the process
PF start-up d Object | framework is initialized.

script

E.4.1 | Start PfStart Server Distribute | Once the process framework has been
Server d Object | successfully initialized, the

EcMsAcOrderSrvr is ready to complete the
start-up process.

E.5.1 | Start Server EcMsAgSu | Distribute | When the Event Logging capabilities
Monitorin bAgent d Object | described in E.5.1 become available, the
g EcMsAcOrderSrvr registers with the

subagent by sending a program start event.
The subagent then creates an entry for the
EcMsAcOrderSrvr in the subagent table,
inserts binding information in the Binding
Vector File, and forwards a topology change
event to HPOV.

E.5.2 | Monitor EcMsAgSu | Server Distribute | The subagent periodically polls the
Servers bAgent d Object | EcMsAcOrderSrvr to determine its status. If

the subagent detects that the server has
died without shutting down gracefully, it
generates an event that is forwarded to
HPOV.
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3.4.9 Program Shutdown Thread

This threadshowsthe shutdownof an ECS program on a host on whicle frogam has ben
installed and is currently running.

3.4.9.1 Interaction Diagram - Domain View

Figure 3.4.9.1-1 depicts the Pragr Shutdown Interdion.

DAAC k = Distributed Objed (rpc,
Ops ====>  HMI (GUI, Xtem, commart)

» F.1 Shutdown Requed —> ftp

% email (or otherasnoted)
Double line - Synchronous

F.5 Sop monitoring | ==  email (or otherasnoted)

Dashed - Asynchronous

F.4 Send shutdown evert

F.2 Invoke pfShutlown

F.3 Shut down server

CSS

Figure 3. 4.9.1-1. Program Shutdown Interaction Di agram

3.4.9.2 Program Start-up Thread Interaction Table - Domain Vi  ew

Table 3.4.9.2-1 provigs the Inteaction - Donain View: Program Shutdown.
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Table 3.4.9.2-1. Interaction Tabl e - Domain V iew: Program Shutdown

Step Event Interface Interface Data Step Description
Client Provider | Issues | Preconditions
F.1 Shutdown | DAAC MSS None HPOV, MSS The DAAC operator selects
Request Ops agent codes the icon representing the
are running on | ECMsAcOrderSrvr. The
MSS server. operator then chooses the
MSS agent Shutdown Executable
code is running | command from the HPOV
on managed Misc. -> ECS Application
servers. The menu.
program to be
shut down (the
EcMsAcOrderS
rvr) has been
discovered by
HPOV and an
icon
representing
the
EcMsAcOrderS
rvr has been
created on an
HPOV sub-
map.
F.2 Invoke MSS CSS None None The MSS subagent invokes
pfShutdow the pfShutdown command to
n shut down the
EcMsAcOrderSrvr.
F.3 Shut CSS Server None None The pfShutdown command
Down initiates a graceful shut
Server down of the
EcMsAcOrderSrvr.
F.4 Send Server MSS None None The Subagent detects that
Shutdown the server has shut down,
Event and generates a topology
change event to be sent to
HPOV.
F.5 Stop MSS MSS None None The subagent stops
Monitoring monitoring the

EcMsAcOrderSrvr and
process(s) associated with it.
In addition, all applications (if
no other servers are running
under the application),
programs, and process sub-
maps and icons are

removed from HPOV.

3.4.9.3 Program Start-up Thread Component Interaction T

able

Table 3.4.9.3-1 provigs the Component Intaction: Program Shutdown.
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Table 3.4.9.3-1. Component Interaction Table: P rogram Shutdown

Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.1.1 | Shutdown DAAC HPOV GUI DAAC Operator generates a shutdown
Request Ops command. The operator has already been

using HPOV Windows and has an icon
representing the running EcMsAcOrderSrvr
in an HPOV sub-map. The operator
highlights the EcMsAcOrderSrvr icon and
selects the Misc.-> ECS Application ->
Shutdown executable item from the HPOV

menu bar.

F.2.1 | Send EcMsAg | EcMsAg | Distribute | A shutdown command is forwarded from the
Shutdown DgCitrl SubAgen | d Object | MSS server to the subagent on the server on
Request to t which the EcMsAcOrderSrvr is running.
Subagent

F.2.2 | Subagent EcMsAg | PfShutdo | Distribute | The subagent issues a pfShutdown
Invokes SubAgen | wn d Object | command for the EcMsAcOrderSrvr.

pfShutdown |t

F.3.1 | PFinitiates PfShutdo | Server Distribute | The PF initiates the server to perform

Server Shut | wn d Object | various clean up functions and the
Down EcMsAcOrderSrvr shuts itself down.

F.4.1 | Shutdown Server EcMsAg | Distribute | The Subagent detects that the server has
Event Sent SubAgen | d Object | shutdown, and generates a topology change
to Subagent t event to be sent to HPOV.

F.5.1 | SubAgent EcMsAg | EcMsAg | Distribute | Upon receiving the shutdown event, the
Sends SubAgen | Deputy d Object | subagent forwards it to the deputy agent
Shutdown t running on the MSS server.

Event to
MSS Server

F.5.2 | Shutdown EcMsAg | HPOV Distribute | The deputy logs the shutdown event in the
Status Sent | Deputy d Object | trapd file. HPOV updates its display by
to HPOV removing the icons and sub-maps

representing the EcMsAcOrderSrvr and its
associated processes. The Accountability
application icon remains on the sub-map if
the EcMsAcRegUserSrvr (the other program
that is part of the Accountability application)
is still running.
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3.4.10 Process Shutdown Thread

This thread shows the shutdownasf ECS process on a host on whicé gino@ss iscurrently
running.

3.4.10.1 Proces s Shutdown Thre ad Interaction Diagram - Domain View
Figure 3.4.10.1-1 depicts the Pess Shutdown Intec&on.

—) Distributed Object(rpc,
') HMI (GUI, Xtem, command)
DAAC } —> ftp

Ops # email (or otheras noted)

» G.1 Shutdown Reques Double line - Synchronous
. - - emil (or otheras noted)

v Dashed - Asvnchronous

G.5 Stop monitoring

G.4 Send $utdown event

G.2 Invoke pBhutdown

G.3 Shut down server

CSS

Figure 3. 4.10.1-1. Process Shutdown Interaction Diagr am

3.4.10.2 Process Shutdown Thread Interaction Table - DomainV  iew

Table 3.4.10.2-1 proves the Inteaction - Donain View: Proess Shutdown.
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Table 3.4.10.2-1. Interaction T able - Domain View: Proc ess Shutdown

Step Event Interface | Interface Data Step Descript ion
Client Provider | Issues | Preconditions

G.1 Shutdown | DAAC MSS None HPOV, MSS The DAAC operator selects

Request Ops agent codes the icon representing the
are running on | process to be shut down. The
MSS server. operator then chooses the
MSS agent Shutdown Executable
code is running | command from the HPOV
on managed Misc. -> ECS Application
servers. The menu.
process to be
shut down has
been
discovered by
HPOV and an
icon
representing
the process
has been
created on an
HPOV sub-
map.

G.2 Invoke MSS CSS None None The MSS subagent invokes
pfShutdow the pfShutdown command to
n shut down the process.

G.3 Shut CSS Server None None The pfShutdown command
Down initiates a graceful shut down
Process of the process.

G4 Send Server MSS None None The Subagent detects that the
Shutdown server has shut down, and
Event generates a topology change

event to be sent to HPOV.

G.5 Stop MSS MSS None None The subagent stops monitoring
Monitoring process. In addition, the

process sub-maps and icons
are removed from HPOV.

3.4.10.3 Process Shutdown Thread Component Interaction T

able

Table 3.4.10.3-1 proves the Component Intaction Table: Pragss Shutdown.
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Table 3.4.10.3-1. Component Inter action Tabl e: Process Shutdown

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

G.1.1 | Shutdown DAAC HPOV GUI DAAC Operator generates a process

Request Ops shutdown command. The operator has
already been using HPOV Windows and
has an icon representing the running
process in an HPOV sub-map. The
operator highlights the process icon and
selects the Misc.-> ECS Application ->
Shutdown executable item from the HPOV
menu bar.

G.2.1 | Send EcMsAgD | EcMsAg | Distribute | A shutdown command is forwarded from
Shutdown gCitrl SubAgen | d Object | the MSS server to the subagent on the
Request to t host on which the process is running.
Subagent

G.2.2 | Subagent EcMsAgS | PfShutdo | Distribute | The subagent issues a pfShutdown
Invokes ubAgent wn d Object | command for the process with the
pfShutdown specified PID.

G.3.1 | PFinitiates PfShutdo | Server Distribute | The PF initiates the server to perform
the Process wn d Object | various clean up functions and the Process
to Shut Down shuts down.

G.4.1 | Shutdown Server EcMsAg | Distribute | The subagent detects that the process
Event Sent to SubAgen | d Object | has shut down, and generates a topology
Subagent t change event to be sent to HPOV.

G.5.1 | SubAgent EcMsAgS | EcMsAg | Distribute | The subagent generates a shutdown event
Sends ubAgent Deputy d Object | for the process and forwards it to the
Shutdown deputy agent running on the MSS server.
Event to MSS
Server

G.5.2 | Shutdown EcMsAgD | HPOV Distribute | The deputy logs the shutdown event in the
Status Sent eputy d Object | trapd file. HPOV updates its display by
to HPOV removing the icons and sub-maps

representing the process. In this instance
the EcMsAcOrder Server program icon and
submaps will be deleted as well since it
only consists of one process. The
Accountability application icon remains on
the sub-map if the EcMsAcRegUserSrvr is
still running.
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3.5 MODIS Scenario

3.5.1 MODIS Scenario D escript ion

This scenario shows how the ECS supports standard MODIS processerngrally, MODIS

Level O dat is made avaiable b ECS when MODISfiles are phced nto a predetrmined
directory on a predetermined host tha ECS polls for peodicaly. ECS deects theavailability of

new Level 0 MODIS data via a PDR (Product Delivery Record) fl&CS theningestsand
archivesthenewLevel 0 granule, and a sequence of standard production algorithms is run based
on that new data.

The PGEO1processegreviously archived MODOO data into MODO1 and MODO3 granules.
These MODO0O1 and MODO03 granules, along with ancillary data, are automatically input to
PGEO2 to produce MOD020OBC, MOD021KM, MODO02HKM, ak®D02QKM data(all part

of “MODO02” data). The MODO02 and MODO3 data are input to the PGEO3, which produces
MOD35_ L2, MODO7_L2 and MODVOLC granules.

Figure 3.5.1-1 illustrates the relationships between the data apod3¥GEsusedin the MODIS
Scenaro.

MODO2LUT MOD020BC  MODO021KM, MOD02HKM, MOD02QKM MOD35_L2
(static Inputs) Calibration Rad. Prod. 1KM, 500M, 250M Cloud Mask
357 KB 57MB 262, 168, 168 MB 48 MB
2 file 1 file 3 files 1file

_\ PGE02 A / PR
Cloud Mask MODO07_L2

Level 1B Atmos. Prod., Atmos. Prod.
Processing Volcano Alert 28 MB
1file
Processing _—

MODVOLC
MODO1 MODO03 Volcano Alert
Level 1A Geolocation sizing not available
355 MB 61 MB 1file
1file 1file

MOD35ANC, SEA_ICE, OZ_DAILY,
MODO7LUT GDAS_0ZF, REYNSST
(Static Inputs) (Ancillary Inputs )

3, 2 files 4 files

AM1EPHEM, AM1ATTH

(Dynamic Inputs) _,

From DPREP
2files

Level 1A
Processing

MODO00 MODO1LUT, MODO3LUT
Level 0 (static Inputs)

6.5GB 357 KB
1file 2 files

Figure 3.5.1- 1. MODIS Scenario PGE/D ata Relationship D iagram
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Thefollowing systen fundiondity is exercised in this senario:

3.5.2

Automdic Sceduling of PGE gecution

Archive Data as PGE Inputs

Chaining of PGEs

Concurrent PGE Execution

Access to ECS produced data

Standing Order Support, including distributing data to users electronically

Support of failed PGEs.

MODIS Scenario Preconditions

The following ESDTs have been inserted into the ECS:

MODOO (MODIS Level 0 Raw Instrument Packets - used as input to PGEO1)
MODO1 (L1A Raw Radiances)

MODO021KM (L1B Calibrated Radiances Product (1000m))

MODO2HKM (L1B Calibrated Radiances Product (500m))

MODO02QKM (L1B Calibrated Radiances Product (250m))

MODO020BC (MODIS Level 1B Onboard Calibrator/Engineering data)
MODO1LUT (MODIS Engineering Telemetry Lookup Table)

MODO2LUT (MODIS Instrument Calibration Parameters Lookup Table)
MODO3LUT (MODIS Instrumat and Saellite Paameters for MODO03)

MODO7LUT (MODIS Temperature and Water Vapor Profile Inversion Coefficients)
MODO03 (MODIS Geo-Location data)

MOD35ANC (EDC Land/Sea Mask Olson World Ecosystem Mask)

SEA_ICE (NCEP SSM/I Sea Ice Modelers Grid Data Level 3 Product)
OZ_DAILY (NCEP TOVS Ozone Daily Product)

GDAS_0ZF (NCEP 1-Degree Global Data Assimilation Model (GDAS) Product)
REYNSST (NCEPReynolds BlendedS Weekly Roduct)

MOD35_L2 (MODIS Cloud Mask and Spectral Test Results)

MODO7_L2 (MODIS Temperature and Water Vapor Profile Product)
MODVOLC (MODIS Volcano Alert He)
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e AMI1EPHEM (Predicted EOS AM-1 Ephemeris)

e AMI1ATTH (Definitive Attitude Datafor EOS AM-1 ingsted from FDF FDD)

e PGEEXE (PGE Execution Granule)

e FAILPGE (Faled PCE Histoty)

e PH (Product History)
The following PGEs have successfully been through the SSI&T process:

e PGEO1

e PGEO2

e PGEO3
Ancillary and staic daa granules have been inseted into Dda Sever.
MODOO granules have been inserted into Data Server (via Ingest Polling from EDOS).
Subscription for MODIS failed PGE has been entered on behalf of Instrument Team.
A Resource Plan has been created for resources needed for MODIS production.

A ProductionPlan has been created using the Production Planning Workb&hhProduction
PlanincludesProductionRequestdor the PGEO1, PGE0O2 and PGEO®vailable inputs will
trigger the PGEs.The DPR for PGEOL job in the plan includes references t@plbpeopriate
MODOO granules. The DPRsfor PGEO2 ad PGEO03 hee submittel subsdptions for thelnsat

events for appropriate input data.

Production Planning Workbench is already running on the DAAC Desktop.

3.5.3 MODIS Scenario Partitions
The MODIS senaio has been patitioned into thefollowing threads:

e MODIS Standing Order Submittal (Thread A) - This thred simply showshow the
DAAC User Services submits a standing order for MOD35_L2 granulesdistributed
via ftp Push to a science user.

e MODIS Standard Production (Thread B) - This thread showsw the sequenceof

PGEs(PGEO1PGEO2, PGEO3) execute in a chained fashion, with the output of one PGE

being used as the input of the next.

e MODIS Failed PGE Handling (Thread @ - This thread show$ow the artifacts from a
failed PGE are cdlecied and senb the Instument Team

e MODIS Data Access(Thread D) - This thread shows how the generdtgd products

are available for user accesalso in this thread, the MODIS Standing Order, submitted

in Thread A, is fulfilled.
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3.5.4 MODIS Standing Order Submittal Thread

This thread simply shows how the DAAC User Services submits a standing order for
MOD35_L2 granules to be distributed via ftp Push to a science user.

3.5.4.1 MODIS Standing Order Submittal Thread Interaction Diagram - Domain

View

Figure 3.5.4.1-1 depicts the MODIS Standing Order Submittal Interaction.

PR )
« "

A.2 Qubgribe

.
-
-

|4

DAAC
Ops

A.lCall DAAC (Scienc

(viatelephone User

Distributed Object (rpc, CtLib)
HMI (GUI, Xtemm, command)
—> fip
email (or otherasnoted)
Double line - Synchronous
email (or otherasnoted)
Dashed - Asynchronous

Figure 3.5.4.1-1. MODIS Standing Order Submittal Interaction Diagram

3.5.4.2 MODIS Standing Order Submittal Thread Interaction Table - Domain View

Table 3.5.4.2-1 provides the Interaction - Domain View: MODIS Standing Order Submittal.

Table 3.5.4.2-1. Interaction Table - Domain View:
MODIS Standing Order Submittal (1 of 2)

Step | Event Interface | Interface | Data Step Descript ion
Client Provider | Issues | Preconditions
Al | Call Science DAAC None DAAC User Science User calls DAAC User
DAAC User Services Services staff, requesting that all
User Advertises MOD35 L2, MODO07_L2, and
Services Phone MODVOLC granules are sent to
number. Email | his/her workstation, via ftpPush.
address Science User provides host name
available. and address, directory for data
placement, and user name/password
for ECS to use when placing data.
Note: This could be performed via
email as well as telephone.
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Table 3.5.4.2-1. Interaction Table - Domain View:
MODIS Standing Order Submittal (2 of 2)

Step | Event Interface | Interface Data Step Descript ion
Client Provider | Issues | Preconditions
A.2 | Subscrib | DAAC SBSRV None MOD35 L2, DAAC User Services Representative
e User MODO7_L2, submits Standing Order subscription
Services and for MOD35 L2, MODO7_L2, and
Represen MODVOLC MODVOLC: Insert events. Action is
tative ESDT, with to electronically push product to
Insert Events science user’s machine.

3.5.4.3 MODIS Standing Order Submittal Thread Component Interaction Table

Table 3.5.4.3-1 provides the Component Interaction - Domain View: MODIS Sta@uidey
Submittad.

Table 3.5.4.3-1.

Component Interaction Table: MODIS Standing Order Submittal

Step Event Interface Interface | Interface Descript ion
Client Provider Mech.
A.2.1 | Startup DAAC User | EcSbGui | Xterm DAAC User Services Representative
SBSRV GUI | Services invokes SBSRV GUI application.
Representati
ve
A.2.2 | Create & DAAC User | EcSbGui | Xterm DAAC User Services Representative
Submit Services represents him/herself as the Science User.
Subscription | Representati The DAAC Operator brings up the GUI and
from GUI ve clicks button to create new subscription. A
list of events is then displayed from which
the op can choose to subscribe. DAAC
Operator selects the MOD35_L2,
MODOQ7_L2, and MODVOLC:Insert events
for subscription. Only one action (besides
notification), is available from the SBSRYV at
this time. Ftp Push as a distribution
mechanism is input via a GUI button. Other
parameters required for ftpPush, including
the Science User’s host name, target
directory, ftp user name, and ftp password,
are input via the GUIL.
A.2.3 | Submit EcSbGui EcSbSub | Distribute | Submit the subscription to the Subscription
Subscription Server d Object | Server. This is accomplished with the
EcClSubscription interface class. The
correct SBSRV is determined via a Server
UR, declared in configuration.
A.2.4 | Store a EcSbSubSe | Sybase CtLib Subscription is stored in the Sybase
Subscription | rver Database.
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3.5.5 MODIS Standard Production Thread

This thread shows how the sequence of PGEs (PGEOL, PGEO2, PGEO03) execcitaimred
fashion, with the output of one PGE being used as the input of the next.

3.5.5.1 MODIS Standard Production Thread Interaction Diagram
Figure 3.5.5.1-1 depicts the MODIS Standard Production Thread Interaction.

B.1 Activate Production Plan B.2 Submit DPRs
DAAC =" -~ AICIEN - B.5 Rekase Jo(PGH1)
Ops - B.12 Rekase Jo (PGE02)

-7 B.19 Rekase Jb(PGEOS) B.8 Regiest DSS UR
P B.15 Request DSS UR
B.4 Notification (MODO0O0) B.7 Run PGE(PGED) B.23 Request DSS WR
B.11 Notification(MoD0L, MODo3 ~ B-14 Run PGE (PGED H

B.18 Notific ation (MOD02) B.21 Run PGE(PGHB)

! B.22 PGEFalls

! B.6 Acquire Data(PGEOl input)

BSR B.9 Insert DatgPGEO1 output)
B.13 Acquire Data(PGEO2 ancillary)
B.16 Insert DatdPGEO2 output)

R.20 Acquire Data (PGEO3 staic and arcillary inputs)

B.3 Trigoer Bvert (MODOO) B.24 Insert DatdPGEO3 output)
B.10 Trigger Event (MODO1, MODO3) Distri . i
B.17 Triager Event(MOD02) _; H:\jlr'b“te? ib'ed (e, C r'db)
B.25 Trigger Event — DSS — 5 (GUI, Xtem, commard)
(MOD35 L2, MODO7 L2, MODVOLC) % e:ra" (or otherasnoted)
Double line - Synchronous
- - email (or otherasnated)
Dashed - Asynchronous

Figure 3.5.5.1-1. MODIS Standard Production Interaction Diagram

3.5.5.2 MODIS Standard Production Thread Interaction Table - Domain View
Table 3.5.5.2-1 provides the Interaction - Domain View: MODIS Standard Production.
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Table 3.5.5.2-1.

Interaction Table - Domain View: MODIS Standard Production

(10f4)
Step | Event | Interface | Interface Data Step Descript ion
Client Provider Issues Preconditions
B.1 | Activat | DAAC PLS None PGEs passed DAAC Production Planner
e Productio SSI&T. Plan activates a plan, which
Produc | n Planner already includes a DPR for PGEOL1.
tion created. Plan created for PGEO1,
Plan Planner logged | PGEO02, and PGEO3, with input
in to DAAC granules ID'd for PGEO1, and
Desktop. subscriptions submitted for
input data for PGE02 and
PGEO3.
B.2 | Submit | PLS DPS None None DPRs for PGEO1 submitted
DPRs “Offhold” (standby state) to
DPS. PGEO2 and PGEOQS3 are
placed in the jobMgt queue
“On Hold".,PGEO2 and PGEO3
have dependencies on the
previous DPRs (PGEO2 needs
PGEO1 DPR, PGEO3 needs
PGEO1 and PGEO2 DPRs).
B.3 | Trigger | DSS SBSRV None The MODOO Trigger MODOO:Insert event.
Event has been
inserted to DSS
by Ingest.
B.4 | Notifica | SBSRV PLS None PLS Send direct notification to PLS,
tion Subscriptions notifying that there are newly
for inserted MODOO granules.
MODOO:Insert Notifications include the UR of
event the granules produced.
B.5 | Releas | PLS DPS None None PLS releases job containing
e Job PGEOL1.
B.6 | Acquire | DPS DSS One None DPS submits Acquire Request
Data MODO00 @ for MODO0O, MODO1LUT and
6.2GB MODO3LUT via ftpPush, for
every 2 input to PGEOL.
hours.
B.7 | Run DPS DPS PGEO1 None PGEOL1 runs, creating MODO1
PGE creates 24 and MODO3 granules.
MODO01
granules/2
hours
@355MB/g
ranule and
24 MODO3
granules/2
hours
@61MB/gr
anule
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Table 3.5.5.2-1.

Interaction Table - Domain View: MODIS Standard Production

(2 0f4)
Step | Event | Interface | Interface Data Step Descript ion
Client Provider Issues Preconditions
B.8 Reque | DPS 10S None None DPS gets the DSS UR from
st DSS Advertiser.
UR
B.9 Insert DPS DSS None MODO01 and Archive newly created MODO01
Data MODO03 and MODO3 granules.
ESDTs.
B.10 | Trigger | DSS SBSRV None None Trigger MODO1:Insert and
Event MODO3:Insert events. Note
that these are actually two
different events, so there are
two independent events
triggered.
B.11 | Notifica | SBSRV PLS None PLS Send direct notification to PLS,
tion Subscriptions notifying that there is a newly
for inserted MODO1 and MODO3
MODO1:Insert granules. Notifications include
and the UR of the granules
MODO3:Insert produced.
events
B.12 | Releas | PLS DPS None None PLS releases job containing
e Job PGEO2.
B.13 | Acquire | DPS DSS MODO2LU | MODO2LUT DPS submits Acquire Request
Data T @357KB, | ESDT. for the ancillary product,
from MODO2LUT, via ftpPush, for
MODIS IT input to PGEO2. Note that
other input to PGEO?2 is the
MODOL1 granule that was
created in step B.7.
B.14 | Run DPS DPS One None PGEO2 runs, creating the
PGE MODO020B MODO020BC, MOD021KM,
C, MODO2HKM, and
MODO021K MODO02QKM granules.
M,
MODO2HK
M, and
MODO02QK
M@ 655
MB
produced
B.15 | Reque | DPS 10S None None DPS gets the DSS UR from
st DSS Advertiser.
UR
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Table 3.5.5.2-1.

Interaction Table - Domain View: MODIS Standard Production

(30f4)
Step | Event | Interface | Interface Data Step Descript ion
Client Provider Issues Preconditions
B.16 | Insert DPS DSS None MODO020BC, Archive newly created
Data MODO021KM, MODO020BC, MODO021KM,

MODO2HKM, MODO2HKM, and
AND MODO02QKM granules.
MODO02QKM
ESDTs.

B.17 | Trigger | DSS SBSRV None None Trigger MODO0O20BC,

Event MODO021KM, MODO2HKM,
and MODO02QKM:Insert
events.

B.18 | Notifica | SBSRV PLS None PLS Send direct notification to PLS,

tion Subscription for | notifying that there are newly

MODO020BC, inserted MOD020BC,
MODO021KM, MODO021KM, MODO2HKM,
MODO2HKM, and MODO02QKM granules.
AND Notification message includes
MODO02QKM:In | the UR of the granule.
sert events.

B.19 | Releas | PLS DPS None None PLS releases job containing

e Job PGEO3.

B.20 | Acquire | DPS DSS New Static | Static Inputs: DPS submits Acquire Request

Data and MOD35ANC, for PGEO3 Products, via

Ancillary MODO7LUT ftpPush, for input to PGEO3.
Inputs Ancillary Inputs: | Note that other inputs to
SEA _ICE, PGEO3 were created with
OZ_DAILY, PGEO1 and PGEO2 outputs
GDAS_0ZF, and are still in DPS disk
REYNSST resources, so no Acquires are
necessary for those inputs.
B.21 | Run DPS DPS 1MOD35_L | None PGEO3 runs, creating
PGE 2, MOD35_L2, MODO07_L2, and
1MODO07_L MODVOLC granules.
2,and
1MODVOL
C @76+MB
produced
B.22 | PGE DPS DPS None None One instance of the PGEO3

Fails running fails, due to the need
for night data, but all input data
is during daylight. Thisis a
planned PGE failure. Please
pick up processing of this
Failed PGE in Thread C of this
MODIS scenario.
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Table 3.5.5.2-1.

Interaction Table - Domain View: MODIS Standard Production

(4 of4)
Step | Event | Interface | Interface Data Step Descript ion
Client Provider Issues Preconditions
B.23 | Reque | DPS 10S None None DPS gets the DSS UR from
st DSS Advertiser.
UR
B.24 | Insert DPS DSS None MOD35 L2, Archive newly created
Data MODO07_L2, MOD35_L2, MODO7_L2, and
and MODVOLC | MODVOLC granules.
ESDTs.
B.25 | Trigger | DSS SBSRV None None Trigger MOD35 L2,
Event MODO07_L2, and
MODVOLC:Insert events.
Completion of the support for
Standing order is shown in
Thread D of this MODIS
scenario.

3.5.5.3 MODIS Standard Production Thread Component Interaction Table

Table 3.5.5.3-1 provides the Component Interaction: MODIS Standard Production.

Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(1 of 27)
Step Event Interface | Interface Provider | Interface Descript ion
Client Mech.
B.1.1 Startup | DAAC EcPIWb GUI DAAC Planner invokes the Planning
Planning | Operator - workbench. While already running
Workbe | Planner within the DAAC Desktop, the
nch planner double clicks on the Planning
Workbench icon.
B.1.2 Select DAAC EcPIWb GUI Planner interacts with Planning
Plan to Operator - Workbench GUI to Select plan to
Activate, | Planner activate (it was already created),
Modify modify it with DPRs for chaining
and PGEO1, PGEO2 and PGEO3. Input
Activate granules for PGEO1 are identified in
Production Plan. (Note scenario
preconditions stated above.)
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(2 of 27)
Step Event Interface Interface Interface Descript ion
Client Provider Mech.
B.1.3 Create EcPIWb EcDpPrJobMgmt rpc The Production Planning Workbench
DPR sends to DPS the DPRID, a list of
predecessor DPRs, and whether the
DPR is waiting for external data.
B.2.1 Submit EcDpPrJo | Autosys JIL DPRs in the updated plan are
DPRs bMgmt submitted to Autosys by DPS for
dependent execution. MODOO covers
2 hours and MOD02 and MODO03
cover 5 minutes each. Therefore,
the number of DPRs is one for
PGEO1 and between 22 and 24 each
for PGEO2 and PGEOQ3 for a total of
45 to 49 for 2 hours depending on
the data. The PGEOL1 job is
automatically released, because all
inputs are available and production
rules have been met, because input
granules were referenced in DPR.
B.2.2 Initiate event_dae | ECDpPrEM comman | The job containing the PGEO1 begins
Job mon d line processing.
Processi
ng
B.2.3 Connect | EcDpPre | EcDsScienceData | Distribute | Processing begins a session with the
to M Server d Object | SDSRV by connecting, in order to
SDSRV acquire the PGEOL. The correct
SDSRYV is determined by using the
Granule UR of the PGE granule,
which is defined in the Production
plan and is part of the DPR. This is
pertinent if there are multi-SDSRVs
in use at one DAAC in one mode.
B.2.4 | Add EcDpPre | EcDsScienceData | Distribute | PRONG establishes the data context
PGE M Server d Object | of the session with the SDSRV by
granule’ adding the PGE granule’s UR to the
s UR to ESDT ReferenceCollector.
Session
B.2.5 Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the
reference objects for each granule.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(3 0f 27)

Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.2.6 [ Acquire | EcDpPrE | EcDsScienceData | Distribute | DPS requests granules by

Data M Server d Object | submitting an Acquire request for the
PGE granule. The Acquire request
is for a ftpPush of all granules in the
ESDT ReferenceCollector. This
request is synchronous, meaning
that the return of the submit call of
the request contains the results of
the request. This means that the
response is not sent until the PGE
granule files have been ftp'ed to the
DPS disks. This request asks for
no distribution notice to be emailed.
The Acquire request structure is
hard-coded.

B.2.7 Create EcDsScie | EcDsStStagingDis | Distribute | SDSRV creates Staging Disk for the
Staging | nceDataS | kServer d Object | metadata file, which allocates space
Disk erver and passes back a reference to that
disk space. The reference to the
Staging Disk is determined from the
SDSRYV configuration. The amount
of staging disk to request is
determined by the size of the
metadata file.

B.2.8 Create EcDsScie | EcDsScienceData | Distribute | The SDSRYV creates a file containing

Metadat | nceDataS | Server d Object [ the PGE granule’s metadata before
a file erver passing to Distribution.

B.2.9 Distribut | EcDsScie | EcDsDistributionS | Distribute | SDSRV submits a request to Data
e nceDataS | erver d Object | Distribution. The request includes,
Granule | erver for each granule, a reference to the
s, metadata file as well as all data files.
Synchro Other parameters from the Acquire
nous request are passed to DDIST.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(4 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.2.10

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
reference to the Staging Disk is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes of
archived files, in the information
passed in the Distribution Request.

B.2.11

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer

ver

Distribute
d Object

DDIST requests that STMGT retrieve
the PGE granule file that is archived.
This results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

B.2.12

Link files
to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

B.2.13

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRYV Staging Disk into
the staging disk.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(5 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.2.14

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDisServ

er

Distribute
d Object

DDIST now creates the Resource
manager for ftp Pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The correct
ftp Server is determined from
configuration within the resource
factory. The files, host, and location
are all determined from the
information provided in the original
Acquire request. Username and
password are generated from
configuration values if none are
given.

B.2.15

ftp Files

EcDsStFtp
DisServer

Operating System | ftp

ftp daemon
(EcDpPreMm)

The EcDsStFtpDisServer performs
the actual ftp of the PGE files to the
DPS.

B.3.1

Trigger
Event
(MODO0O0
)

EcDsScie
nceDataS
erver

EcSbSubServer

Distribute
d Object

Upon successful insertion of MODOO
granules, the MODOO:Insert event is
triggered, one per granule. The
correct subscription server is
determined from the SDSRV
configuration. The correct events to
trigger are determined from the
events file, where they were stored
when the ESDT was installed in the
Data Server. Provided with the
event triggering is the UR of the
inserted granule.

B.3.2

Retrieve
Subscrip
tions

EcSbSub
Server

Sybase

CtLib

SBSRYV queries the Sybase
database determining which
subscriptions need to be activated,
or fired. Each query “hit" is an
activated subscription and executes
independently.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(6 of 27)
Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.4.1 [ Asynchr | EcSbSub | EcPISubMgr The SBSRV notifies PLS that there
onous Server Message | are new MODOO granules available.
Direct Passing The UR of the granule is passed in
Notificati Mechanis | the notification to the user, along with
on m a reference to the subscription that is

being fulfilled. Direct Notification is
to a Queuename (See Message
Passing Mechanism) that PLS-
Subscription Manager provided when
the subscription was submitted.

B.4.2 Connect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager begins a

to or Server d Object | session with the SDSRYV by

SDSRV connecting, in order to determine the
use of the new granule. The correct
SDSRYV is determined by using the
Granule UR in the natification
message. This is pertinent if there
are multi-SDSRVs in use at one
DAAC in one mode.

B.4.3 | Add EcPISubM | EcDsScienceData | Distribute | Subscription Manager establishes
PGE or Server d Object | the data context of the session with
granule’ the SDSRYV by adding the new
sURto granule’s UR of the PGE granule to
Session the ESDT ReferenceCollector.

B.4.4 Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the

reference objects for each granule.

B.4.5 Inspect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager checks the

Granule | gr Server d Object | new granule’s metadata attributes
Value (type, version, file size and temporal
Paramet range), to determine which, if any,
ers jobs can use it as input.
B.4.6 Match EcPISubM | Sybase CtLib Subscription Manager queries PDPS
Granule | gr database to determine if any PGE
S are waiting for this granule. If so, the
size and granule UR are written.
B.5.1 Release | EcPISubM | EcDpPrJobMgmt rpc Planning tells the Job Manager to
Job or release the job containing PGEOL.
Request
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(7 of 27)
Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.5.2 Force EcDpPrJo | event_daemon rpc Job containing PGEOL is released.
Start bMgmt
Job

B.5.3 Initiate event_dae | ECDpPrEM comman | The job containing the PGEO1 begins
Job mon d line processing.

Processi
ng

B.6.1 Connect | EcDpPrD | EcDsScienceData | Distribute | PRONG begins a session with the
to M Server d Object | SDSRV by connecting. The correct
SDSRV SDSRYV is determined by using the

Granule UR of the input granule.
This is pertinent if there are multi-
SDSRVs in use at one DAAC in one
mode.

B.6.2 [ Add EcDpPrD | EcDsScienceData | Distribute | PRONG establishes the data context
PGE M Server d Object | of the session with the SDSRV by
granule’ adding the input granule (MODOQO0) to
s UR to the session. The Granule UR of the
Session input granule is added to the ESDT

ReferenceCollector. Note that this
sequence is performed for each input
granule, one at a time.

B.6.3 Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested granule
a from from the Sybase/SQS database.
Inventor The metadata for each granule is
y passed back to the reference objects

for each granule.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(8 of 27)

Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.6.4 | Acquire | EcDpPrD | EcDsScienceData | Distribute | DPS requests granules by submitting
Data M Server d Object | an Acquire request for those
granules. The Acquire request is for
an ftpPush of all granules in the
ESDT ReferenceCollector. This
request is synchronous, meaning
that the return of the submit call of
the request contains the results of
the request. This means that the
response is not sent until the granule
files have been ftp’ed to the DPS
disks. This request asks for no
distribution notice to be emailed.

The Acquire request structure is
hard-coded.

B.6.5 Create EcDsScie | EcDsStStagingDis | Distribute | SDSRV creates Staging Disk for
Staging | nceDataS | kServer d Object | metadata files, which allocates space
Disk erver and passes back a reference to that
disk space. The reference to the
Staging Disk is determined from the
SDSRYV configuration. The amount of
staging disk to request is determined
by the size of the metadata file.

B.6.6 Create EcDsScie | EcDsScienceData | Distribute | For each granule referenced in the

Metadat | nceDataS | Server d Object | Acquire request, the SDSRV creates

a file erver a file containing the granule’s
metadata before passing to
Distribution.

B.6.7 Distribut | EcDsScie | EcDsDistributionS | Distribute | SDSRV submits a request to Data

e nceDataS | erver d Object | Distribution. The request includes,

Granule | erver for each granule, a reference to the

s, metadata file as well as all data files.

Synchro Other parameters from the Acquire

nous request are passed to DDIST.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(9 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.6.8

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
reference to the Staging Disk is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes in the
information passed in the Distribution
Request.

B.6.9

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer

ver

Distribute
d Object

DDIST requests that STMGT retrieve
the granule file that is archived. This
results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

B.6.10

Link files
to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

B.6.11

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRYV Staging Disk into
the staging disk.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(10 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.6.12

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDis
Server

Distributed
Object

DDIST now creates the Resource
manager for ftp Pushes via a Resource
Manager Factory. The correct resource
manager is determined from the Media
Type handed to the resource factory
(ftpPush, in this case). The correct ftp
Server is determined from configuration
within the resource factory. The files,
host, and location are all determined
from the information provided in the
original Acquire request. . Username
and password are generated from
configuration values if none given.

B.6.13

ftp Files

EcDsStFtp
DisServer

Operating
System ftp
daemon
(EcDpPrbm)

ftp

The EcDsStFtpDisServer performs the
actual ftp of the files to the DPS via the
Operating System ftp daemon.

B.7.1

Get
Metadat
a
Configur
ation
File

EcDpPre
M

EcDsScience
DataServer

Distributed
Object

DPS gets the metadata configuration file
of the output data’s ESDT (MODO1 and
MODO03). Data type and version are
from PDPS database; correct client
name is from configuration file.

B.7.2

Run
PGE

EcDpPrRu
nPGE

PGE<PGEO1>

command
line

PGEOL1 is executed. Output files are
placed in the output directory. The
directory path is established by using a
root, which was established by
configuration, and the specific directory
by the job id. This disk root is cross-
mounted by DPS, SDSRV and STMGT.
This is to ensure that they are directly
available to the DSS to be archived.

B.8.1

Request
DSS UR

EcDpPrD
M

EcloAdServer

Distributed
Object

If the DSS UR for this output data type
is not already known in the PDPS
database, DM searches the Advertiser
for a “GetQueryableParameters” service
for the desired output data type. This is
accomplished via the
loAdApprovedSearchCommand class.
Since the Advertiser is based on a
replicated database, no spec is required
to select the proper Advertiser. The
local one is used.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(11 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.9.1

Connect
to
SDSRV

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG begins a session with the
SDSRYV by connecting.

B.9.2

Insert
Data

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG requests that the newly
created files for the MODO1 and
MODO3 granules are inserted into
the Data Server. An Insert request,
containing the names of the files
comprising the granule, is created for
each granule. The structure of the
Insert Request is hard-coded.
SDSRYV validates metadata and
determines the archived names of
the files. Note that these inserts
occur one granule at a time.

B.9.3

STMGT
Store

EcDsScie
nceDataS
erver

EcDsStArchiveSer
ver

Distribute
d Object

SDSRYV requests that the files are
archived. The archive server must be
able to read the inserted files directly
from the DPS disks that they are
residing on. The correct archive
object to request is determined by
the Archive ID input during ESDT
installation. For files that have
backup archive ids and/or offsite ids
in the collection level metadata,
backup copies will be made in
locations determined by the values of
the backup archive id and offsite id.

B.9.4

Add a
Granule
to
Inventor

y

EcDsScie
nceDataS
erver

Sybase/SQS

CtLib

The validated metadata is parsed
and added to the inventory of the
SDSRV.

B.10.1

Trigger
Event

EcDsScie
nceDataS
erver

EcSbSubServer

Distribute
d Object

Upon successful insertion of MODO01
and MODO3 granules, the
MODO1:Insert and the MODO3:Insert
events are triggered, one per
granule. The correct subscription
server is determined from the
SDSRYV configuration. The correct
events to trigger are determined from
the events file, where they were
stored when the ESDT was installed
in the Data Server. Provided with the
event triggering is the UR of the
inserted granule.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(12 of 27)
Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.10.2 | Retrieve | EcSbSub | Sybase CtLib SBSRYV queries the Sybase
Subscrip | Server database determining which
tions subscriptions need to be activated,

or fired. Each query “hit” is an
activated subscription and executes
independently.

B.11.1 [ Asynchr | EcSbSub | EcPISubMgr Message | The SBSRV notifies PLS that there
onous Server Passing are new MODO1 and MODO03
Direct Mechanis | granules available. The UR of the
Notificati m granule is passed in the notification
on to the user, along with a reference to

the subscription that is being fulfilled.
Direct Notification is to a Queuename
(See Message Passing Mechanism)
that PLS- Subscription Manager
provided when the subscription was
submitted.

B.11.2 | Connect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager begins a
to or Server d Object | session with the SDSRYV by
SDSRV connecting, in order to determine the

use of the new granule. The correct
SDSRYV is determined by using the
Granule UR in the natification
message. This is pertinent if there
are multi-SDSRVs in use at one
DAAC in one mode.

B.11.3 | Add EcPISubM | EcDsScienceData | Distribute | Subscription Manager establishes
PGE or Server d Object | the data context of the session with
granule’ the SDSRYV by adding the new
sURto granule’s UR of the PGE granule to
Session the ESDT ReferenceCollector.

B.11.4 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the

reference objects for each granule.

B.11.5 | Inspect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager checks the
Granule | gr Server d Object | new granule’s metadata attributes
Value (type, version, file size and temporal
Paramet range), to determine which, if any,
ers jobs can use it as input.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(13 of 27)
Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.11.6 | Match EcPISubM | Sybase CtLib Subscription Manager queries PDPS
Granule | gr database to determine if any PGE
S are waiting for these granules. If so,

the size and granule URs are written.

B.12.1 | Release | EcPISubM | EcDpPrJobMgmt rpc Planning tells the Job Manager to
Job or release the job containing PGEO2.
Request

B.12.2 | Force EcDpPrJo | event_daemon rpc Job containing PGEO2 is released.
Start bMgmt
Job

B.12.3 | Initiate event_dae | ECDpPrEM comman | The job containing the PGEO2 begins
Job mon d line processing.

Processi
ng

B.13.1 | Connect | EcDpPrD | EcDsScienceData | Distribute | DPS begins a session with the
to M Server d Object | SDSRV by connecting. The correct
SDSRV SDSRYV is determined by using the

Granule UR of the granule from the
SBSRYV Natification. This is pertinent
if there are multi-SDSRVSs in use at
one DAAC in one mode.

B.13.2 | Add EcDpPrD | EcDsScienceData | Distribute | PRONG establishes the data context
PGE M Server d Object | of the session with the SDSRV by
granule’ adding the input granule
sURto (MODO2LUT) to the session. The
Session Granule UR of each input granule is

added to the ESDT
ReferenceCollector. Note that this
sequence is performed for each input
granule, one at a time.

B.13.3 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested granules
a from from the Sybase/SQS database.
Inventor The metadata for each granule is
y passed back to the reference objects

for each granule.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(14 of 27)

Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.13.4 | Acquire | EcDpPrD | EcDsScienceData | Distribute | DPS requests MODO2LUT ancillary
Data M Server d Object | granules by submitting an Acquire
request for those granules. The
Acquire request is for a ftpPush of all
granules in the ESDT
ReferenceCollector. This request is
synchronous, meaning that the
return of the submit call of the
request contains the results of the
request. This means that the
response is not sent until the granule
files have been ftp’ed to the DPS
disks. This request asks for no
distribution notice to be emailed. The
Acquire request structure is hard-
coded.

B.13.5 | Create EcDsScie | EcDsStStagingDis | Distribute | SDSRV creates Staging Disk for
Staging | nceDataS | kServer d Object | metadata files, which allocates disk
Disk erver space and passes back a reference
to that disk space. The reference to
the Staging Disk is determined from
the SDSRYV configuration. The
amount of staging disk to request is
determined by the size of the
metadata file.

B.13.6 | Create EcDsScie | EcDsScienceData | Distribute | For each granule referenced in the

Metadat | nceDataS | Server d Object | Acquire request, the SDSRV creates

a file erver a file containing the granule’s
metadata before passing to
Distribution.

B.13.7 | Distribut | EcDsScie | EcDsDistributionS | Distribute | SDSRV submits a request to Data

e nceDataS | erver d Object | Distribution. The request includes,

Granule | erver for each granule, a reference to the

s, metadata file as well as all data files.

Synchro Other parameters from the Acquire

nous request are passed to DDIST.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(15 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.13.8

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
reference to the Staging Disk is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes in the
information passed in the Distribution
Request.

B.13.9

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer

ver

Distribute
d Object

DDIST requests that STMGT retrieve
the granule file that is archived. This
results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

B.13.1

Link files
to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

B.13.1

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRV'’s Staging Disk into
the staging disk.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(16 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.13.1
2

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDisServ | Distribute

er

d Object

DDIST now creates the Resource
manager for ftp Pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The correct
ftp Server is determined from
configuration within the resource
factory. The files, host, and location
are all determined from the
information provided in the original
Acquire request. . Username and
password are generated from
configuration values if none given.

B.13.1

ftp Files

EcDsStFtp
DisServer

Operating System | ftp

ftp daemon
(EcDpPrbm)

The EcDsStFtpDisServer performs
the actual ftp of the files via the Op
System ftp daemon to the DPS.

B.14.1

Get
Metadat
a
Configur
ation
File

EcDpPre
M

EcDsScienceData | Distribute

Server

d Object

DPS gets the metadata configuration
file of the output data’'s ESDTs
(MOD020BC, MOD021KM, MODO2HKM, and
MOD02QKM). Data type and version
are from PDPS database; correct
client name is from configuration file.

B.14.2

Run
PGE

EcDpPrRu
nPGE

PGE<PGEO02>

comman
dline

PGEO2 is executed. Output
MODO020BC, MOD021KM, MODO2HKM, and
MOD02QKM files are placed in the
output directory on Science
Hardware disks. The directory path
is established by using a root, which
was established by configuration and
the specific directory by the job id.
This disk root is cross-mounted by
DPS, SDSRV and STMGT.

B.15.1

Request
DSS UR

EcDpPrD
M

EcloAdServer

Distribute
d Object

If the DSS UR for this output data
type is not already known in the
PDPS database, DM searches the
Advertiser for a
“GetQueryableParameters” service
for the desired output data type.
This is accomplished via the
loAdApprovedSearchCommand
class. Since the Advertiser is based
on a replicated database, no spec is
required to select the proper
Advertiser. The local one is used.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(17 of 27)
Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.16.1 | Connect | EcDpPrE | EcDsScienceData | Distribute | PRONG begins a session with the
to M Server d Object | SDSRV by connecting.
SDSRV

B.16.2 | Insert EcDpPrD | EcDsScienceData | Distribute | PRONG requests that the newly
Data M Server d Object | created files for the MOD020BC,

MODO021KM, MOD02HKM, and
MODO02QKM granules are inserted
into the Data Server. An Insert
request, containing the names of the
files comprising the granule, is
created for each granule. The
structure of the Insert Request is
hard-coded. SDSRYV validates
metadata and determines the
archived names of the files.

B.16.3 [ STMGT | EcDsScie | EcDsStArchiveSer | Distribute | SDSRV requests that the files be
Store nceDataS | ver d Object [ archived. The archive server must be
erver able to read the inserted files directly
from the DPS disks that they are
residing on. The correct archive
object to request is determined by
the Archive ID input during ESDT
installation. For files that have
backup archive ids and/or offsite ids
in the collection level metadata,
backup copies will be made in
locations determined by the values of
the backup archive id and offsite id.

B.16.4 | Add a EcDsScie | Sybase/SQS CtLib The validated metadata is parsed
Granuleto | nceDataS and added to the inventory of the
Inventory | erver SDSRV.
B.17.1 | Trigger EcDsScie | EcSbSubServer Distribute | Upon successful insertion of
Event nceDataS d Object | MOD020BC, MODO021KM,
erver MODO02HKM, and MODO02QKM

granules, the MOD020BC,
MODO021KM, MODO0O2HKM, and
MODO02QKM:Insert events are
triggered, for each granule. The
correct subscription server is
determined from SDSRV
configuration. The correct event to
trigger is determined from the events
file where the event id was stored
during the ESDT installation.
Provided with the event triggering is
the UR of the inserted granule.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(18 of 27)
Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.17.2 | Retrieve | EcSbSub | Sybase CtLib SBSRYV queries the Sybase
Subscrip | Server database determining which
tions subscriptions need to be activated,

or fired. Each query “hit” is an
activated subscription and executes
independently.

B.18.1 [ Asynchr | EcSbSub | EcPISubMgr Message | The SBSRV notifies PLS that there
onous Server Passing are new MOD020BC, MOD021KM,
Direct Mechanis | MOD02HKM, and MOD02QKM
Notificati m granules available. The UR of the
on granule is passed in the notification

to the user, along with a reference to
the subscription that is being fulfilled.
Direct Notification is to a Queuename
(See Message Passing Mechanism)
that PLS- Subscription Manager
provided when the subscription was
submitted.

B.18.2 | Connect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager begins a
to or Server d Object | session with the SDSRYV by
SDSRV connecting, in order to determine the

use of the new granule. The correct
SDSRYV is determined by using the
Granule UR in the natification
message. This is pertinent if there
are multi-SDSRVs in use at one
DAAC in one mode.

B.18.3 | Add EcPISubM | EcDsScienceData | Distribute | Subscription Manager establishes
PGE or Server d Object | the data context of the session with
granule’ the SDSRYV by adding the new
sURto granule’s UR of the PGE granule to
Session the ESDT ReferenceCollector.

B.18.4 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the

reference objects for each granule.

B.18.5 | Inspect | EcPISubM | EcDsScienceData | Distribute | Subscription Manager checks the
Granule | gr Server d Object | new granule’s metadata attributes
Value (type, version, file size and temporal
Paramet range), to determine which, if any,
ers jobs can use it as input.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(19 of 27)
Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.18.6 | Match EcPISubM | Sybase CtLib Subscription Manager queries PDPS
Granule | gr database to determine if any PGE
S are waiting for this granule. If so, the

size and granule UR are written.

B.19.1 | Release | EcPISubM | EcDpPrJobMgmt rpc Planning tells the Job Manager to
Job or release the job containing PGEO3.
Request

B.19.2 | Force EcDpPrJo | event_daemon rpc Job containing PGEO3 is released.
Start bMgmt
Job

B.19.3 | Initiate event_dae | ECDpPrEM comman | The job containing the PGEO3 begins
Job mon d line processing.

Processi
ng

B.19.4 | Connect | EcDpPrE | EcDsScienceData | Distribute | Processing begins a session with the
to M Server d Object | SDSRV by connecting, in order to
SDSRV acquire the PGEO3 PGE. The

correct SDSRV is determined by
using the Granule UR of the PGE
granule, which is defined in the
Production plan and is part of the
DPR. This is pertinent if there are
multi-SDSRVSs in use at one DAAC in
one mode.

B.19.5 | Add EcDpPre | EcDsScienceData | Distribute | PRONG establishes the data context
PGE M Server d Object | of the session with the SDSRV by
granule’ adding the PGE granule’s UR to the
s UR to ESDT ReferenceCollector.

Session

B.19.6 | Retrieve | EcDsScie | Sybase/SQS CtLib SDSRV completes establishing the
Granule | nceDataS data context by retrieving the
Metadat | erver metadata for the requested PGE
a from granule from the Sybase/SQS
Inventor database. The metadata for the
y PGE granule is passed back to the

reference objects for each granule.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(20 of 27)

Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.19.7 | Acquire | EcDpPrE | EcDsScienceData | Distribute | DPS requests granules by submitting
Data M Server d Object [ an Acquire request for the PGE
granule. The Acquire request is for
an ftpPush of all granules in the
ESDT ReferenceCollector. This
request is synchronous, meaning
that the return of the submit call of
the request contains the results of
the request. This means that the
response is not sent until the PGE
granule files have been ftp'ed to the
DPS disks. This request asks for no
distribution notice to be emailed.

The Acquire request structure is
hard-coded.

B.19.8 | Create EcDsScie | EcDsStStagingDis | Distribute | SDSRV creates Staging Disk for the
Staging | nceDataS | kServer d Object | metadata file, which allocates space
Disk erver and passes back a reference to that
disk space. The reference to the
Staging Disk is determined from the
SDSRYV configuration. The amount of
staging disk to request is determined
by the size of the metadata file.

B.19.9 | Create EcDsScie | EcDsScienceData | Distribute | The SDSRYV creates a file containing

Metadat | nceDataS | Server d Object | the PGE granule’s metadata before
a file erver passing to Distribution.

B.19.1 | Distribut | EcDsScie | EcDsDistributionS | Distribute | SDSRV submits a request to Data

0 e nceDataS | erver d Object | Distribution. The request includes,
Granule | erver for each granule, a reference to the
S, metadata file as well as all data files.
Synchro Other parameters from the Acquire
nous request are passed to DDIST.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.19.1
1

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
reference to the Staging Disk is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes of
archived files, in the information
passed in the Distribution Request.

B.19.1

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer

ver

Distribute
d Object

DDIST requests that STMGT retrieve
the PGE granule file that is archived.
This results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

B.19.1

Link files
to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

B.19.1

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRV'’s Staging Disk into
the staging disk.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(22 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.19.1
5

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDisServ | Distribute

er

d Object

DDIST now creates the Resource
manager for ftp Pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The correct
ftp Server is determined from
configuration within the resource
factory. The files, host, and location
are all determined from the
information provided in the original
Acquire request. . Username and
password are generated from
configuration values if none are
given.

B.19.1

ftp Files

EcDsStFtp
DisServer

Operating System | ftp
ftp daemon
(EcDpPreMm)

The EcDsStFtpDisServer performs
the actual ftp of the PGE files via the
Operating System ftp daemon to the
DPS.

B.20.1

Connect
to
SDSRV

EcDpPrD
M

EcDsScienceData | Distribute
Server

d Object

DPS begins a session with the
SDSRYV by connecting. The correct
SDSRYV is determined by using the
Granule UR of the granule from the
SBSRYV Natification. This is pertinent
if there are multi-SDSRVSs in use at
one DAAC in one mode.

B.20.2

Add
PGE
granule’
sURto
Session

EcDpPrD
M

EcDsScienceData | Distribute
Server

d Object

PRONG establishes the data context
of the session with the SDSRV by
adding the input granules
(MOD35ANC, MODO7LUT,
SEA_ICE, OZ_DAILY, GDAS_0ZF,
and REYNSST) to the session. The
Granule UR of each input granule is
added to the ESDT
ReferenceCollector. Note that this
sequence is performed for each input
granule, one at a time.

B.20.3

Retrieve
Granule
Metadat
a from

Inventor

y

EcDsScie
nceDataS
erver

Sybase/SQS

CtLib

SDSRV completes establishing the
data context by retrieving the
metadata for the requested granules
from the Sybase/SQS database.

The metadata for each granule is
passed back to the reference objects
for each granule.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(23 of 27)

Step Event Interface Interface Interface Descript ion
Client Provider Mech.

B.20.4 | Acquire | EcDpPrD | EcDsScienceData | Distribute | DPS requests MOD35ANC,

Data M Server d Object | MODO7LUT, SEA_ICE, OZ_DAILY,
GDAS_0ZF, REYNSST granules by
submitting an Acquire request for
those granules. The Acquire request
is for a ftpPush of all granules in the
ESDT ReferenceCollector. This
request is synchronous, meaning
that the return of the submit call of
the request contains the results of
the request. This means that the
response is not sent until the granule
files have been ftp’ed to the DPS
disks. This request asks for no
distribution notice to be emailed. The
Acquire request structure is hard-
coded.

B.20.5 | Create EcDsScie | EcDsStStagingDis | Distribute | SDSRV creates Staging Disk for
Staging | nceDataS | kServer d Object | metadata files, which allocates space
Disk erver and passes back a reference to that
disk space. The reference to the
Staging Disk is determined from the
SDSRYV configuration. The amount of
staging disk to request is determined
by the size of the metadata file.

B.20.6 | Create EcDsScie | EcDsScienceData | Distribute | For each granule referenced in the

Metadat | nceDataS | Server d Object | Acquire request, the SDSRV creates

a file erver a file containing the granule’s
metadata before passing to
Distribution.

B.20.7 | Distribut | EcDsScie | EcDsDistributionS | Distribute | SDSRV submits a request to Data

e nceDataS | erver d Object | Distribution. The request includes,

Granule | erver for each granule, a reference to the

s, metadata file as well as all data files.

Synchro Other parameters from the Acquire

nous request are passed to DDIST.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.20.8

Create
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST creates Staging Disk for the
granule files in the archive. This
allocates space and passes back a
reference to that disk space. The
reference to the Staging Disk is
determined from the information
passed by the SDSRV in the
distribution request, which was the
Archive ID metadata parameter of
the granule to be staged. The
amount of staging disk to request is
calculated from the file sizes in the
information passed in the Distribution
Request.

B.20.9

STMGT
Retrieve

EcDsDistri
butionServ
er

EcDsStArchiveSer

ver

Distribute
d Object

DDIST requests that STMGT retrieve
the granule file that is archived. This
results in the file being staged to
read-only cache disks. This means
that all files needed to fulfill the
distribution request are on disk, and
ready to be copied. The correct
archive object to request is
determined from the information
provided by the SDSRYV in the
distribution request. This returns
references to the files in the read-
only cache.

B.20.1

Link files
to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST links the files from the read-
only cache into the staging disk.

B.20.1

Copy
files to
Staging
Disk

EcDsDistri
butionServ
er

EcDsStStagingDis
kServer

Distribute
d Object

DDIST copies the metadata files
from the SDSRV'’s Staging Disk into
the staging disk.
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Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.20.1
2

ftpPush
Files

EcDsDistri
butionServ
er

EcDsStFtpDisServ

er

Distribute
d Object

DDIST now creates the Resource
manager for ftp Pushes via a
Resource Manager Factory. The
correct resource manager is
determined from the Media Type
handed to the resource factory
(ftpPush, in this case). The correct
ftp Server is determined from
configuration within the resource
factory. The files, host, and location
are all determined from the
information provided in the original
Acquire request. . Username and
password are generated from
configuration values if none are
given.

B.20.1

ftp Files

EcDsStFtp
DisServer

Operating System | ftp

ftp daemon
(EcDpPrbm)

The EcDsStFtpDisServer performs
the actual ftp of the files via the
Operating System ftp daemon to the
DPS.

B.21.1

Get
Metadat
a
Configur
ation
File

EcDpPre
M

EcDsScienceData

Server

Distribute
d Object

DPS gets the metadata configuration
file of the output data’'s ESDTs
(MOD35_L2, MODO7_L2, and
MODVOLC). Data type and version
are from PDPS database; correct
client name is from configuration file.

B.21.2

Run
PGE

EcDpPrRu
nPGE

PGE<PGEO03>

Comman
d line

PGEO03 is executed. Output
MOD35_L2, MODO07_L2, and
MODVOLC files are placed in the
output directory on Science
Hardware disks. The directory path
is established by using a root, which
was established by configuration,
and the specific directory by the job
id. This disk root is cross-mounted
by DPS, SDSRV and STMGT. This
is to ensure that they are directly
available to the DSS, for archival.

B.22.1

Detectin
ga
Failed
PGE

EcDpPre
M

EcDpPreM

None

The log file generated by
EcDpPrRunPGE is inspected for
failure exit codes. This processing
continues with Thread C of the
MODIS scenario.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production
(26 of 27)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Descript ion

B.23.1

Request
DSS UR

EcDpPrD
M

EcloAdServer

Distribute
d Object

If the DSS UR for this output data
type is not already known in the
PDPS database, DM searches the
Advertiser for a
“GetQueryableParameters” service
for the desired output data type.
This is accomplished via the
loAdApprovedSearchCommand
class. Since the Advertiser is based
on a replicated database, no
specification is required to select the
proper Advertiser. The local one is
used.

B.24.1

Connect
to
SDSRV

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG begins a session with the
SDSRYV by connecting.

B.24.2

Insert
Data

EcDpPrD
M

EcDsScienceData
Server

Distribute
d Object

PRONG requests that the newly
created files for the MOD35_L2,
MODO07_L2, and MODVOLC
granules are inserted into the Data
Server. An Insert request, containing
the names of the files comprising the
granule, is created for each granule.
The structure of the Insert Request is
hard-coded. SDSRYV validates
metadata and determines the
archived names of the files.

B.24.3

STMGT
Store

EcDsScie
nceDataS
erver

EcDsStArchiveSer

ver

Distribute
d Object

SDSRYV requests that the files are
archived. The archive server must be
able to read the inserted files directly
from the DPS disks that they are
residing on. The correct archive
object to request is determined by
the Archive ID input during ESDT
installation. For files that have
backup archive ids and/or offsite ids
in the collection level metadata,
backup copies will be made in
locations determined by the values of
the backup archive id and offsite id.

B.24.4

Adding
a
Granule
to
Inventor

y

EcDsScie
nceDataS
erver

Sybase/SQS

CtLib

The validated metadata is parsed
and added to the inventory of the
SDSRV.
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Table 3.5.5.3-1. Component Interaction Table: MODIS Standard Production

(27 of 27)

Step

Event

Interface
Client

Interface
Mech.

Interface
Provider

Descript ion

B.25.1

Trigger
Event

EcDsScie
nceDataS
erver

Distribute
d Object

EcSbSubServer

Upon successful insertion of
MOD35_L2, MODO07_L2, and
MODVOLC granules, the
MOD35_L2, MODO07_L2, and
MODVOLC:Insert events are
triggered. The correct subscription
server is determined from SDSRV
configuration. The correct events to
trigger are determined from the
events file, where the event id was
stored during ESDT installation.
Provided with the event triggering is
the UR of the inserted granule.

B.25.2

Retrieve
Subscrip
tions

EcSbSub
Server

Sybase CtLib

SBSRYV queries the Sybase
database determining which
subscriptions need to be activated,
or fired. Each query “hit" is an
activated subscription and executes
independently.

3.5.6 MODIS Failed PGE Handling Thread

This thread shows howhe arifacts froma faled PGE are collecied and sentto the Instrument

Team

3.5.6.1 MODIS Failed PGE Handling Thread Interaction Diagram - Domain View
Figure 3.5.6.1-1 depicts the MODIS Failed PGE Handling Interaction - Domain View.
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Figure 3.5.6.1-1. MODIS Failed PGE Handling Interaction Diagram

3.5.6.2 MODIS Failed PGE Handling Thread Interaction Table - Domain View
Table 3.5.6.2-1 provides the Interaction - Domain View: MODIS Failed PGE Handling.

Table 3.5.6.2-1. Interaction Table - Domain View: MODIS Failed PGE H andling

(10f2)
Step Event Interface | Interface Data Step Descript ion
Client Provider Issues Preconditions
C.1 | PGE Falls DPS DPS None None One instance of the PGE03
running fails, due to the need
for all daylight data, but some
input data is night data. This
step is the same step as B.18
in the previous Thread.
C.2 | GetDSS DPS 10S None None DPS gets the DSS UR from
UR Advertiser.
C.3 | Archive DPS DSS 1 FailPGE DPS collects the artifacts
Data FailPGE from the failed PGE, tar’s and
@30K inserts them into the Data
Server.
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Table 3.5.6.2-1. Interaction Table - Domain View: MODIS Failed PGE H andling

(20f2)
Step Event Interface | Interface Data Step Descript ion
Client Provider Issues Preconditions
C.4 | Trigger DSS SBSRV None None Trigger FailPGE:Insert event
Event upon successful insertion of
the FailPGE granule.
C.5 | Notification | SBSRV MODIS None MODIS IT Send email natification to
Instrument Subscription for | MODIS IT, notifying that there
Team FailPGE:Insert | is a newly inserted FailPGE
event, qualified | granule, from a MODIS PGE.
for MODIS Notification message includes
PGEs. the UR of the FailPGE
granule.
C.6 | Acquire SBSRV DSS None None SBSRYV fulfills the standing
Data order by the MODIS IT, for
Failed MODIS PGEs.
Request to Acquire data, via
ftpPush, to the MODIS IT
host.
C.7 | ftp Data DSS MODIS None None Data Server ftp's the FailPGE
Instrument tar file to the MODIS IT,
Team placing it in the specified
directory on the specified
host.
C.8 | Distribution | DSS MODIS None None Send email natification to
Notice Instrument MODIS IT, notifying that the
Team newly inserted FailPGE has
been successfully ftp'ed to
their machine.

3.5.6.3 Failed PGE Handling Thread Component Interaction Table
Table 3.5.6.3-1 provides the Component Interaction: MODIS Failed PGE Handling

Table 3.5.6.3-1. Component Interaction Table: MODIS Failed PGE Handling

(10f5)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
C.1.1 | Detecting | DPRExec | PGE File One instance of the PGEO3 has failed, due to
a Failed ution containin | incorrect input data. This is detected by
PGE g exit examining the exit code of the PGE, which is
code stored in a file named <DPRID>.log (in this

case, MODPGEO3#1.0#01<time>.log). DPS
pulls together core file, along with any other
files marked in the PCF, and tar’s them
together. Metadata for the FailPGE is built
by EcDpPrEM process.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Failed PGE Handling

(2 0f 5)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
C.2.1 | GetDSS EcDpPrD | EcloAdS | Distribute | If the DSS UR for this output data type is not
UR M erver d Object | already known in the PDPS database, DM
searches the Advertiser for a
“GetQueryableParameters” service for the
desired output data type. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser. The local one is
used.
C.3.1 | Connect DPRExec | EcDsScie | Distribute | DPREXxecution begins a session with the
to SDSRV | ution nceData | d Object | SDSRV by connecting.
Server
C.3.2 | Insert DPRExec | EcDsScie | Distribute | PRONG requests that the newly created tar
Data ution nceData | d Object | file for the FailPGE granule are inserted into
Server the Data Server. An Insert request,
containing the names of the file comprising
the granule, is created for the granule. The
structure of the Insert Request is hard-coded.
SDSRYV validates metadata and determines
the archived names of the files.
C.3.3 | STMGT EcDsScie | EcDsStAr | Distribute | SDSRYV requests that the files be archived.
Store nceDataS | chiveSer | d Object | The archive server must be able to read the
erver ver inserted files directly from the DPS disks that
they are residing on. The correct archive
object to request is determined from
collection level metadata for the FailPGE
ESDT, defined in the ESDT’s descriptor.
C.3.4 | Adding a EcDsScie | Sybase/S | CiLib The validated metadata is parsed and added
Granule to | nceDataS | QS to the inventory of the SDSRV.
Inventory erver
C.4.1 | Trigger EcDsScie | EcSbSub | Distribute | Upon successful insertion of FailPGE
Event nceDataS | Server d Object | granule, the FailPGE:Insert event is
erver triggered. The correct subscription server is
determined from SDSRYV configuration. The
correct events to trigger are determined from
the events file which was populated during
ESDT installation. Provided with the event
triggering is the UR of the inserted granule.
C.4.2 | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscripti | Server determining which subscriptions need to be
ons activated, or fired. Each query “hit” is an

activated subscription and executes
independently.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Failed PGE Handling

(3 0f5)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

C.5.1 | Send EcSbSub | MODIS e-mail The SBSRV builds an email notification that
Notificatio | Server IT the user’s subscription on the FailPGE event
n has been fired. This notification identifies the

Event, the subscription ID, the granule UR
that was inserted and the previously supplied
User String.
C.6.1 | Connect EcSbSub | EcDsScie | Distribute | In order to fulfill a standing order, the SBSRV
to SDSRV | Server nceData | d Object | begins a session with the SDSRYV, on behalf
Server of the subscription user. The correct SDSRV
is determined from the Granule UR provided
with the event triggering. This is pertinent if
there are multi-SDSRVs in use.

C.6.2 | Add PGE | EcSbSub | EcDsScie | Distribute | The SBSRV establishes the data context of
granule’s Server nceData | d Object | the session with the SDSRV by adding the
UR to Server input granules to the session. The Granule
Session UR of each input granule is added to the

ESDT ReferenceCollector.

C.6.3 | Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceDataS | QS context by retrieving the metadata for the
Metadata | erver requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.

C.6.4 | Acquire EcSbSub | EcDsScie | Distribute | SBSRYV fulfills the standing order for the
Data Server nceData | d Object | FailPGE granule by submitting an Acquire

Server request for the granule. The Acquire request
is for a ftpPush of all granules in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request only contains the
status of the request’s submittal. This request
asks for a distribution notice to be emailed to
the client. The Acquire request structure was
hard-coded within the subscription server.

C.6.5 | Create EcDsScie | EcDsStSt | Distribute | SDSRV creates Staging Disk for metadata
Staging nceDataS | agingDis | d Object | files, which allocates space and passes back
Disk erver kServer a reference to that disk space. The

reference to the Staging Disk is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.

C.6.6 | Create EcDsScie | EcDsScie | Distribute | For each granule referenced in the Acquire
Metadata | nceDataS | nceData | d Object | request, the SDSRYV creates a file containing
file erver Server the granule’s metadata before passing to

Distribution.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Failed PGE Handling

(4 of 5)

Step Event Interface | Interface | Interface Descript ion

Client Provider Mech.

C.6.7 | Distribute | EcDsScie | EcDsDist | Distribute | SDSRYV submits a request to Data
Granules, | nceDataS | ributionS | d Object [ Distribution. The request includes, for the
Synchrono | erver erver granule, a reference to the metadata file as
us well as the data file. Other parameters from

the Acquire request are passed to DDIST.

C.6.8 | Create EcDsDistri | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
Staging butionServ | agingDis | d Object | files in the archive. This allocates space and
Disk er kServer passes back a reference to that disk space.

The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the Archive ID metadata parameter of
the granule to be staged. The amount of
staging disk to request is calculated from the
file sizes in the information passed in the
Distribution Request.

C.6.9 | STMGT EcDsDistri | EcDsStAr | Distribute | DDIST requests that STMGT retrieve the

Retrieve butionServ | chiveSer | d Object | granule file that is archived. This results in

er ver the file being staged to read-only cache

disks. This means that all files needed to
fulfill the distribution request are on disk, and
ready to be copied. The correct archive
object to request is determined from the
information provided by the SDSRYV in the
distribution request. This returns references
to the files in the read-only cache.

C.6.1 | Link files EcDsDistri | EcDsStSt | Distribute | DDIST links the files from the read-only

0 to Staging | butionServ | agingDis | d Object | cache into the staging disk.

Disk er kServer

C.6.1 | Copy files | EcDsDistri | EcDsStSt | Distribute | DDIST copies the metadata files from the

1 to Staging | butionServ | agingDis | d Object | SDSRV’s Staging Disk into the staging disk.
Disk er kServer

C.6.1 | ftpPush EcDsDistri | EcDsStFt | Distribute | DDIST now creates the Resource manager

2 Files butionServ | pDisServ | d Object | for ftp Pushes via a Resource Manager

er er Factory. The correct resource manager is

determined from the Media Type handed to
the resource factory (ftpPush, in this case).
The correct ftp Server is determined from
configuration within the resource factory. The
files, host, location, username and password
are all determined from the information
provided in the original Acquire request.
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Table 3.5.6.3-1. Component Interaction Table: MODIS Failed PGE Handling

(50f5)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
C.7.1 | ftp Files EcDsStFtp | Operatin | ftp The EcDsStFtpDisServer performs the actual
DisServer | g System ftp of the files to the MODIS IT.
ftp
daemon
(MODIS
IT)
C.8.1 | Build EcDsDistri | EcDsDist | Internal The DDIST builds an email notification that
Distributio | butionServ | ributionS the user’s order has been fulfilled. This
n Notice er erver notification includes the media id, type and
format, as well as UR, type and file names
and sizes for each granule.
C.8.2 | Send E- EcDsDistri | MODIS e-mail DDIST sends the distribution notice to the
mail butionServ | IT user via email. Since Standing Orders are

er

not currently tracked orders, and the user
DDIST sends the notification to is determined
from the Order, the notice is currently sent to
a pre-configured default Email address, for
DAAC Distribution Technician parsing and
forwarding.

3.5.7 MODIS Data Access Thread

This thread shows how the generated data products are available for user Ata@&s.this
thread, theMODIS Standing Orde, submittel in Thread A, is fulfilled.

3.5.7.1 MODIS Data Access Thread Int eraction Diagram - Domain View

Figure 3.5.7.1-1 depicts the MODI&ta Access Interaction - Domain View
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Figure 3.5.7.1- 1. MODIS Data Access Int eraction D iagram
3.5.7.2 MODIS Data Access Th read Int eraction Table - Domain View
Table 3.5.7.2-1 provides the Interaction - Domain View: MODHa Access.
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Table 3.5.7.2-1. Interaction Table - Domain View: MODIS Data Access

(10f2)
Step | Event | Interface | Interface Data Step Descript ion
Client Provider | Issues | Precondi
tions

D.1 | Trigger | DSS SBSRV None None This thread picks up with fulfilling the

Event standing order for MOD35 |2,
MODO07_L2, and MODVOLC data. This
is the same step as B.22 of this MODIS
scenario.

D.2 | Notifica | SBSRV Science None None Send email notification to Science User,
tion User notifying that there are newly inserted

MOD35_L2, MODO07_L2, and MODVOLC
granules. Notification message includes
the UR of the MOD35_L2, MODO7_L2,
and MODVOLC granules.

D.3 | Acquire | SBSRV DSS None None SBSRYV fulfills the standing order by the
Data Science User, for MOD35 L2,

MODO07_L2, and MODVOLC granules.
Request to Acquire data, via ftp Pull from
the Pull Cache host.

D.4 | Move DSS DSS None Account Data Server moves the files requested to
to Pull and the Pull Cache area. This is internal to
Cache password | DSS
Host for the ftp

push to
the pull
cache
have to
be set up

D.5 | Distribu | DSS Science None None Send email notification to Science User,
tion User notifying that the newly inserted
Notice MOD35_L2, MODO07_L2, and MODVOLC

granules are available via ftp pull on a
specified host and directory.

D.6 | ftp Pull | Science ftp None ftp Data Requestor logs into the host

User daemon daemon specified in the mail notification either

on ftp through an individual account or via

Pull Area anonymous ftp.

Host The Data Requestor performs an ftp get
or mget command to move the files
(MOD35_L2, MODO7_L2, and
MODVOLC) from the directory specified
in the mail notification to his/her home
node.
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Table 3.5.7.2-1. Interaction Table - Domain View: MODIS Data Access

(20f2)

Step | Event | Interface | Interface Data Step Descript ion

Client Provider | Issues | Precondi
tions

D.7 | Reque | DSS CSS None None The Pull Monitor requests information

st info from IDG (CSS) of the files pulled over
on files the last configurable time period.
pulled

D.8 | Invento | DAAC BOSOT None None In order to verify that the newly created

ry Operator data is available, a DAAC Operator will
Search perform an inventory search for all
MODIS data created in the last day.

D.9 | Search | BOSOT VOGWY None None BOSOT submits the DAAC Operator’'s
search criteria to the VO Gateway in ODL
format, via a specific socket.

D.10 | Search | VOGWY DSS None None The VO gateway translates the Search
criteria from ODL to a query object (using
GlParameters), and submits that query to
the Search service. The results of this
Search are returned synchronously, and
are passed back to BOSOT, which
displays them to the Science User.

3.5.7.3 MODIS Data Access Thread Component Interaction Table

Table 3.5.7.3-1 provides the Component Interaction: MCDd& Access.

Table 3.5.7.3-1. Component Interaction Table: MODIS Data Access

(1 0f6)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
D.1.1 | Trigger EcDsScie | EcSbSub | Distribute | Upon successful insertion of MOD35 L2,
Event nceDataS | Server d Object | MODO7_L2, and MODVOLC granules, the
erver MOD35 L2, MODO07_L2, and

MODVOLC:Insert events are triggered, for
each granule. The correct subscription server
is determined from SDSRV configuration. The
correct events to trigger are determined from
the events file, which was populated during
ESDT installation. Provided with the event
triggering is the UR of the inserted granule.
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Table 3.5.7.3-1.

Component Interaction Table: MODIS Data Access

(2 0f6)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

D.1.2 | Retrieve | EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscript | Server determining which subscriptions need to be
ions activated, or fired. Each query “hit” is an

activated subscription and will execute
independently.

D.2.1 | Send EcSbSub | Science The SBSRV builds an email notification that the
Notificati | Server User user’s subscription on the MOD35 L2,
on MODO7_L2, and MODVOLC:Insert events

have been fired. This notification will identify
the Event, the subscription ID, the Granule UR
that was inserted and the previously supplied
User String.

D.3.1 | Connect | EcSbSub | EcDsScie | Distribute | In order to fulfill a standing order for the
to Server nceDataS | d Object | MOD35 L2, MODO7_L2, and MODVOLC data,
SDSRV erver the SBSRV begins a session with the SDSRV,

on behalf of the subscription user. The correct
SDSRYV is determined from the Granule UR
provided with the event triggering. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

D.3.2 | Add PGE | EcSbSub | EcDsScie | Distribute | The SBSRV establishes the data context of the
granule’s | Server nceDataS | d Object | session with the SDSRV by adding the input
UR to erver granules to the session. The Granule UR of
Session each input granule is added to the ESDT

ReferenceCollector.

D.3.3 | Retrieve | EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata | Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for each

granule.

D.3.4 | Acquire EcSbSub | EcDsScie | Distribute | SBSRYV fulfills the standing order for the
Data Server nceDataS | d Object | MOD35_ L2, MODO7_L2, and MODVOLC

erver granules by submitting an Acquire request for

the granule. The Acquire request is for an ftp
Pull of all granules in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request will only contain the
status of the request’s submittal. This request
asks for a distribution notice to be emailed to
the client. The Acquire request structure was
determined from the Action submitted with the
standing order method.
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Table 3.5.7.3-1.

Component Interaction Table: MODIS Data Access

(3 0f6)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

D.3.5 | Create EcDsScie | EcDsStSt | Distribute | SDSRV creates Staging Disk for metadata
Staging nceData | agingDisk | d Object | files, which allocates space and passes back a
Disk Server Server reference to that disk space. The reference to

the Staging Disk is determined from the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of the
metadata file.

D.3.6 | Create EcDsScie For each granule referenced in the Acquire
Metadata | nceData request, the SDSRV creates a file containing
file Server the granule’s metadata before passing to

Distribution.

D.3.7 | Distribute | EcDsScie | EcDsDistri | Distribute | SDSRV submits a request to Data Distribution.
Granules, | nceData | butionServ | d Object | The request includes, for the granule, a
Synchron | Server er reference to the metadata file as well as the
ous data file. Other parameters from the Acquire

request are passed to DDIST including Archive
Id, Backup Archive Id, and off-site id.

D.3.8 | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
Staging ributionS | agingDisk | d Object | files in the archive. This allocates space and
Disk erver Server passes back a reference to that disk space.

The reference to the Staging Disk is
determined from the information passed by the
SDSRYV in the distribution request, which was
the Archive ID metadata parameter of the
granule to be staged. The amount of staging
disk to request is calculated from the file sizes
in the information passed in the Distribution
Request. A Backup Archive Id and an off-site
id are also passed to DDIST from SDSRV
metadata for each file.

D.3.9 | STMGT EcDsDist | EcDsStAr | Distribute | DDIST requests that STMGT retrieve the
Retrieve | ributionS | chiveServ | d Object | granule file that is archived. This will result in

erver er the file being staged to read-only cache disks.

This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache. DDIST passes in a
backup archive id and an off-site id as well.
The backup archive id and off-site id can be
empty strings.
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Table 3.5.7.3-1.

Component Interaction Table: MODIS Data Access

(4 0f6)
Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
D.3.9 | STMGT EcDsStAr | EcDsStAr | Internal Failure of the STMGT retrieval of a file initiates
A Retrieve | chiveSer | chiveServ | method an attempt to retrieve the file from the primary
Failure ver er call archive location (passed in by DDIST as the
from archive id) if the backup archive id is empty or
Primary attempts to retrieve the file from the backup
Archive archive id if it is not empty. Operator is naotified
Id of the failure of the retrieve from the primary
archive id.
D.3.9 | STMGT EcDsStAr | EcDsStAr | Distribute | If the retrieve attempt fails a second time
2 Retrieve | chiveSer [ chiveServ | d Object | (either from backup or from primary archive
Failure ver er at ids), then a third attempt is made. If the off-site
from remote id is empty, the primary archive id is used for
Backup site the third attempt. If the off-site id is not empty,
Archive It is used to determine the location of the file on
Id tape which may have been exported from the
archive. The operator is notified of the failure
to retrieve from the backup archive id.
D.3.1 | Link files | EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only cache
0 to ributionS | agingDisk | d Object | into the staging disk.
Staging erver Server
Disk
D.3.1 | Copy EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
1 files to ributionS | agingDisk | d Object | SDSRV’s Staging Disk into the staging disk.
Staging erver Server
Disk
D.3.1 | ftp Push EcDsStP | EcDsStFtp | Distribute | DDIST now creates the Resource manager for
2 Files ullMonitor | DisServer | d Object | ftp Pulls via a Resource Manager Factory. The
Server correct resource manager is determined from
the Media Type handed to the resource factory
(ftpPull, in this case). The correct ftp Server is
determined from configuration within the
resource factory. The files are determined from
the information provided in the original Acquire
reqguest.
D.4.1 | Insert EcDsStFt | EcDsStPul | Distribute | The EcDsStFtpDisServer sends the name of a
files pDisServ | IMonitorSe | d Object | file to the Pull Monitor server. If the Pull
er rver Monitor has the file in the pull cache area, then

the file is linked to the directory which was
created in the user pull area for servicing this
request. If the file is not found in the cache, the
EcDsStFtpDisServer pushes the file to the
cache area.
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Table 3.5.7.3-1.

Component Interaction Table: MODIS Data Access

(50f6)

Step Event Interface | Interface | Interface Descript ion

Client Provider Mech.

D.5.1 | Build EcDsDist | EcDsDistri | e-mail The DDIST builds an email notification that the
Distributi | ributionS | butionServ user’s order has been fulfilled. This notification
on Notice | erver er will include the media id, type and format, as

well as UR, type and file names and sizes for
each granule.

D.5.2 | Send E- EcDsDist | Science e-mail DDIST sends the distribution notice to the user
mail ributionS | User via email. Since Standing Orders are not

erver currently tracked orders, and the user DDIST
sends the notification to is determined from the
Order, the naotice is currently sent to a pre-
configured default Email address, for DAAC
Distribution Technician parsing and forwarding.
D.6.1 | ftp Pull Science ftp Operatin | Science user opens an ftp session on the host
User Daemon g System | designated in the email received after data has
on Host comman | been retrieved. Anonymous ftp services are
forftp Pull | d supported. The user sets the directory to the
directory specified in the email naotification and
either does a get on a per file basis or a mget
to copy everything in the directory to his/her
own node. Once the copies are completed, the
science user quits out of ftp.

D.7.1 | Request | EcDsStP | CsFtFTPN | CtLib Syslog is read. All entries pertaining to ftp gets
info on ullMonitor | otify are read and the directory and path are
files Server (Library) returned. The pull monitor server removes the
pulled links for files that have been pulled and updates

database tables to maintain consistency.
Reading of the syslog is timer based. The
timer length can be configured via the STMGT
GUI.

D.8.1 | Startup DAAC xims XEvent DAAC Science Data Specialist invokes the
BOSOT Science BOSOT GUI Application. The operator has

Data already been logged on the DAAC Desktop and
Specialist begins BOSOT by double clicking on an icon.

D.8.2 | Select DAAC xims GUI The operator provides search constraints and
Inventory | Ops the products desired. When query constraints
Search, are completed, the query is submitted.

Provide
Query
constraint
S, Submit
Query
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Table 3.5.7.3-1.

Component Interaction Table: MODIS Data Access

(6 0f 6)

Step Event Interface | Interface | Interface Descript ion

Client Provider Mech.

D.9.1 | VO xims EcDmVOT | ODL, BOSOT submits a search to the VO Gateway,
Gateway oEcsGate | over by converting the search criteria into an ODL
Inventory way sockets structure and passing that structure to a socket
Search provided by the Gateway. The correct socket

is determined from configuration information
contained in the Valids file.

D.10. | Establish | EcDmV0O | EcMsAcR | Distribute | VO Gateway retrieves the User Profile using

1 ECS ToEcsGa | egUserSrv | d Object | ECS Authenticator from ODL message, which
User teway r includes an encrypted User ID and Password.

The User Registration Server is replicated
across DAACSs, so the connection is made to
the local User Registration Server.

D.10. | Request | EcDmVO | EcDmDict | CtLib Gateway translates the VO terms from ODL into

2 Attribute | ToEcsGa | Server (RWDBT | ECS names for query submittal. Interface is
Mapping | teway ool) directly to Data Dictionary database. Database

name is retrieved from configuration file.

D.10. | Connect | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.

3 to ToEcsGa | nceDataS | d Object | The correct SDSRYV is determined by
SDSRV teway erver configuration information. This is pertinent if

there are multi-SDSRVSs in use at one DAAC in
one mode.

D.10. | SDSRV EcDmVO | EcDsScie | Distribute | The Gateway translates the query into a

4 Query ToEcsGa | nceDataS | d Object | DsCIQuery object. This object is handed to the

teway erver Search interface of the
DsCIESDTReferenceCollector. This Search
method is synchronous, so the results of the
search will be returned to the calling function.
After the search the Gateway receives a list of
URs. Then it does an “Inspect” to the SDSRV
to get the metadata.

D.10. | Request | EcDsScie | Sybase/S | CtLib The SDSRYV breaks down the Query object and

5 Metadata | nceData | QS translates it into a sequence of calls to the

Server inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database. These
results are packaged and returned to the Query
client.

D.10. | Result xims EcDmVOT | ODL, When the Gateway gets the results, they are

6 Retrieval oEcsGate | over translated into ODL, and passed back to the

way Sockets BOSOT tool. The correct socket for sending

results to BOSOT is the one used to submit the
query. BOSOT then displays the results of the
query to the user.
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3.5.8 Reactivation/R eplan

3.5.8.1 Reactivation/R eplan D escript ion

This scenario shows the three different types of reactivation/replaniinig. scenario modifies
either ASTER or MODIS.

Thefollowing systen fundiondity is exercised in this senaio:
« Ability to activate anew current plan on top of aurrent plan dready beng exercisel

e Account for discrepancies in Data Processing Requests (DPRs) between those two plans

3.5.8.2 Reactivation/Replan Preconditions

Production Requests (PRs) have already been generated from the ProRecfi@stEditor.
The Subscription Manager is runningthe JobManagementServeris running. Autosysis
running. The Planning Workbench and its background processes are running.

Theremustbe a currentplan. This currentplan can be #ner acitve or nacive, and eher wih
or without DataProcessindgrequests. Also, ESDTs must be installed, SSI&T must be completed
on the PGE, the PRs must have been entered, and the input granules must be available.

3.5.8.3 Reactivation/R eplan Part itions

This threxd has been patitioned into thefollowing sub-threds:

e DPR in New Plan but Not in Old Plan (Thread A) - This thred illustraes how a
current active plan without ¥ can be re-planned/reactivated as a new plan wiRsDP

e DPR in Old Plan but Not in New Plan(Thread B) - This thred illustraes how acurrent
activeplanwith DPRs in the queue can be re-planned/reactivated as a new plan without
DPRs.

e DPR in Both OIld Plan and New Plan(Thread C) - This thred illustraes how acurrent
acive plan with DPRs can be re-ghnedfeactvated as a new ph wih those sam
DPRs.

3.5.8.4 DPR in New Plan but Not in Old Plan Thread

This thread illustrates how a current active plan without DPRs can be re-planned/reactivated as a
new plan with DPRs.

3.5.8.4.1 DPR in New Plan but Not in Old Plan Interaction Diagram - Domain View
Figure 3.5.8.4.1-1 depicts the DPR in New Plan but Not in Old Plan Interaction - Domain View.
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Figure 3.5.8.4.1- 1. DPR in New Plan but Not in OIld Plan Int eraction D iagram -
Domain View

35842 DPR in New Plan but Not in Old Plan Interaction Table -
Domain View

Table 3.5.8.4.2-1provides the Interaction - Domain View: DPR in New Plan but Not in Old
Plan.

Table 3.5.8.4.2-1. Interaction Table - Domain View: DPR in New Plan but
Not in Old Plan

Step Event Interface | Interface Data Issues Step Preconditions Description
Client Provider
Al Create new | DAAC PLS PRs have There must be a The Production
plan with Ops - already been current plan. SSI&T | Planner creates a
new DPRs Productio generated. must have been new plan with new
n Planner ESDTs must completed on the DPRs.
(Operator) have been PGE. The Planning

installed. Input | Workbench must be
granules must | up and running.

be available.

A.2 Activate new | PLS DPS None Planning Workbench | The new plan is
plan must be up and activated.

running.

A3 Verify new DAAC DPS None The Job The Production
DPRs Ops - Management Server | Planner verifies the
created Productio and Autosys must be | newly created

n Planner up and running. DPRs
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3.5.8.4.3 DPR in New Plan but Not in Old Plan Component Interaction Table

Table 3.5.8.4.3-1 provides the Component Interaction: DPR in New Plan but Not in Old Plan.

Table 3.5.8.4.3-1. Component Interaction Table: DPR in New Plan but

Not in Old Plan
Step Event Interface Interface | Interface Descript ion
Client Provider Mech.

A.1.1 | Operator clicks | DAAC Ops - EcPIWb GUI The Production Planner clicks on
on “new” plan Production the new plan button. The new
button Planner plan uses the new DPRs.

A.1.2 | Operator enters | DAAC Ops - EcPIWb GUI The Production Planner enters
new plan name | Production the new plan name.

Planner

A.1.3 | Operator DAAC Ops - EcPIWb GUI The Production Planner selects
selects the PRs | Production the PRs to be included.
to be included Planner

A.1.4 | Operator DAAC Ops - EcPIWb GUI The Production Planner
schedules PRs | Production schedules the PRs to activate.
to activate Planner

A.1.5 | Operator saves | DAAC Ops - EcPIWb GUI The Production Planner saves the
the new plan Production new plan.

Planner

A.2.1 | Activate new EcPIWb EcDpPrJo | Distributed | The new plan is activated and the
plan bMgmt Object new DPRs are ready to run.

A.3.1 | Operator DAAC Ops - | Autosys GUI The Production Planner checks
checks on DPS | Production on the state of the job in Autosys.
Autosys to Planner The new DPRs are in Autosys
verify state and begin to run.

3.5.8.5 DPR in OIld Plan but Not in New Plan Thread

This thread illustrates how a current active plan with DPRs
reactivated as a new plan without DPRs.

in thequeue can bereplanna or

3.5.8.5.1 DPR in Old Plan but
Domain View

Not in New Plan Thread Interaction Diagram -

Figure 3.5.8.5.1-1 depicts the DPR in Old Plan but Not in New Plan Interaction - Domain View.
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Figure 3.5.8.5.1- 1. DPR in Old Plan but Not in New Plan Int eraction D iagram -
Domain View

3.5.8.5.2 DPR in Old Plan but Not in New Plan Thread Int eraction Table -
Domain View

Table 3.5.8.5.2-1provides the Interaction - Domain View: DPR in Old Plan but Not in New
Plan.
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Table 3.5.8.5.2-1. Interaction Table - Domain View: DPR in Old Plan but
Not in New Plan

Step Event Interface Interface Data Issues Step Descript ion
Client Provider Preconditions

B.1 | Verify status | DAAC Ops - | DPS PRs have already | The current plan | Current DPRs
of current Production been generated. (with DPRs) should be in the
DPRs Planner ESDTs must must have JobMgmt queue and

have been already been can be viewed by
installed. Input activated. the Production
granules must be Planner by pressing
available. the “Jobs Waiting”
button in the Ops
Console of the
Autosys GUI.

B.2 | Create new | DAACOps- |PLS The new plan The Planning The Production
plan without | Production must not have Workbench must | Planner creates a
DPRs Planner any DPRs. be up and new plan (without

running. DPRs) to replace the
old plan (with
DPRs).

B.3 | Activate new | PLS DPS None The Planning The new plan is
plan Workbench must | activated.

be up and
running.

B.4 | Verify old DAAC Ops- | DPS None Job The Production
(current, Production Management Planner uses the
existing) Planner and Autosys “Jobs Waiting”

DPR jobs must be up and | button to verify the
canceled running. priority of the new

plan and the
cancellation of old
priority DPR jobs.

3.5.8.5.3 DPR in OId Plan but Not in New Plan

Table

Thread Component

Interaction

Table 3.5.8.5.3-1 provides the Component Interaction: DPR in Old Plan but Not in New Plan.
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Table 3.5.8.5.3-1. Component Interaction Table: DPR in Old Plan but
Not in New Plan

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

B.1.1 | Operator DAAC Autosys GUI The current DPRs should be in the
verifies Ops - gueue and can be viewed by the
DPRs on Productio Production Planner by pressing the
active plan | n Planner “Jobs Waiting” button.
are in the
queue

B.2.1 | Operator DAAC EcPIWb | GUI The Production Planner creates a new
creates a Ops - plan (without DPRS) to replace the old
new plan Productio plan (with DPRS).

n Planner

B.3.1 | Activate PLS EcDpPrJ | Distribute | The new plan is activated.
new plan obMgmt d Object

B.4.1 | Verify state | DAAC Autosys | GUI The Production Planner uses
of new Ops - Autosys Jobscape to verify the priority
plan’s Productio of the new jobs.
DPRs n Planner

B.4.2 | Verify state | DAAC Autosys | GUI The Production Planner uses the
of old Ops - “Jobs Waiting” button to verify the
(existing) Productio cancellation of old priority DPR jobs.
plan’s n Planner Note — In this case, any jobs that have
DPRs gotten into Autosys will not be deleted

during a replan. Only jobs that are in
the JobMgmt queue will be cancelled.

3.5.8.6 DPR in Both Old Plan and New Plan Thread

This threadillustrateshow a current active plan with DPRs can be re-planned/reactivated as a
new plan with those same DPRs.

3.5.8.6.1 DPR in Both Old Plan and N ew Plan Thread Int eraction Diagram -
Domain View

Figure 3.5.8.6.1-1 depicts the DPR in Both Old Plan and New Plan Interaction - Domain View.
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Domain View

3.5.8.6.2 DPR

Domain View

in Both Old Plan and N ew Plan Thread

Interaction Table -

Table 3.5.8.6.2-1 provides the Interaction - Domain View: DPR in Both Old Plan and New Plan.

Table 3.5.8.6.2-1. Interaction Table - Domain View: DPR in Both Old Plan and
New Plan (1 of 2)

Step Event Interface Interface Data Issues Step Descript ion
Client Provider Preconditions
C.1 | Operator DAAC Ops | DPS PRs have The current plan The current
verifies DPRs - already been (with DPRs) must | DPRs should be
of active plan Production generated. have already in the JobMgmt
are in the Planner ESDTs must been activated. gueue and can
Autosys queue have been Job Management | be viewed by

installed. Input
granules must
be available.

must be up and
running. Autosys
Jobscape must be
up and running.

the Production
Planner by
pressing the
“Jobs Waiting”
button in the
Ops console of
the Autosys
GUL.
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Table 3.5.8.6.2-1. Interaction Table - Domain View: DPR in Both Old Plan and
New Plan (2 of 2)

Step Event Interface Interface Data Issues Step Descript ion
Client Provider Preconditions

C.2 | Create new DAAC Ops | PLS None The Planning The Production
plan and - Workbench must Planner creates
schedule with Production be up and a new plan and
existing DPRs Planner running. schedule using

the existing
DPRs, adjusting
the DPR
priorities as
necessary.

C.3 | Activate new PLS DPS None The Planning The new plan is
plan Workbench must | activated.

be up and
running.

C.4 | Verify DPR DAAC Ops | DPS None The Planning The Production
priorities in new | - Workbench must Planner verifies
plan, Production be up and the DPR
cancellation of | Planner running. The priorities in the
old priority DPR Planning new plan and
jobs Workbench ALOG | the cancellation

file must exist. of the old
Autosys Jobscape | priority DPR
must be up and jobs.
running.

3.5.8.6.3 DPR in Both OIld Plan and New Plan Thread Component Interaction

Table

Table 3.5.8.6.3-1 provides the Component Interaction: DPR in Both Old Plan and New Plan.

Table 3.5.8.6.3-1. Component Interaction Table: DPR in Both Old Plan and
New Plan (1 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
C.1.1 | Operator DAAC Autosys | GUI The current DPRs should be in the
verifies that Ops - JobMgmt queue and can be viewed by the
DPRs on Productio Production Planner by pressing the “Jobs
active plan are | n Planner Waiting” button.
in the queue
C.2.1 | Operator DAAC EcPIWb | GUI The Production Planner creates a new
creates a new | Ops - plan.
plan Productio
n Planner
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Table 3.5.8.6.3-1. Component Interaction Table: DPR in Both Old Plan and
New Plan (2 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

C.2.2 | Select PRs DAAC EcPIWb | GUI The Production Planner selects PRs, with
used by the Ops - DPRs that are in the JobMgmt queue that
old plan (see Productio he wishes to re-prioritize.
step C.2) n Planner

C.2.3 | Schedule DAAC EcPIWb | GUI The Production Planner creates a new
these PRs Ops - plan using the re-prioritized DPRs.

Productio
n Planner

C.3.1 | Activate plan EcPIWb | EcDpPrJ | Distribute | The new plan is activated.
obMgmt | d Object

C.4.1 | Verify priorities | DAAC Autosys | GUI The Production Planner verifies that the
of plan’'s DPRs | Ops - new DPR priorities are in the JobMgmt
Productio gqueue.
n Planner
C.4.2 | Priority DAAC Autosys | GUI The new DPR job must be in the JobMgmt
changes Ops - gueue. The old DPR must be cancelled.
Productio If priorities differ between the old DPR and
n Planner the new DPR, the old DPR job should be

cancelled and a new DPR created. Note —
Only jobs that are in the JobMgmt queue
will have their priorities changed. If the
jobs are already in Autosys, their priorities
are meaningless and are not changed.
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3.6 Landsat-7 Scenario

3.6.1 Landsat-7 Scenario Description

This scenario shows how ECS supports ttobigal andretrieval of Landsat-7 data. Landsat-7
data is provided to ECS from one of twanpary soures: LPS andAS. LPS providesLandsat-
7 LOR subinterval data and é&data Bravse to ECS.IAS provides the Lanad-7 Calibration
Parametefiles and Reports to ECSThe dialogue &ween LPSand ECSis managedoy the
Landsat-7 Gteway. The interbice betwen IAS and ECS is through a standardpolling
mechanism mana&g by Ingest. The dialogue and polling meahism are documented the
ECS-Landsat-7 ICDECS does not press Landsat-7ata.

Thereare some nable data issuaglaied to the Landsat-ZOR subintervals.Actually, the LOR

datais producedby LPS in two independent parts, Format 1 and Format/Bile both parts &
required to ma& a comple¢ LOR granule, thse partsare provided to ECS independenfrom

each othe Additionally, there is no guantee of the d@livery order of theparts: Format 1 could
preedeor follow the delivery 6 its coresponding Format 2The deliveres might be sepated

by delivery of parts of other ganules. This requires ECS to determine dach received @rt’s

correspondingpart hasalreadybeendelivered. If so, further interral processing is prmed to
match the parts and tweate thecomplete LOR subinterval gnule.

Another point of interest is that while LPS provides ECS with all LOR data, which is subinterval
data, ECS provides eess to standdrWRS Scenes within the subinterval alatWhen LPS
providesa subintervalall WRS scene @aa is embedded in the subintal and netadata is
provided to derive thosesnes.The curent ECS apprach to storing andceessingsubintervals
andsceresis to store all subinterval datand to derie sceres from the subinteal when ECS
usersrequestthesceres. To support this two things occur: First when subintenash as enteed
into the Dah Server, references b al sceneshat are avaiable within that subnterval are also
created. These sceresare “virtual granuks”, insofa as hey ae rderenced as ganuks, andare
searclable, but the granule itself is not achived, pe se. Rather it is ceatedupon acess.
Secondly, upon aess the snes e deived from their“parent” subinteval by usinginternal
subintervalsubsetting servicesEffectively, exh scee knows which subinteal it is part of,
and it knows what to ask its subinterval to do in order to compieation of itself.

Thefollowing systen fundiondity is exercised in this senario:
e User Profile Registration
e LPS-driven data ingest
e |AS-driven dahaingest
e Accesst® WRS Sceres
e BOSOT browse of granue
e 8mm data distribution

e Opeaator ability to staus an orde.
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3.6.2

Landsat-7 S cenario Preconditions

The following ESDTs haveden inseed into the ECS:

3.6.3

L70R (Complete L7 LOR subinterval)

L70RF1 (Format 1 of a LOR subinterval)

L70RF2 (Format 2 of a LOR subinterval)

L70RWRS (Complete L7 WRS Scene)

L70RWRS1 (Format 1 part of a WRS Segn

L70RWRS2 (Format 2 part of a WRS Segn

L7CPF (Landsa-7 Cdibration Paameter File

Browse (Geeric Browse file)

Subscription for Landsat-7 subintely enteed on belalf of Instrument Team.

Standing order fo?WWRS Scene, to be deliredl on 8mm tape.

Landsat -7 Scenario Partitions

TheLandsd-7 scenario has be@ patitioned into thefollowing threals:

3.6.4

L-7 User Regstration (Thread A) - This thiead shows the rpcessing equired for
registering as a ew ECS User.

L-7 LPS Data Insertion (Thread B) - This thrad shows how the ECHBisertsdata
provided by LPS.

L-7 Standing Order Support (Thread C) This thread shows howédhsystensupports
standing orders foratla granules.

L-7 IAS Data Insertion (Thread D - This thre@d shows how the ECS inserts data
provided by IAS.

L-7 Search and Browse (ThreadE) - This thread shows how the ECS supports users
searchindgor and owsing data holdings.

L-7 Ordering WRS Sceres (Thread F) - This thead shows how thECS supports user
orders fo@ WRS scenes.

L-7 MOC Interface Thread (Thread G) — This thred shows thenterface beween the
ECS and the MOC for Cloud Cover Assessment (CCA) data.

Landsat -7 User Regist ration Thread

This thread shows the pressing requed fa registeringas a nev ECS User.
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3.6.4.1 Landsat -7 User Registration Int eraction Diagram - Domain Vi ew
Figure 3.6.4.1-1 depicts the Ltser Registtion Interation - Domain View

A.6 Send User Account Profile
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Opsy. 7 - »
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Remote Site

v

User Registration

Sewver

v

Figure 3. 6.4.1-1. L-7 User Registration Int eraction D iagram

3.6.4.2 Landsat-7 User Registration Int eraction Table - Domain View

Table 3.6.4.2-1 provies the Inteaction - Donain View: L-7 User Registration.

Table 3.6.4.2-1. Interaction Tabl e - Domain View: L7 User Registration (1 of 2)

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precondi
tions
Al New Science User None Science Science user loads User Registration
User User Registrati Useris Tool, via its URL, from their favorite
Reque on Tool running Web Browser. Science user fills out
st within the | form with initial registration information.
Science This information includes: username,
Desktop | address, telephone number, email
address and mother’s maiden name (for
security confirmation). Request is
gueued at DAAC.
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Table 3.6.4.2-1. Interaction Tabl e - Domain View: L-7 User Registration (2 of 2)

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precondi
tions

A.2 Submi | User User None None User Registration Tool submits the new
t Registrati | Registrati user’s request. The request is queued
Reque | on Tool on Server at the DAAC, awaiting the DAAC User
st Services staff to confirm the new user.

A3 Get DAAC User None None DAAC User Services Representative
New User Registrati (periodically) checks for new user
User Services | on Server registration requests. In this case the
Reque | Represe request for our new user is found. User
st ntative Services staff checks the information

provided.

A4 Compl | DAAC User None None DAAC User Services Representative
ete User Registrati completes the new user’s User Profile.
User Services | on Server The request is marked as confirmed
Profile | Represe and accepted. DAAC User Services

ntative Representative may call Science User
for any further information or
clarification.

A5 Email | User Science None None User Registration Server emails out
Confir | Registrati | User confirmation of the user’s registration
matio | on request.

n Server

A.6 Mail DAAC Science None None DAAC User Services Representative
User User User sends complete user account profile,
Accou | Services including passwords, to Science User
nt Represe via USPS mail.

Profile | ntative

3.6.4.3 Landsat-7 User Registr ation Component Interaction Tab le

Table 3.6.4.3-1 provies the Component Intaction: L7 User Regisdtion.

Table 3.6.4.3-1. Component Interaction Table: L7 User

Registration (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.1.1 | Startup Science EcCIDtUs | Web Science User, double clicks on icon for user
User User erProfile Browser | registration, which is standard on the Science
Registratio Gateway Desktop. This invokes the configured Web
n Tool Browser, with the URL of the User

Registration Tool.
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Table 3.6.4.3-1. Component Interaction Table: L7 User

Registration (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.1.2 | Input User [ Science EcCIDtUs | Web The Science User populates forms with ECS
Registratio | User erProfile Browser | registration information. This information
n Gateway includes: username, address, telephone
Information number, email address and mother’s maiden

name (for security confirmation). The user
then submits this information.

A.2.1 | Submit EcCIDtU | EcMsAcR | Distribut | The User Registration Tool submits the User
User serProfile | egUserSr | ed Registration Request to the User Registration
Registratio | Gateway | vr Object Server for approval.

n Request

A.2.2 | Store a EcMsAc | Sybase CtLib The User Registration Request is saved for
User RegUser approval by DAAC User Services.

Registratio | Srvr
n Request

A.3.1 | Startup DAAC EcMsACR | Xterm DAAC operations start the User Registration
User Ops - egUserG Server GUI. There is an icon on the DAAC
Registratio | User ul Desktop that represents the GUI process.

n Server Services
GUI

A.3.2 | Review DAAC EcMsACR | Xterm On a periodic basis (based on DAAC policy),
New User Ops - egUserG User Services checks for any new User
Request User ul Registration Requests.

Services

A.3.3 | Get New EcMsAc | EcMsAcR | Distribut | Request all new User Registration Requests.
User RegUser | egUserSr | ed The GUI connects to the Registration Server
Requests GUI vr Object that is local to the DAAC. This is determined

by a CDS entry in the GUI’s configuration.

A.3.4 | Retrieve EcMsAc | Sybase CtLib All pending User Registration Request are
User RegUser retrieved from the database.

Registratio | Srvr
n Requests

A.4.1 | Update EcMsAc | EcMsAcR | Distribut | DAAC User Services completes the User
User RegUser | egUserSr | ed Profile from the request. Updated information
Request GUI vr Object includes DCE Username, group and

password, VOGateway Username, group and
password.

A.4.2 | Create EcMsAc | EcMsAcR | Distribut | User Registration Server takes the completed
User Profile | RegUser | egUserG | ed User Registration Request and makes a User

GUI ul Object Profile, registering the user.

A.4.3 | Store a EcMsAc | Sybase CtLib The User Profile is saved in the system.

User Profile | RegUser
Srvr

A.5.1 | Send E- EcMsAc | CsEmMai | e-malil The Confirmation message is sent to the new

mail RegUser | IRelA (to ECS Science User, via CSS infrastructure
Srvr Science mail services (CsEmMailRelA).
User)
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3.6.5 Landsat-7 LPS Data Insertion Thre ad

This thread shows how the ECS inserts dadaiged by LPS.

3.6.5.1 Landsat-7 LPS Data Insertion Thre ad Interaction Diagram - Domain View

Figure 3.6.5.1-1 depicts the L-7 LPS Batsertion Inéraction - Domain View.
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Figure 3. 6.5.1-1. L-7 LPS Data Insertion Int eraction D iagram

3.6.5.2 Landsat-7 LPS Data Insertion Thread Interaction Table - DomainV  iew

Table 3.6.5.2-1 provigs the Inteaction - Donain View: L-7 LPS Datdnsertion.

Table 3.6.5.2-1. Interaction Tabl e - Domain View: L-7 LPS Data Insertion (1 of 3)

Ste Event | Interface | Interface Data Step Descript ion
p Client Provider | Issues Preconditions
B.1 Get INS 10S None None Upon startup, Ingest gets the
SDSR SDSRV URs for each data type in
V URs its database.
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Table 3.6.5.2-1. Interaction Tabl e - Domain View: L-7 LPS Data Insertion (2 of 3)

Step | Event | Interface | Interface Data Step Descript ion
Client Provider | Issues Preconditions
B.2 Creat | LPS L7GWY None All required In order to transfer L7 subinterval
e binding data, LPS initiates a session with
Sessi information is ECS. This is accomplished by
on provided to sending a series of control
LPS. messages to the LTGWY.
B.3 Data LPS L7GWY None None A Data Availability Notice (DAN)
Transf is sent to indicate that LPS
er transfer of L7 data has begun.
Messa
ges
B.4 Data L7GWY INS None None L7GWY passes all Data Transfer
Transf messages to the Ingest
er subsystem.
Messa
ges
B.5 Reque [ INS DSS For 3 L70RF1, When complete L70R data is
st scenes: | L70RF2 and transferred to Ingest staging
Data 13 L70R ESDTs. disks, Ingest validates information
Insert L70RF1 (preprocessing) and sends a
(subin files @ request for the data to be read by
terval) 732MB, DSS for archival. DSS reads the
or7 data from the designated staging
L70RF2 disk area. Note the number of
@ files depends on the number of
387MB, scenes. L70RF1 files =10 +1
from browse file per scene. L70RF2
Landsat files = 7 to 9 depending whether
-7 Team Band 8 is processed with 1, 2, or
3 files.
B.6 Archiv | DSS DSS None None SDSRV tells STMGT to store the
e files in the archive. A list of files
Backu is passed in with the location of
p on each file, the archive id
Insert associated with the file, and the
backup archive id for each file.
B.7 Trigge | DSS SBSRV None None Upon successful completion of
r insertion of L70RF1, L70RF2, or
Event complete L70R subinterval, the

appropriate Insert event is
triggered.
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Table 3.6.5.2-1. Interaction Tabl e - Domain View: L-7 Scenario, LP S Data Insertion

(3 0f3)
Step | Event | Interface | Interface Data Step Description
Client Provider | Issues Preconditions
B.8 Reque [ INS DSS 3 None Ingest derives WRS scene
st L70RW information from the subinterval
Data RS(F1/F metadata. Virtual scene granules
Insert 2) virtual (metadata only) are inserted into
(scen granules the Data Server, and Browse data
e— , are inserted into the archive.
one at Browse Each scene is done separately.
a granules After combining L70RF1 &
time) (F1) L70RF2 to form L70R data and
combining L70RWRS1 &
L70RWRS2 to form L70RWRS
data, the metadata is deleted
form the SDSRV DB.
B.9 Trigge | DSS SBSRV None None Data server triggers the scene’s
r Insert event when the scene and
Event Browse data are successfully
saved.
B.10 [ Data INS L7GWY None None Ingest create status
Delive acknowledgement message to
ry return to LPS.
Status
B.11 | Data |L7GWY |LPS None None L7 Gateway passes Data Delivery
Delive Notice to LPS.
ry
Notice

3.6.5.3 Landsat-7 LPS Data Component Interaction Table

Table 3.6.5.3-1 provigs the Component Intaction: L-7 LPS Data Irestion.

Table 3.6.5.3-1. Component Interaction Table: L-7 L  PS Data Insertion ( 1 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
B.1.1 | Get EcinReq | EcloAdSer | Distribute | Upon startup, Ingest Request Manager
SDSRV Mgr ver d Object requests the SDSRV URs for each data
URs from type in its database.
I0S
B.2.1 | LPS Create | LPS EcCsLand | rpc LPS and the Gateway server exchange
Session sat7Gatew messages to begin a session. The
ay Session messages include Authentication
Request and Authentication Response,
which are documented in the ECS -
Landsat-7 ICD.
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Table 3.6.5.3-1. Component Interaction Table:

L-7 L PS Data Insertion ( 2 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.3.1 | Begin LPS | LPS EcCsLand | rpc LPS first sends a DAN, letting ECS know
Data sat7Gatew that data is available, what data it is and
transfer ay where itis. ECS responds with a data

availability acknowledgement (DAA). After
insertion, ECS provides a DDN, which is
acknowledged by LPS with a DDA.

B.4.1 | Data EcCsLan | EclnAuto Distribute | The L7 Gateway transfers the LPS data
Transfer dsat7Gat d Object exchange messages to Ingest. Ingest
Messages | eway provides responses in accordance with the

L7 - ECSICD.

B.4.2 | Send EcinAuto | EcinRegM | Distribute | Auto Ingest process packages the Data

Request ar d Object | Transfer messages into the appropriate
Ingest Requests. The data source (LPS),
defined on startup, is passed to the Ingest
Request Manager.

B.4.3 | Granule EcinReq | EcInGran Distribute | Request Manager packages the request
Process Mgr d Object into granules and sends them to the Ingest
Request Granule Server.

B.4.4 | Create EcinGran | EcDsStSta | Distribute | Ingest calls STMGT to create a Staging
Staging gingDiskS | d Object Disk, which allocates space and passes
Disk erver back a reference to that disk space. The

reference to the Staging Disk is to the
Staging Disk Server specified in the Ingest
database, based on data type. The
amount of staging disk to request is
determined from the DAN.

B.4.5 | Allocate EcinGran | EcDsSting | Distribute | Ingest now creates the Resource manager
Media estFtpSer | d Object for its ftp server via a STMGT Resource
Resource ver Manager Factory. Ingest knows that this

request is via ftp from a database lookup,
keyed on the data type. The correct
resource manager is determined from the
Media Type handed to the resource factory
(IngestFtp, in this case). The correct
IngestFtp Server resource is determined
from configuration within the Ingest
Database.

B.4.6 | Ftp Get EcinGran | EcDsSting | Distribute | Ingest directs the ftp server to get the files
files estFtpSer | d Object from the LPS host and location, as

ver indicated in the DAN, placing them on the
staging disk.

B.5.1 | Connectto | EcInGran | EcDsScie | Distribute | Ingest begins a session with the SDSRV
SDSRV nceDataS | d Object by connecting. The correct SDSRYV is

erver determined during EcInReqMgr startup,

from Advertising, based on the data type.
This is pertinent if there are multi-SDSRVs
in use at one DAAC in one mode.
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Table 3.6.5.3-1. Component Interaction Table: L-7 L  PS Data Insertion ( 3 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.5.2 | Request EcinGran | EcDsScie | Distribute | Ingest requests the metadata configuration
Metadata nceDataS | d Object file (MCF) for the data being inserted. The
Configurati erver data types being inserted are derived from
on File the DAN messages sent by LPS. Ingest

performs preprocessing (current number of
files for data type, extraction of metadata,
etc.).

B.5.3 | Validate EcinGran | EcDsScie | Distribute | After building the granule’s metadata file,
Metadata nceDataS | d Object Ingest asks SDSRYV to validate the

erver metadata, based on the granule’s data
type.

B.5.4 | Request EcinGran | EcDsScie | Distribute | Ingest requests that the received files for
Data Insert nceDataS | d Object the LPS LOR Subinterval are inserted into

erver the Data Server. An Insert request,
containing the names of the files
comprising the subinterval, is created. The
structure of the Insert Request is hard-
coded in the granule server. SDSRV
validates metadata and determines the
archived names of the files. (Note this
validation is on a different level than the
Ingest validation.)

B.5.5 | STMGT EcDsSci | EcDsStAr | Distribute | SDSRV requests that the files are

Store enceData | chiveServ | d Object archived. The archive server copies the
Server er inserted files directly from the Ingest
staging disks that they are residing on. The
correct archive object to request is
determined by the Archive ID input during
ESDT installation.

B.6.1 | Establish EcDsSci | EcDsStAr | Distribute | When the SDSRV tells STMGT to store the
backup enceData | chiveServ | d Object files in the archive, a list of files is passed
files IDs Server er in with the location of each file, the archive

id associated with the file, and the backup
archive id for each file.

The backup archive id may be null strings if
the file is not to be backed up. Backups
are performed on an ESDT basis. The
Archive id, Backup Archive Id, a checksum,
file size, and status for each file are
returned to SDSRV along with a status for
the request.
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Table 3.6.5.3-1. Component Interaction Table: L-7 L  PS Data Insertion ( 4 of 6)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.6.2

Move to
Primary

EcDsStA
rchiveSer
ver

EcUtCopy
Exec

CtLib

File is copied by IDG provided executable
from where Ingest placed it originally to the
AMASS cache for that archive server. The
archive id indicates which archive server is
used and which directory path is used
within the archive. If the Backup Archive id
is blank, then the next file in the request is
processed.

B.6.3

Move to
Backup

EcDsStA
rchiveSer
ver

EcUtCopy
Exec

CtLib

File is copied by IDG provided executable
from where Ingest placed it originally to the
AMASS cache for the backup archive
server. The Backup Archive Id indicates
which archive server is used for backup
and the directory path within that archive.
This is done only if the Backup Archive id
is not empty. The operator is notified of an
archive failure and is able to see the file
and its backup status. The operator can
reinitiate the backup of the file at a later
time.

B.6.4

Move to
Offsite

EcDsStA
rchiveSer
ver

EcUtCopy
Exec

CtLib

File is copied by IDG provided executable
from where Ingest placed it originally to the
AMASS cache for the offsite archive
server. The offsite archive server is
determined by the value for the Offsite
Archive id. This is done only if the Offsite
Archive id is not empty. The operator is
notified of an archive failure and is able to
see the file and its backup status. The
operator can reinitiate the backup of the
file at a later time.

B.6.5

Adding a
Granule to
Inventory

EcDsSci
enceData
Server

Sybase/S
QS

CtLib

The validated metadata is parsed and
added to the inventory of the SDSRV.
SDSRYV queries the DB for L70RF1 and
L70RF2 and creates L70R data. After
combining L70RF1 and L70RF2, it then
deletes the metadata for L70RF1 and
L70RF2.

B.7.1

Trigger
Event

EcDsSci
enceData
Server

EcSbSub
Server

Distribute
d Object

Upon successful insertion of LOR
subinterval granule, the L7OR Insert event
is triggered. The correct subscription
server is determined from SDSRV
configuration. The correct event to trigger
is determined from the events file which
was populated during ESDT installation.
The UR of the inserted granule is provided
with the event triggering.
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Table 3.6.5.3-1. Component Interaction Table: L-7 L  PS Data Insertion ( 5 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.7.2 | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscriptio | Server determining which subscriptions need to be
ns activated, or fired. Each query “hit” is an

activated subscription and executes
independently.

B.8.1 | Derive EcIinGran | EcInGran | Internal The Ingest granule server component is
Scenes hard-coded to derive and insert scene data

whenever a LPS subinterval is inserted.

B.8.2 | Request EcinGran | EcDsScie | Distribute | Ingest requests the metadata configuration
Metadata nceDataS | d Object files (MCF) for the scene and Browse data
Configurati erver being inserted.
on File

B.8.3 | Validate EcinGran | EcDsScie | Distribute | After building a metadata file for each
Metadata nceDataS | d Object virtual scene and Browse granule, Ingest

erver asks SDSRYV to validate the metadata,
based on the granule’s data type.

B.8.4 | Request EcinGran | EcDsScie | Distribute [ Ingest requests that the virtual scene and
Data Insert nceDataS | d Object Browse granules are inserted into the Data

erver Server. An Insert request, containing the
names of the metadata files is created.
The structure of the Insert Request is hard-
coded within the granule server process.
SDSRYV validates the metadata file.

B.8.5 | Adding a EcDsSci | Sybase/S | CtLib The validated metadata is parsed and
Granule to | enceData | QS added to the inventory of the SDSRV.
Inventory Server SDSRYV queries the DB for L7T0RWRS1

and L70RWRS2 and creates L7T0RWRS
data. After combining L70RWRS1 and
L70RWRS2, it then deletes the metadata
for L7TORWRS1 and L70RWRS2.

B.8.6 | Completion | EcInReq | EcInGran rpc The Ingest Granule Server sends a
Callback Mgr completion callback to the Ingest Request

Manager when the processing of the
granule is complete.

B.9.1 | Trigger EcDsSci | EcSbSubS | Distribute | Upon successful insertion of each Landsat-
Event enceData | erver d Object 7 scene virtual granule, the L70R WRS

Server Insert event is triggered. This is a qualified

event. The scene’s spatial metadata is
passed along with the trigger. The correct
subscription server is determined from
SDSRYV configuration. The correct events
to trigger are determined from the events
file which was populated when the ESDT
was installed. The UR of the inserted
granule is provided with the event
triggering.
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Table 3.6.5.3-1. Component Interaction Table: L-7 L  PS Data Insertion ( 6 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.9.2 | Retrieve EcSbSub | Sybase CtLib SBSRV queries the Sybase database
Subscriptio | Server determining which subscriptions need to be
ns activated, or fired. Each query “hit” is an

activated subscription and executes
independently.

B.10. | Data EcinReq | EcCsLand | rpc Ingest creates a Data Delivery Notice

1 Delivery Mgr sat7Gatew indicating successful insertion of LPS data.
status ay Note the Ingest session with the L7TGWY

was established in step B.4.

B.11. | Data EcCsLan | LPS rpc L7 Gateway sends the Data Delivery

1 Delivery dsat7Gat Notice to LPS. LPS responds with a Data
Notice eway Delivery Acknowledgment (DDA).

3.6.6 Landsat-7 Standing O rder Support Thread
This thread shows how the system supports standiregsdia@ data granules.

3.6.6.1 Landsat-7 Standing O rder Support Thread Interaction Diagram - Domain
View

Figure 3.6.6.1-1 depicts the L-7 Standingl€ Support Intection.
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Figure 3. 6.6.1-1. L-7 Standing Ord er Support Interaction Diagr am
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3.6.6.2 Landsat-7 Standing O rder Support Thread Interaction Tabl e - Domain View

Table 3.6.6.2-1 provib the Inteaction - Donain View: L-7 Standing Orer Support.

Table 3.6.6.2-1. Interaction Tabl e - Domain View: L-7 Standing Order Support

Step | Event | Interface | Interface Data Step Descript ion
Client Provider Issues Precondi
tions
Cl1 Trigge | DSS SBSRV None None This thread picks up with fulfilling the
r (SDSRV) standing order WRS scene data. This
Event is a qualified event with the spatial
attributes of the scene specified. In
this scenario, the newly inserted scene
is within the spatial constraints
specified by the Science User. This is
the same step as B.6 and B.8 of this
Landsat-7 scenario.
Cc.2 Notific | SBSRV Science None None Send email notification to Science
ation User User, notifying that there is a newly
inserted WRS scene granule that
meets the specified spatial area of
interest. Notification message includes
the UR of the scene granule as well as
the qualification criteria that it matched.
C3 Acquir | SBSRV SDSRV None None SBSRV fulfills the standing order by
e Data the Science User, for WRS scene
granules. Request to Acquire data, via
8mm tape, for the Science User.
c4 Creat | DSS Tape 1 WRS None Data Server copies the WRS Scene
e Data device scene granule’s files to 8mm tape and marks
Tape @812MB the order as “Ready to Ship”.
(nominall
y)
C5 Ship DAAC Science None None DAAC Ingest/Distribution Technician
Tape Ingest/Di | User collects tape, media label shipping
to stribution label and packing list. They label tape,
User Technicia enclose tape and packing list in
n shipping container and label shipping
container. DAAC uses commercial
shipping vendor for delivery to Science
User.
C.6 Updat | DAAC DSS None None DAAC Ingest/Distribution Technician
e Ingest/Di marks order as “Shipped”.
Order | stribution
Tech.
C.7 Distrib | DSS Science None None Send email notification to Science
ution User User, notifying that the newly inserted
Notice WRS scene of interest has been

shipped to their shipping address.
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3.6.6.3 Landsat-7 Standing O rder Support Thread Component Interaction Table

Table 3.6.6.3-1 proves the Component Intaction: L-7 Standing OrdeSupport.

(10f4)

Table 3.6.6.3-1. Component Interaction Table: L-7  Standing Order Support

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.l1

Trigger
Event

EcDsScie
nceDataS
erver

EcSbSub
Server

Distribute
d Object

(Same as B.6.1) Upon successful insertion
of L7 WRS scene granules, the L7 WRS
Insert event is triggered, for each granule.
These are qualified events. Along with the
trigger are spatial metadata qualifiers. The
correct subscription server is determined
from SDSRV configuration. The correct
event to trigger is determined from the
events file, which was populated during
ESDT installation. Provided with the event
triggering is the UR of the inserted granule.

C.l2

Retrieve
Subscriptio
ns

EcSbSub
Server

Sybase

CtLib

SBSRYV queries the Sybase database
determining which subscriptions need to be
activated, or fired. Each query “hit” is an
activated subscription and executes
independently. Currently all the
subscriptions on this qualified event are not
qualified, so all subscriptions are “hits”.

cz21

Send
Notification

EcSbSub
Server

Science
User

e-mail

The SBSRYV builds an email notification that
the user’s subscription on the WRS scenes
insert event has been fired. This notification
identifies the Event, the subscription ID, the
UR that was inserted and the previously
supplied User String.

C31

Connect to
SDSRV

EcSbSub
Server

EcDsScie
nceDataS
erver

Distribute
d Object

In order to fulfill a standing order for the L7
WRS Scene data, the SBSRV begins a
session with the SDSRV, on behalf of the
subscription user. The correct SDSRYV is
determined from the Granule UR provided
with the event triggering. This is pertinent if
there are multi-SDSRVSs in use at one DAAC
in one mode.

C.3.2

Add PGE
granule’s
UR to
Session

EcSbSub
Server

EcDsScie
nceDataS
erver

Distribute
d Object

The SBSRYV establishes the data context of
the session with the SDSRV by adding the
input granules to the session. The Granule
UR of each input granule is added to the
ESDT ReferenceCollector.
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Table 3.6.6.3-1. Component Interaction Table: L-7  Standing Order Support

(2 of 4)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.33

Retrieve
Granule
Metadata
from
Inventory

EcDsScie
nceDataS
erver

Sybase/S
Qs

CtLib

SDSRV completes establishing the data
context by retrieving the metadata for the
requested granules from the Sybase/SQS
database. The metadata for each granule is
passed back to the reference objects for
each granule.

C34

Acquire
Data

EcSbSub
Server

EcDsScie
nceDataS
erver

Distribute
d Object

SBSRYV fulfills the standing order for the L7
WRS Scene granule by submitting an
Acquire request for the granule. The Acquire
request is for an 8mm tape of all granules in
the ESDT ReferenceCollector. This request
is asynchronous, meaning that the return of
the submit call of the request only contains
the status of the request’s submittal. The
request asks for an email notification to be
emailed to the user. The Acquire request
structure is hard-coded within the
Subscription Server. For the granule
referenced in the Acquire request, the
SDSRYV creates a file containing the
granule’s metadata before passing to
Distribution.

C.35

Create
Staging
Disk

EcDsScie
nceDataS
erver

EcDsStSt
agingDisk
Server

Distribute
d Object

SDSRYV requests STMGT to create a Staging
Disk for working space, scene files and
metadata files, which allocates space and
passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the SDSRV configuration.
The amount of staging disk to request is
determined by the size of the metadata file.

C.3.6

STMGT
Retrieve

EcDsScie
nceDataS
erver

EcDsStAr
chiveServ
er

Distribute
d Object

SDSRYV requests that STMGT retrieve the
subinterval granule files that are to be
subset. For a WRS Scene, these files
include Band files. This results in the files
being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.
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Table 3.6.6.3-1. Component Interaction Table: L-7  Standing Order Support

(30f4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.3.7 | L7 Scene EcDsScie | EcDsHdf | Distribute | Since L7 WRS Scenes are virtual granules
creation nceDataS | EOSServ | d Object (i.e. the granules are represented in the
erver er inventory with their metadata, but the files
which contain the data don'’t actually exist),
the scene files must be extracted from the
scene’s parent subinterval. The scenes files
are created using internal subinterval
subsetting methods. The subset files include
Band files, MTA, PCD Calibration files, and
Mirror Scan correction data files. A Metadata
file is created for the new WRS Scene. After
subsetting, the SDSRV queries the DB for a
comparable L7CPF file. Subsetted data is
reformatted using a new staging disk. A new
staging disk is used for the MTA files also.
C.3.8 | Distribute EcDsScie | EcDsDistr | Distribute | SDSRV submits a request to Data
Granules, nceDataS | ibutionSe | d Object Distribution. The request includes, for the
Synchrono | erver rver WRS Scene granule, a reference to the
us reformatted and metadata files. Other
parameters from the Acquire request are
passed to DDIST (8mm). At this point all
necessary data has been pulled from the
archive or the DB.
C.3.9 | Create EcDsDistr | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
Staging ibutionSe | agingDisk | d Object files in the archive. The amount of staging
Disk rver Server disk to request is calculated from the file
sizes in the information passed in the
Distribution Request. (Note: A packing list is
created in step C.4.2)
C.3.1 | STMGT EcDsDistr | EcDsStAr | Distribute | DDIST requests that STMGT retrieve any
0 Retrieve ibutionSe | chiveServ | d Object files for the granule that are still archived.
rver er The correct archive is determined by the
Archive id supplied by SDSRYV in the
metadata for the files. STMGT moves the
files from the archive to the read only cache.
C.3.1 | Linkfilesto | EcDsDistr | EcDsStSt | Distribute | DDIST links the files from the read-only
1 Staging ibutionSe | agingDisk | d Object cache into the staging disk.
Disk rver Server
C.3.1 | Copy files EcDsDistr | EcDsStSt | Distribute | DDIST copies the reformatted scene and
2 to Staging ibutionSe | agingDisk | d Object metadata files from the SDSRV'’s Staging
Disk rver Server Disk into the staging disk.
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Table 3.6.6.3-1. Component Interaction Table: L-7  Standing Order Support

(4 of4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

C.4.1 | Allocate EcDsDistr | EcDsSt8 | Distribute | DDIST now creates the Resource manager
Media ibutionSe | MMTape | d Object for 8mm via a Resource Manager Factory.
Resource rver Server The correct resource manager is determined

from the Media Type handed to the resource
factory (8mm, in this case). The correct
8mm resource is determined from
configuration within the resource factory.

C.4.2 | Write files EcDsDistr | EcDsSt8 | Distribute | DDIST requests that the tapes held in
to 8mm ibutionSe | MMTape | d Object staging disk be copied to the 8mm device.
tape rver Server Upon completion of the files being copied,

the state of the distribution request is marked
as “Ready for Shipment”, which is displayed
on the operator GUI. A packing list is
generated and automatically printed using
the STMGT print server.

C.5.1 | Determine | DAAC EcDsDdis | GUI Operator notes that the request is ready for
request is Ops - tGui shipping and that it includes the 8mm tape
ready for Distributio just produced. The 8mm tape slot and
shipping n stacker id are included on the logs

Technicia accessible to the operator, so that the

n operator knows which tapes to ship.

C.5.2 | Ship Tapes | DAAC DAAC Internal The labels for all media, as well as a

Ops - Ops - shipping label for the package, are created

Data Data manually. Using commercial shipping

Technicia | Technicia vendors (determined by DAAC policy), the

n n DAAC Data Technician labels the tape,
packages the tape(s) and packing list, labels
the package and ships to address provided
with the request.

C.6.1 | Mark as DAAC EcDsDdis | GUI Using the DSS GUI, the Data Technician
Shipped Ops - tGui marks the request as “Shipped”.

Data
Tech.

C.6.2 | Update EcDsDdis | EcDsDistr | Distribute | DDIST updates the state of the request to
Distribution | tGui ibutionSe | d Object “Shipped”.

Request rver

C.7.1 | Build EcDsDistr | EcDsDistr | Internal The DDIST builds an email notification that
Distribution | ibutionSe | ibutionSe the user’s order has been fulfilled. This
Notice rver rver notification includes the type and format, as

well as UR, type and file names and sizes for
each granule.

C.7.2 | Send E- EcDsDistr | Science email DDIST sends the distribution notice to the
mail ibutionSe | User user via email. If the subscription is input

rver by or for a registered User, the e-mail will go

directly to the User — no interpretation is
needed.
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3.6.7 Landsat-7 IAS Data Insertion Thread

This thread shows how the ECS inserts dadaiged by IAS.

3.6.7.1 Landsat-7 IAS Data Insertion Thread Interaction Diagram - Domain View

Figure 3.6.7.1-1 depicts the Laads IAS Data Insetion Interaction.
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Figure 3. 6.7.1-1. Landsat-7 IAS Data Insertion Int eraction D iagram

IAS Data Insertion Thread Interaction Table - Domain Vi

ew

Table 3.6.7.2-1 provigs the Inteaction - Donain View: L-7 IAS Data Ingrtion.

Table 3.6.7.2-1. Interaction Tabl e - Domain View: L-7 IAS Data Insertion (1 of 2)

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues Preconditions
D.1 Get INS 10S None None Upon startup, Ingest gets the
SDSR SDSRYV URs for each data type in
V URs its database.
D.2 Polling | INS directory | None Entire step is When system is started, Ingest

really a
precondition.

begins polling a directory, looking
for files that meet the following
standard: *.PDR, in the pre-
configured directory.
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Table 3.6.7.2-1. Interaction Tabl e - Domain View: L-7 IAS Data Insertion (2 of 2)

Step | Event | Interface | Interface Data Step Description
Client Provider | Issues Preconditions
D.3 Copy | IAS directory | None IAS knows the | IAS copies the CPF, PDR and
Files host and metadata files to the directory which
directory to Ingest is polling.
place files.
D.4 Reque [ INS DSS 1 L7CPF ESDT Ingest inserts the new CPF granule
st L7CPF into the Data Server.
Data @
Insert 127MB
D.5 Trigge | DSS SBSRV None None Upon successful completion of
r insertion of L7CPF, the
Event L7CPF:Insert event is triggered.

3.6.7.3 Landsat-7 IAS D ata Insertion Thread Component Interaction Tabl e

Table 3.6.7.3-1 provies the Component Intaction: L-7 IAS Data Insetion.

Table 3.6.7.3-1. Component Interaction Table: L-7

IAS Data Insertion (1 of 3)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
D.1.1 | Get SDSRV | EclnReq | EcloAdS | Distribute | Upon startup, Ingest Request Manager
URs from Mgr erver d Object | requests the SDSRV URs for each data type
10S in its database.
D.2.1 Ingest EcinPolli | Polling ftp Ingest begins polling the configured directory.
Polling ng Directory It periodically looks for files named *.PDR.
The polling periodicity is determined from a
configuration file. The mask of the file to look
for is determined from configuration by the
Notify Type of the data provider in the Ingest
database.
D.3.1 IAS Copies | IAS Polling ftp IAS ftp’s the Calibration Parameter File to the
Files Directory predetermined directory. Location, directory,
username and password are as per the L7-
Operations Agreement.
D.4.1 Polling EcinPolli | Polling ftp Ingest Polling detects files matching the
Detects ng Directory *.PDR mask.
Files
D.4.2 | Send EcinPolli | EcinReq | Distribute | Polling Ingest process copies the PDR file to
Request ng Mgr d Object | the Ingest remote directory and sends a
Create Request rpc to Request Manager.
The data source (IAS), defined on startup, is
passed to the Ingest Request Manager.
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Table 3.6.7.3-1. Component Interaction Table: L-7

IAS Data Insertion (2 of 3)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

D.4.3 | Granule EcinReq | EcInGran | Distribute | Request Manager packages the request into
Process Mgr d Object | granules and sends them to the Ingest
Request Granule Server.

D.4.4 | Create EcinGran | EcDsStS | Distribute | Ingest creates Staging Disk. The reference to
Staging Disk tagingDis | d Object | the Staging Disk server is determined from

kServer the Ingest Database. The amount of staging
disk to request is determined from the *.PDR
file.

D.4.5 | Allocate EcIinGran | EcDsStIn | Distribute | Ingest now creates the Resource manager for
Media gestFtpS | d Object | its ftp server via a Resource Manager
Resource erver Factory. Ingest knows that this request is via

ftp from a database lookup, keyed on the
data type. The correct resource manager is
determined from the Media Type handed to
the resource factory (IngestFtp, in this case).
The correct IngestFtp Server resource is
determined from configuration within the
Ingest Database.

D.4.6 Ftp Get files | EcInGran | EcDsStIn | Distribute | Ingest directs the ftp server to get the files
gestFtpS | d Object | from the host and location, as indicated in the
erver *.PDR file, placing them on the staging disk.

D.4.7 | ftp Files EcDsStIn | CSS rpc Ftp get files from location.

gestFtpS
erver

D.4.8 | Connectto EcinGran | EcDsSci | Distribute | Ingest begins a session with the SDSRV by
SDSRV enceDat | d Object | connecting. The correct SDSRYV is

aServer determined during EcinReqMgr startup, from
Advertising, based on the data type. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

D.4.9 Request EcinGran | EcDsSci | Distribute | Ingest requests the metadata configuration
Metadata enceDat | d Object | file (MCF) for the data being inserted. The
Configuratio aServer data types being inserted are derived from
n File the *.PDR file sent by IAS. Ingest performs

preprocessing (current number of files for
data type, metadata extraction, etc.).

D.4.10 | Validate EcIinGran | EcDsSci | Distribute | After building a metadata file for the CPF
Metadata enceDat | d Object | granule, Ingest asks SDSRYV to validate the

aServer metadata, based on the granule’s data type.

D.4.11 | Request EcInGran | EcDsSci | Distribute | Ingest requests that the received files for the
Data Insert enceDat | d Object | L7CPF are inserted into the Data Server. An

aServer Insert request, containing the names of the

files comprising the CPF granule, is created.
The structure of the Insert Request is hard-
coded in the granule server process. SDSRV
validates metadata and determines the
archived names of the files.
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Table 3.6.7.3-1. Component Interaction Table: L-7 IAS Data Insertion (3 of 3)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
D.4.12 | STMGT EcDsScie | EcDsStA | Distribute | SDSRV requests that the CPF is
Store nceData | rchiveSer | d Object | archived. The archive server copies the
Server ver files directly from the Ingest staging disks
that they are residing on. The correct
archive object to request is determined by
the Archive ID input during ESDT
installation.

D.4.13 | Adding a EcDsScie | Sybase/S | CtLib The validated metadata is parsed and
Granule to nceData | QS added to the inventory of the SDSRV.
Inventory Server

D.4.14 | Completion | EclnReq | EcInGran | rpc The Ingest Granule Server sends a
Callback Mgr completion callback to the Ingest Request

Manager.

D.4.15 | IAS Data EcinReq | IAS file Ingest places the completion status in a

Response Mgr Production Acknowledgment Notice
(PAN) file, which is placed in a directory
accessible to IAS.

D.5.1 | Trigger EcDsScie | EcSbSub | Distribute | Upon successful insertion of L7 CPF
Event nceData | Server d Object | granule, the L7CPF Insert event is

Server triggered. The correct subscription server
is determined from SDSRYV configuration.
The correct events to trigger are
determined from the events file, which
was populated during ESDT installation.
Provided with the event triggering is the
UR of the inserted granule.

D.5.2 Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscription | Server determining which subscriptions need to
S be activated, or fired. Each query “hit” is

an activated subscription and executes
independently.

3.6.8 Landsat-7 Search and Browse Thread

This thread shows how the ECS supports usenslsmgfor and owsing data holdings.

3.6.8.1 Landsat-7 Search and Browse Thread Interaction Diagram - Domain View
Figure 3.6.8.1-1 depicts the L-7&eh and Browsénteraction.
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Figure 3. 6.8.1-1. L-7 Search and Browse Interaction Diagram

3.6.8.2 Landsat-7 S earch and Browse Thread Interaction Table - DomainV  iew

Table 3.6.8.2-1 provig the Inteaction - Donain View: L-7 Searchand Browse.

Table 3.6.8.2-1. Interaction Tabl e - Domain View: L-7 Search and B rowse (1 of 2)

Step | Event | Interface | Interface Data Step Descript ion
Client Provider | Issues | Precond
itions
E.l Invent | Science BOSOT None None Upon notification that there are new
ory User scenes available, the Science User
Searc decides to look for additional scenes of
h interest. First, the user invokes BOSOT
and searches for scenes over another
area of interest.
E.2 Searc | BOSOT VOGWY None None BOSOT submits the Science User’s
h search criteria to the VO Gateway in ODL
format, via a specific socket.
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Table 3.6.8.2-1. Interaction Tabl e - Domain View: L-7 Search and B rowse (2 of 2)

Step | Event | Interface | Interface Data Step Descript ion
Client Provider | Issues | Precond
itions
E.3 Searc | VOGWY SDSRV None None The VO gateway translates the Search
h (DSS) criteria from ODL to a query object
(using GlParameters), and submits that
guery to the Search service. The results
of this Search are returned
synchronously, and are passed back to
BOSOT, which displays them to the
Science User.
E.4 Brows | Science BOSOT None None User decides some of these granules
e User might be of interest, so before ordering
Granu them he decides to get a browse image
le of one to verify.

E.5 Order | BOSOT VOGWY None None BOSOT submits ftp Browse Request to
the VO Gateway in ODL format via a
specific socket-level interface.

E.6 Acquir | VOGWY SDSRV None None VOGWY submits an Acquire request for

e Data the browse granule, via ftp Pull.
E.7 Delete | Operator | DSS None None The Operator is notified when expired
Expire files have to be removed from the Pull
d Files Cache. The Operator views and sorts a
file display, and deletes files based on
expiration status.
E.8 Distrib | DSS Science None None Send email notification to Science User,
ution User notifying that the browse granule is now
Notice available for ftp access.
E.9 ftp Science DSS 1 None Scientist ftps browse granule to their
Data User browse workstation.
granule
@ 1MB
E.10 | View Science EOSView | None None Science User invokes EOSView, and
Data User views the selected scene’s browse
image.

3.6.8.3 Landsat-7 S earch and Browse Thread Component Interaction T

able

Table 3.6.8.3-1 provigs the Component Intaction: L-7 Seech and Bravse.

Table 3.6.8.3-1.

Component Interaction Table: L-7  Search and Brow se (1 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.1.1 | Startup Science xims XEvent Science User invokes the BOSOT GUI
BOSOT User Application. The Science User has already

been logged on the Science Desktop and
begins BOSOT by double clicking on an icon.
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Table 3.6.8.3-1. Component Interaction Table: L-7  Search and Brow se (2 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.1.2 | Select Science xims GUI The Science User provides search
Inventory User constraints and the products desired. When
Search, guery constraints are completed, the query is
Provide submitted.
Query
constraints,
Submit
Query
E.2.1 | VO Gateway | xims EcDmV0O | ODL, BOSOT submits a search to the VO Gateway,
Inventory ToEcsGa | over by converting the search criteria into an ODL
Search teway sockets structure and passing that structure to a
socket provided by the Gateway. The
correct socket is determined from
configuration information in the Valids file.
E.3.1 | Establish EcDmVO | EcMsAc Distribut | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | ed ECS Authenticator from ODL message,
teway Srvr Object which includes an encrypted User ID and
Password. The User Registration Server is
replicated across DAACS, so the connection
is made to the local User Registration
Server.
E.3.2 | Translate EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Query ToEcsGa | tServer (RWDBT | into ECS names for query submittal using the
teway ool) DDICT database. Interface currently is
directly to Data Dictionary database.
Database name is retrieved from
configuration file.
E.3.3 | Connectto EcDmVO | EcDsScie | Distribut | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | ed The correct SDSRYV is determined by
teway Server Object configuration file.
E.3.4 | SDSRV EcDmVO | EcDsScie | Distribut | The Gateway translates the query into a
Query ToEcsGa | nceData | ed DsClQuery object. This object is handed to
teway Server Object the Search interface of the DsCl ESDT
ReferenceCollector. This Search method is
synchronous, so the results of the search are
returned to the calling function. After the
search the Gateway receives a list of URs.
Then it does an “Inspect” to the SDSRV to
get the metadata.
E.3.5 | Request EcDsScie | Sybase/S | CtLib The SDSRV breaks down the Query object
Metadata nceData | QS and translates it into a sequence of calls to
Server the inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database.
These results are packaged and returned to
the Query client.
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Table 3.6.8.3-1. Component Interaction Table: L-7 Search and Brow se (3 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.3.6 | Result xims EcDmV0O | ODL, When the Gateway gets the results, they are
Retrieval ToEcsGa | over translated into ODL, and passed back to the
teway Sockets | BOSOT tool. The correct socket for sending

results to BOSOT is the one used to submit
the query. BOSOT then displays the results
of the query to the user.

E.4.1 | BOSOT ftp Science xims GUI Science User decides to browse a specified

Browse User granule. They click the Browse field, then
“Go To Browse”.

E.5.1 | VOftp xims EcDmV0O | ODL, BOSOT submits an ftp Pull Request for the

Browse ToEcsGa | over browse to the VO Gateway. The correct
teway sockets socket is determined from Valids file.

E.5.2 | Establish EcDmVO | EcMsAc Distribut | VO Gateway retrieves the User Profile using

ECS User ToEcsGa | RegUser | ed ECS Authenticator from ODL message,
teway Srvr Object which includes an encrypted User ID and

Password. The User Registration Server is
replicated across DAACS, so the connection
is made to the local User Registration

Server.
E.5.3 | Connectto EcDmVO | EcDsScie | Distribut | The VOGateway begins a session with the
SDSRV ToEcsGa | nceData | ed SDSRYV, on behalf of the science user. The
teway Server Object correct SDSRV is determined by the UR of

the granule whose browse is being
requested. This is pertinent if there are multi-
SDSRVs in use at one DAAC in one mode.

E.5.4 | Add PGE EcDmVO [ EcDsScie | Distribut | The VO Gateway establishes the data

granule’s ToEcsGa | nceData | ed context of the session with the SDSRV by

UR to teway Server Object adding granules to the session. The Granule

Session UR of the granule to be browsed is added to
the ESDT ReferenceCollector.

E.5.5 | Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.

E.5.6 | Inspect EcDmVO | EcDsScie | Distribut | The VO Gateway determines the UR of the
Granule ToEcsGa | nceData | ed Browse granule to acquire by inspecting the
Value teway Server Object “browsed” metadata attribute of the granule
Parameters to be browsed.
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Table 3.6.8.3-1. Component Interaction Table: L-7  Search and Brow se (4 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.5.7 | Add PGE EcDmVO | EcDsScie | Distribut | The VO Gateway adds the Browse granule to

granule’s ToEcsGa | nceData | ed the data context of the session with the
UR to teway Server Object SDSRYV by adding its UR to the session.
Session

E.5.8 | Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes adding the browse
Granule nceData | QS granule to the session by retrieving the
Metadata Server metadata for the requested granules from the
from Sybase/SQS database. The metadata for
Inventory each granule is passed back to the reference

objects for each granule.

E.6.1 | Acquire EcDmVO | EcDsScie | Distribut | The VO Gateway submits an Acquire request

Data ToEcsGa | nceData | ed for the granule. The Acquire request is for
teway Server Object an ftp Pull of the browse granule in the ESDT

ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request only contains the
status of the request’s submittal. This
request asks for a distribution notice to be
emailed. The e-mail address is obtained
from the User Profile. The Acquire request
structure is hard coded using the constants
in the DDIST provided header file.

E.6.2 | Create EcDsScie | EcDsStSt | Distribut | SDSRV requests STMGT to create a Staging
Staging Disk | nceData | agingDis | ed Disk for the browse granule’s metadata file,
Server kServer Object which allocates space and passes back a

reference to that disk space. The reference
to the Staging Disk is determined from the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of
the metadata file.

E.6.3 | Create EcDsScie | EcDsScie | Distribut | For the browse granule referenced in the
Metadata nceData | nceData | ed Acquire request, the SDSRYV creates a file
file Server Server Object containing the granule’s metadata before

passing to Distribution and placing the file in
the staging disk.

E.6.4 | Distribute EcDsScie | EcDsDist | Distribut | SDSRYV submits a request to Data

Granules, nceData | ributionS | ed Distribution. The request includes, for the
Synchronou | Server erver Object granule, a reference to the metadata file as
s well as the data file. Other parameters from

the Acquire request are passed to DDIST.
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Table 3.6.8.3-1. Component Interaction Table: L-7  Search and Brow se (5 of 6)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.6.5 | Create EcDsDist | EcDsStSt | Distribut | DDIST creates Staging Disk for the granule
Staging Disk | ributionS | agingDis | ed files in the archive. This allocates space and
erver kServer Object passes back a reference to that disk space.

The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.

E.6.6 | STMGT EcDsDist | EcDsStAr | Distribut | DDIST requests that STMGT retrieve the
Retrieve ributionS | chiveSer | ed browse granule file that is archived. This
erver ver Object results in the file being staged to read-only

cache disks. This means that all files
needed to fulfill the distribution request are
on disk, and ready to be copied. The correct
archive object to request is determined from
the information provided by the SDSRV in
the distribution request. This returns
references to the files in the read-only cache.

E.6.7 | Link files to EcDsDist | EcDsStSt | Distribut | DDIST links the browse file from the read-

Staging Disk | ributionS | agingDis | ed only cache into the staging disk.
erver kServer Object
E.6.8 | Copy filesto | EcDsDist | EcDsStSt | Distribut | DDIST copies the browse metadata file from
Staging Disk | ributionS | agingDis | ed the SDSRV'’s Staging Disk into the staging
erver kServer Object disk.
E.6.9 | DDIST Pull EcDsDist | EcDsStFt | Distribut | DDIST now creates the Resource manager
No Tar ributionS | pDisServ | ed for ftp Pull via a STMGT Resource Manager
erver er Object Factory. The correct resource manager is

determined from the Media Type handed to
the resource factory (ftp Pull, in this case).
The correct ftp Server is determined from
configuration within the resource factory.
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Table 3.6.8.3-1. Component Interaction Table: L-7  Search and Brow se (6 of 6)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

E7.1

Operator
Notification
of Expired
files

Operator

EcDsStm
gtGui

GUI

Message is sent to the operator when
expired files have to be removed from the
Pull Cache. The notification can either be a
warning, the cache is getting full or an
indication of imminent failure. Notification
comes to the message screen that is part of
the STMGT GUI. There is a configuration
parameter, which will allow the software to
automatically delete expired files.

E.7.2

View
Expired
Files

Operator

EcDsStm
gtGui

GUI

Operator selects to view the Pull Monitor
Server at the Cache Stats tab. The display
will contain all of the files currently in the pull
cache. The operator can sort the display
based on expiration status so that all of the
expired files are in the same place on the
screen. The operator can then select the
files to be deleted and hits the mark delete
button. When the operator has marked all of
the files for deletion that he/she wants to
delete at that time, the operator hits the
purge button. This will cause the files to be
deleted from the cache and entries will be
removed from the database tables CacheFile
and FileLocation. Any remaining links will
also be cleaned up.

E.8.1

Build
Distribution
Notice

EcDsDist
ributionS
erver

EcDsDist
ributionS
erver

Internal

DDIST builds a distribution notice indicating
that the browse data is now available. The
notice includes the UR of the browse
granule, name of the browse file, the host
and directory names where it is available and
how long it is available.

E.8.2

Send E-mail

EcDsDist
ributionS
erver

Science
User

e-mail

The distribution notice is emailed to the
Science User.

E.9.1

User Ftp's
Data

Scientist’
s ftp
utility

ftp_pope
n

ftp

The scientist uses ftp to get the browse file.

E.10.

Invoke
EOSView

Science
User

EOSView

XEvent

Science User begins the EOSView
application. While logged on to the Science
Desktop, the user double clicks the EOSView
icon.

E.10.

Display
Browse File

Science
User

EOSView

GUI

The Science User specifies which file to
display and sets visualization parameters.
The browse file is now displayed for the user.
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3.6.9 Landsat-7 Ordering W RS Scenes Thread
This thread shows how the ECS supports userefdr WRS scenes.

3.6.9.1 Landsat-7 Ordering WRS Scenes Thread Interaction Diagram - Domain
View

Figure 3.6.9.1-1 depicts the LOrdaing WRS Scenes Intaction.
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Figure 3. 6.9.1-1. L-7 Ordering WRS Scenes Interaction D iagram

3.6.9.2 Landsat -7 Ordering W RS Scenes Thread Interaction T able - Domain View
Table 3.6.9.2-1 provigs the Inteaction - Donain View: Landsat L-7 Ordering WRS Scenes.
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Table 3.6.9.2-1. Interaction Tabl e - Domain View: L-7 Ordering W RS Scenes
(10f2)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Precondi
tions

Description

F.1

Order
Data

Science
User

BOSOT

None

None

Scientist decides to order a number of
L7 WRS scenes. Using BOSOT,
scientist selects the scenes of interest
and selects order via 8mm tape.

F.2

Order

BOSOT

VOGWY/
DORRAN

None

None

BOSOT submits the Science User’s
order to the VO Gateway in ODL format,
via a specific socket. The VOGWY
sends the request to the LIMGR. The
LIMGR gets the advertisement for the
acquire. The LIMGR sends the acquire
to the VOGWY. The VOGWY sends the
acquire to the DORRAN system. The
Operator validates the order and
DORRAN sends back all the remaining
granules to the VOGWY over a specific
socket. The DORRAN System
performs a Billing & Accounting
verification.

F.3

Acquir

VOGWY/
DORRAN

SDSRV
(DSS)

1
L7WRS
granules
@ 812
MB

None

The VO gateway translates the order
into an Acquire request. The request is
for a set of WRS scenes, via 8mm tape.
To fulfill the acquire of WRS scenes,
which are virtual granules, the Data
Server derives the scenes from their
parent subinterval, using internally
available subsetting services.

F.4

Creat

Tape

DSS

Tape
Device

None

None

Data Server copies the WRS Scenes
granule’s files to 8mm tape and marks
the order as “Ready to Ship”.

F.5

Ship
Tape
to

User

DAAC
Ingest
Distributi
on
Technicia
n

Science
User

None

None

DAAC Ingest/Distribution Technician
collects the tape and the packing list,
and generates a media shipping label.
They label tape, enclose tape and
packing list in shipping container and
label shipping container. DAAC uses
commercial shipping vendor for delivery
to Science User.

F.6

Updat
e
Order

DAAC
Ops
(Distributi
on Tech.)

DSS
(DDIST
GUI)

None

None

Data Technician marks order as
“Shipped” in the DDIST GUI.

F.7

Distrib
ution
Notice

DSS

Science
User

None

None

Send email notification to Science User,
notifying that the ordered WRS scenes
have been shipped to their shipping
address.
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Table 3.6.9.2-1. Interaction Tabl e - Domain View: L-7 Ordering W RS Scenes
(20f2)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Precondi
tions

Description

F.8

Order
Data

Science
User

BOSOT

None

None

Scientist decides to order a particular
scene of high interest, via ftp Pull.

F.9

Order

BOSOT

VOGWY/
DORRAN

None

None

BOSOT submits the Science User’s
order to the VO Gateway in ODL format,
via a specific socket. The VOGWY
sends the request to the LIMGR. The
LIMGR gets the advertisement for the
acquire. The LIMGR sends the acquire
to the VOGWY. The VOGWY sends the
acquire to the DORRAN system. The
Operator validates the order and
DORRAN sends back all the remaining
granules to the VOGWY over a specific
socket. The DORRAN System performs
a Billing & Accounting verification.

F.10

Acquir

VOGWY/
DORRAN

DSS

1 WRS
scene
@812M
B
(nominal

ly)

None

The VO gateway translates the order
into an Acquire request. The request is
for a set of WRS scenes, via ftp Pull.
To fulfill the acquire of WRS scenes,
which are virtual granules, the Data
Server derives the scenes from their
parent subinterval, using internally
available subsetting services.

F.11

Distrib
ution
Notice

DSS

Science
User

None

None

Send email notification to Science User,
notifying them that the requested scene
is now available for ftp access.

F.12

Delete
Expire
d Files

Operator

DSS

None

None

The Operator is notified when expired
files have to be removed from the Pull
Cache. The Operator views and sorts a
file display, and deletes files based on
expiration status.

3.6.9.3 Landsat-7 Ordering WRS Scenes Thread Component Inter

action Tabl e

Table 3.6.9.3-1 provigs the Component Intaction: L-7 Ordring WRS Scenes.
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Table 3.6.9.3-1. Component Interaction Table: L-7  Ordering WRS S cenes (1 of 11)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.1.1 Select data | Science xims GUI The Science User selects a set of WRS
to be User scenes to order for delivery via 8mm tape.
ordered via When the order is complete it is submitted to
8mm tape the VO Gateway.

F.2.1 VO xims EcDmV0O | ODL, BOSOT submits an order to the VO Gateway,
Gateway ToEcsGa | over by converting the order into an ODL
Order teway sockets structure and passing that structure to a

socket provided by the Gateway. The
correct socket is determined from
configuration information in the Valids file.

F.2.2 Establish EcDmVO | EcMsAc Distribute | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | d Object [ ECS Authenticator from ODL message,

teway Srvr which is an encrypted User ID and
Password. The User Registration Server is
replicated across DAACS, so the connection
is made to the local User Registration
Server.

F.2.3 Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for request submittal using
Mapping teway ool) the DDICT database. Interface is directly to

Data Dictionary database. Database name
is retrieved from configuration file.

F.2.4 Request L7 | EcDmVO | EcDmLim | Distribute | VOGWY sends the request to the LIMGR
Product ToEcsGa | Server d Object | because the order is for L7T0R WRS data

teway and there is no order ID in the message.

F.2.5 Search EcDmLim | EcloAdS | Distribute | The LIMGR sends a request to the ADSRV
Advertisem | Server erver d Object | to obtain the subscription event
ents advertisement for the acquire of data

granules.

F.2.6 Request L7 | EcDmLim | EcDmEc | Distribute | The LIMGR sends the acquire to the
Product Server sToVOGa | d Object | VOGWY based on the data being L70R

teway WRS and the advertisement has a check
order parameter in the signature.

F.2.7 Acquire to EcDmVO | DORRAN | Distribute | The VOGWY sends the acquire to the
DORRAN ToEcsGa d Object | DORRAN system.

teway

F.2.8 B&A EcDmVO | DORRAN | Distribute | DORRAN validates the request by checking
Verification | ToEcsGa d Object | the account level of the requester and the

teway required funding level of the request.

F.2.9 DORRAN DORRAN | EcDmEc | Distribute | The Operator validates the order and
Return sToVOGa | d Object | DORRAN sends back all the remaining

teway granules to the VOGWY over a specific
socket.

F.2.10 | Create EcDmVO | EcMsAc | Distribute | Create an order to be tracked within ECS.
Tracked ToEcsGa | OrderSrv | d Object | Initial status set to “Pending”.

Order teway r
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Table 3.6.9.3-1. Component Interaction Table: L-7  Ordering WRS S cenes (2 of 11)

F.2.11 | Store EcMsAc Sybase CtLib Save the tracked order to the order
Tracked OrderSrv database.

Order r

F.2.12 | Create EcDmVO | EcMsAc Distribute | Create the Tracked Request within the
Tracked ToEcsGa | OrderSrv | d Object | Order. Initial status set to “Pending”.
Request teway r

F.2.13 | Store EcMsAc Sybase CtLib Save the tracked request to the order
Tracked OrderSrv database.

Request r
F.2.14 | Connectto | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object [ The correct SDSRV is determined by the UR
teway Server of a granule that is being ordered. This is
pertinent if there are multi-SDSRVSs in use at
one DAAC in one mode.

F.2.15 | Add EcDmVO | EcDsScie | Distribute | The VO Gateway establishes the data
granulesto | ToEcsGa | nceData | d Object | context of the session with the SDSRV by
Session teway Server adding granules to the session. The Granule

UR of the WRS Scene granules to be
ordered are added to the ESDT
ReferenceCollector.

F.2.16 | Retrieve EcDsScie | Sybase/S | CtLib SDSRYV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.

F.3.1 Acquire EcDmVO | EcDsScie | Distribute | VOGateway submits the order for WRS
Data ToEcsGa | nceData | d Object [ Scene granules by submitting an Acquire

teway Server request for the granules. The Acquire
request is for an 8mm tape of all granules in
the ESDT ReferenceCollector. This request
is asynchronous, meaning that the return of
the submit call of the request only contains
the status of the request’s submittal. The
request asks for an email notification to be
emailed to the user.

F.3.2 Create EcDsScie | EcDsStSt | Distribute | SDSRV requests STMGT to create a
Staging nceData | agingDis | d Object | Staging Disk for working space, scene files
Disk Server kServer and metadata files, which allocates space

and passes back a reference to that disk
space. The reference to the Staging Disk is
determined from the SDSRV configuration.
The amount of staging disk to request is
determined by the size of the metadata file.
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Table 3.6.9.3-1. Component Interaction Table: L-7  Ordering WRS S cenes (3 of 11)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.3.3 STMGT EcDsScie | EcDsStAr | Distribute | SDSRV requests that STMGT retrieve the
Retrieve nceData | chiveSer | d Object | subinterval granule files that are to be
Server ver subset. For a WRS Scene, these files
include Band files, MSCD, Calibration File,
MTA, PCD, and CPF files. This results in the
files being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.

F.3.4 L7 Scene EcDsScie | EcDsHdf | Distribute | Since L7 WRS Scenes are virtual granules
creation nceData | EOSServ | d Object | (i.e.the granules are represented in the

Server er inventory with their metadata, but the files
which contain the data don'’t actually exist),
the scene files must be extracted from the
scene’s parent subinterval. The scenes files
are created using internal subinterval
subsetting methods. The subset files
include Band files, MSCD, Calibration File,
MTA and PCD files. Metadata files for each
WRS Scene granule are created. Also the
SDSRYV searches the database for a
comparable L7CPF file before performing
reformatting. It keys the complete MTP file
and creates a Format 1 / Format 2 file. Then
the subsetted data is reformatted before
passing the request to DDIST.

F.3.5 Distribute EcDsScie | EcDsDist | Distribute | SDSRV submits a request to Data
Granules, nceData | ributionS | d Object | Distribution. The request includes, for each
Synchrono | Server erver WRS Scene, a reference to the subset and
us metadata files. Other parameters from the

Acquire request are passed to DDIST.

F.3.6 Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | “Active”.

Request erver r
Status

F.3.7 Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r
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Table 3.6.9.3-1. Component Interaction Table: L-7  Ordering WRS S cenes (4 of 11)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.3.8 Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.

The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file. DDIST copies
the reformatted data to the new staging disk.
(Note: A packing list is generated in the next
series of steps).

F.3.9 Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | “Staging”.

Request erver r
Status

F.3.10 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

F.3.11 | Copy files EcDsDist | EcDsStSt | Distribute | DDIST copies the subset and metadata files
to Staging ributionS | agingDis | d Object | from the SDSRV'’s Staging Disk into the
Disk erver kServer staging disk.

F.4.1 Allocate EcDsDist | EcDsSt8 | Distribute | DDIST now creates the Resource manager
Media ributionS | MMTape | d Object | for 8mm via a STMGT Resource Manager
Resource erver Server Factory. The correct resource manager is

determined from the Media Type handed to
the resource factory (8mm, in this case).
The correct 8mm resource is determined
from configuration within the resource
factory.

F.4.2 Update EcDsDist | ECMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object [ “Transferring”.

Request erver r
Status
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Table 3.6.9.3-1. Component Interaction Table: L-7  Ordering WRS S cenes (5 of 11)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.4.3 Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.4.4 Write files EcDsDist | EcDsSt8 | Distribute | DDIST requests that the tapes held in
to 8mm ributionS | MMTape | d Object | staging disk be copied to the 8mmtape.
tape erver Server Upon completion of the files being copied,
the state of the distribution request is
marked as “Ready for Shipment”, which is
displayed on the operator GUI. A packing
list is generated.
F.4.5 Update EcDsDist | EcCMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | “Waiting for Shipment”.
Request erver r
Status
F.4.6 Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.
Status r
F.5.1 Determine | DAAC EcDsDdi | GUI Operator notes that the request is ready for
request is Ops - stGui shipping and that it includes the 8mm tape
ready for Distributi just produced. The 8mm tape slot and
shipping on stacker id are included in the logs, so that
Technicia the operator knows which tapes to ship.
n
F.5.2 Ship Tapes | DAAC DAAC Internal Labels for all media, as well as a shipping
Ops - Ops - label for the package are created manually.
Data Data Using commercial shipping vendors
Technicia | Technicia (determined by DAAC policy), the DAAC
n n Data Technician labels the tape, packages
the tape(s) and packing list, labels the
package and ships to address provided with
the request.
F.6.1 Mark as DAAC EcDsDdi | GUI Using the DSS GUI, the Data Technician
Shipped Ops - stGui marks the request as “Shipped”.
Data
Technicia
n
F.6.2 Update EcDsDdi | EcDsDist | Distribute | DDIST updates the state of the request to
Distribution | stGui ributionS | d Object | “Shipped”.
Request erver
F.6.3 Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | “Shipped”.
Request erver r
Status
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Table 3.6.9.3-1. Component Interaction Table: L-7  Ordering WRS S cenes (6 of 11)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.6.4 Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

F.7.1 Build EcDsDist | EcDsDist | Internal The DDIST builds an email notification that
Distribution | ributionS | ributionS the user’s order has been fulfilled. This
Notice erver erver notification includes the type and format, as

well as UR, type and file names and sizes
for each granule.

F.7.2 Send E- EcDsDist | Science email Message is emailed to the Science User’s
mail ributionS | User email address, as determined from the User

erver Profile.

F.8.1 Select data | Science xims GUI The Science User selects a specific WRS
to be User scene to order for delivery via ftp Pull while
ordered via the tape order is being processed. When
ftp Pull the order is complete it is submitted to the

VO Gateway.

F.o.1 VO xims EcDmV0O | ODL, BOSOT submits an order to the VO Gateway,
Gateway ToEcsGa | over by converting the order into an ODL
Order teway sockets structure and passing that structure to a

socket provided by the Gateway. The correct
socket is determined from configuration
information in the Valids file.

F.9.2 Establish EcDmVO | EcMsAc Distribute | VO Gateway retrieves the User Profile using
ECS User ToEcsGa | RegUser | d Object | ECS Authenticator from ODL message,

teway Srvr which includes an encrypted User ID and
Password. The User Registration Server is
replicated across DAACS, so the connection
is made to the local User Registration
Server.

F.9.3 Request EcDmVO | EcDmDic | CiLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for request submittal using
Mapping teway ool) the DDICT database. Interface is directly to

Data Dictionary database. Database name
is retrieved from configuration file.

F.9.4 Request L7 | EcDmVO | EcDmLim | Distribute | VOGWY sends the request to the LIMGR
Product ToEcsGa | Server d Object | because the order is for L70R WRS data

teway and there is no order ID in the message.

F.9.5 Search EcDmLim | EcloAdS | Distribute | The LIMGR sends a request to the ADSRV
Advertisem | Server erver d Object | to obtain the subscription event
ents advertisement for the acquire of data

granules.
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Table 3.6.9.3-1. Component Interaction Table: L-7  Ordering WRS S cenes (7 of 11)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

F.9.6 Request L7 | EcDmLim | EcDmEc | Distribute | The LIMGR sends the acquire to the

Product Server sToV0Ga | d Object | VOGWY based on the data being L70R
teway WRS and the advertisement has a check
order parameter in the signature.

F.9.7 Acquire to EcDmVO | DORRAN | Distribute | The VOGWY sends the acquire to the
DORRAN ToEcsGa d Object DORRAN system.

teway

F.9.8 B&A EcDmVO | DORRAN | Distribute | DORRAN validates the request by checking
Verification | ToEcsGa | Comp. d Object | the account level of the requester and the

teway required funding level of the request.

F.9.9 DORRAN DORRAN | EcDmEc | Distribute | The Operator validates the order and
Return sToVOGa | d Object | DORRAN sends back all the remaining

teway granules to the VOGWY over a specific
socket.

F.9.10 | Create EcDmVO | EcMsAc Distribute | Create an order to be tracked within ECS.
Tracked ToEcsGa | OrderSrv | d Object | Initial status set to “Pending”.

Order teway r

F.9.11 | Store EcMsAc Sybase CtLib Create a tracked order in the database.
Tracked OrderSrv
Order r

F.9.12 | Create EcDmVO | EcMsAc Distribute | Create the Tracked Request within the
Tracked ToEcsGa | OrderSrv | d Object [ Order. Initial status set to “Pending”.
Request teway r

F.9.13 | Store EcMsAc Sybase CtLib Create a tracked request in the order
Tracked OrderSrv database.

Request r
F.9.14 [ Connectto | EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | nceData | d Object [ The correct SDSRV is determined by the UR
teway Server of a granule that is being ordered. This is
pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

F.9.15 | Add EcDmVO | EcDsScie | Distribute | The VO Gateway establishes the data
granulesto | ToEcsGa | nceData | d Object | context of the session with the SDSRV by
Session teway Server adding granules to the session. The Granule

UR of the WRS Scene granules to be
ordered are added to the ESDT
ReferenceCollector.

F.9.16 | Retrieve EcDsScie | Sybase/S | CtLib SDSRV completes establishing the data
Granule nceData | QS context by retrieving the metadata for the
Metadata Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for

each granule.
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Table 3.6.9.3-1. Component Interaction Table: L-7 Ordering WRS S cenes (8 of 11)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

F.10.1

Acquire
Data

EcDmVO
ToEcsGa
teway

EcDsScie
nceData
Server

Distribute
d Object

VOGateway submits the order for WRS
Scene granules by submitting an Acquire
request for the granules. The Acquire
request is for an ftp Pull of a specified
granule in the ESDT ReferenceCollector.
This request is asynchronous, meaning that
the return of the submit call of the request
only contains the status of the request’'s
submittal.

F.10.2

Create
Staging
Disk

EcDsScie
nceData
Server

EcDsStSt
agingDis
kServer

Distribute
d Object

SDSRYV creates Staging Disk for working
space, scene files and metadata files, which
allocates space and passes back a
reference to that disk space. The reference
to the Staging Disk is determined from the
SDSRYV configuration. The amount of
staging disk to request is determined on a
band-by-band basis. The SDSRV requests
twice the size of the first band, from
metadata in the database, and requests
more as needed in order to subset the
subsequent files. Each request is for twice
the size of the file to be subsetted.

F.10.3

STMGT
Retrieve

EcDsScie
nceData
Server

EcDsStAr
chiveSer
ver

Distribute
d Object

SDSRYV requests that STMGT retrieve the
subinterval granule files that are to be
subsetted. For a WRS Scene, these files
include band files, calibration files, MTA,
MSCD and PCD files. This results in the
files being staged to the working staging disk
area. The correct archive object to request is
determined from the information provided by
the SDSRYV in the distribution request.
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Table 3.6.9.3-1. Component Interaction Table: L-7  Ordering WRS S cenes (9 of 11)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.10.4 [ L7 Scene EcDsScie | EcDsHdf | Distribute | Since L7 WRS Scenes are virtual granules
creation nceData | EOSServ | d Object | (i.e. the granules are represented in the

Server er inventory with their metadata, but the files
which contain the data don'’t actually exist),
the scene files must be extracted from the
scene’s parent subinterval. The scenes files
are created using internal subinterval
subsetting methods. The subsetted files
include band files, calibration files, MTA,
MSCD, PCD, and CPF files. A metadata file
for the WRS Scene is created. . Also the
SDSRYV searches the database for a
comparable L7CPF file before performing
reformatting. It keys the complete MTP file
and creates a Format 1 / Format 2 file. Then
the subsetted data is reformatted before
passing it to DDIST.

F.10.5 [ Distribute EcDsScie | EcDsDist | Distribute | SDSRV submits a request to Data
Granules, nceData | ributionS | d Object | Distribution. The request includes, for the
Synchrono | Server erver granule, a reference to the metadata file.
us Other parameters from the Acquire request

are passed to DDIST.

F.10.6 | Update EcDsDist | EcCMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | “Active”.

Request erver r
Status

F.10.7 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
Tracked OrderSrv new status.

Status r

F.10.8 | Create EcDsScie | EcDsStSt | Distribute | SDSRYV creates Staging Disk for the granule
Staging nceData | agingDis | d Object | files in the archive. This allocates space and
Disk Server kServer passes back a reference to that disk space.

The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the subsetted/reformatted data.
DDIST copies the reformatted data to the
new staging disk.

F.10.9 | Update EcDsDist | EcCMsAc Distribute | Update the status of the tracked request to
Tracked ributionS | OrderSrv | d Object | “Staging”.

Request erver r
Status

3-135

313-CD-006-007



Table 3.6.9.3-1. Component Interaction Table: L-7 Ordering WRS S cenes

(10 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.10.1 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
0 Tracked OrderSrv new status.
Status r
F.10.1 | Copy files EcDsDist | EcDsStSt | Distribute | DDIST copies the subsetted and metadata
1 to Staging ributionS | agingDis | d Object | files from the SDSRV'’s Staging Disk into the
Disk erver kServer staging disk.
F.10.1 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
2 Tracked ributionS | OrderSrv | d Object | “Transferring”.
Request erver r
Status
F.10.1 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
3 Tracked OrderSrv new status.
Status r
F.10.1 | DDIST Pull | EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager
4 No Tar ributionS | pDisServ | d Object | for ftp Pull via a Resource Manager Factory.
erver er The correct resource manager is determined
from the Media Type handed to the resource
factory (ftp Pull, in this case). The correct ftp
Server is determined from configuration
within the resource factory.
F.10.1 | Update EcDsDist | EcMsAc Distribute | Update the status of the tracked request to
5 Tracked ributionS | OrderSrv | d Object | “Shipped”
Request erver r
Status
F.10.1 | Update EcMsAc Sybase CtLib Update the Order Tracking Database with
6 Tracked OrderSrv new status.
Status r
F.11.1 | Build EcDsDist | EcDsDist | Internal DDIST builds a distribution notice indicating
Distribution | ributionS | ributionS that the WRS Scene data is now available.
Notice erver erver The notice includes the UR of the Scene

granule, name of the Scene’s files, size of
files, the host and directory names where it
is available and how long it is available.

3-136

313-CD-006-007



Table 3.6.9.3-1. Component Interaction Table: L-7 Ordering WRS S cenes

(11 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.11.2 | Send E- EcDsDist | Science E-mail The distribution notice is emailed to the
malil ributionS | User Science User. The e-mail address is
erver obtained from the User Profile.
F.12.1 | Operator Operator | EcDsStm | GUI Message is sent to the operator when
Notification gtGui expired files have to be removed from the
of Expired Pull Cache. The notification can either be a
files warning, the cache is getting full or an
indication of imminent failure. Notification
comes to the message screen that is part of
the STMGT GUI. There is a configuration
parameter, which will allow the software to
automatically delete expired files.
F.12.2 | View Operator | EcDsStm | GUI Operator selects to view the Pull Monitor
Expired gtGui Server at the Cache Stats tab. The display
Files will contain all of the files currently in the pull

cache. The operator can sort the display
based on expiration status so that all of the
expired files are in the same place on the
screen. The operator can then select the
files to be deleted and hits the mark delete
button. When the operator has marked all
of the files for deletion that he/she wants to
delete at that time, the operator hits the
purge button. This will cause the files to be
deleted from the cache and entries will be
removed from the database tables
CacheFile and FileLocation. Any remaining
links will also be cleaned up.
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3.6.10 Landsat -7 MOC Interface Thre ad

This thread shows how thendsat-7Mission OpemtionsCenter(MOC) interfaceswith the ECS
for Cloud Cover Assessment (CCApa. WRS path and @ number, sceneenter scarnime
and scea cloud coer assessment infmation is extrated from the SDSR\nventory datbase
via scriptsandtranserred via ftp to the MOC. This data is grt of the Level OR metadat files
ddivered to ECS Ingst by LPS with subintgal data— simila to theLPS Dda Insertion Threal
shown above.

3.6.10.1 Landsat -7 MOC Interface Thre ad Interaction Diagram - Domain View

Figure 3.6.10.1-1 depicts the L-7OC Interface Inteaction - Domain Véew.

DAAC
OPS
G.1 GetSDSRV URs

INS I0S
G.6 E-malil Status

G.2 Inset Data
G.5 ftp WRS Scene Metdata

j
G.4 Request SDSR/

Metadata D/B §

G.3 Run Scripts

=3 Distributed Object (rpc, CtLib) \/

) HMI (GUI, Xterm,command)

—> ftp

% emal (or other as noted)
Double line - Synchronous

- - emal (or other as noted)
Dashed - Asynchronous

Figure 3. 6.10.1-1. L-7 MOC Interface Interaction D iagram

3.6.10.2 Landsat -7 MOC Interface Thre ad Interaction Tabl e - Domain View
Table 3.6.10.2-1 proves the Inteaction - Donain View: L-7 MOC Interface.
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Table 3.6.10.2-1. Interaction T able - Domain View: L-7 MOC Interface

Step | Event | Interface | Interface Data Step Descript ion
Client Provider | Issues Preconditions
G.1 Get INS 10S None WRS scene Upon startup, Ingest gets the
SDSR Metadata has SDSRV URs for each data type in
V URs been transferred | its database.
from LPS to be
accessed by
Ingest.
G.2 Insert | INS DSS For 3 L70RF1, When complete L70RF1 and
Data scenes: | L70RF2, L70RF2 data is transferred to
(subin 13 L70RWRS1, Ingest staging disks, Ingest
terval) L70RF1 | L70RWRS2, validates information
files @ ESDTs and (preprocessing) and sends a
732MB, | Browse Data. request for the data to be read by
or7 (Note: DSS for archival. DSS reads the
L70RF2 X data from the designated staging
L7ROWRS1, .
@ L70RWRS2 disk area. L70RF1 and L70RF2
387MB, and Browse, are combined to form L70R data
from Data are and L7T0RWRS1 and L70RWRS2
Landsat : are combined to form L70RWRS
-7 Team derived from data. Note the number of files
the L70RF1
and L70RE2 depends on the nu_mber of
ESDTs) scenes. .L70RF1 files =10 +1
’ browse file per scene. L70RF2
files = 7 to 9 depending whether
Band 8 is processed with 1, 2, or
3 files.
G.3 Run DSS DSS None None Scripts are supplied by
Script Development and are delivered
S with the software. The scripts can
be run on a one-time basis, or set
up to run on a set time interval.
The scripts run the transfer of
data from this step forward.
G4 Reque | DSS SDSRV None None The scripts request metadata
st D/B from the SDSRV database. This
Metad metadata is the WRS path
ata number, the WRS row number,
scene center scan time and CCA.
G5 ftp DSS MOC Nominal | None The scene Metadata are
WRS 1 MB of transferred via ftp to the MOC.
Scene Metadat Nominally, this is done on a daily
Metad a per basis.
ata day
G.6 E-mail | DSS DAAC None None The L7 MOC CCA responsible
Status Ops engineer (DAAC Operator) is

notified of job status and number
of scenes ftp’ed to the MOC.
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3.6.10.3

Landsat-7 MOC Data Component Inter action Tabl e

Table 3.6.10.3-1 proves the Component Intaction: L-7 MOC Inteface.

Table 3.6.10.3-1. Component Inter action Tabl e: L-7 MOC Interface (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
G.1.1 | Get EcinReq | EcloAdSe | Distribute | Upon startup, Ingest Request Manager
SDSRV Mgr rver d Object requests the SDSRV URs for each data
URs from type in its database.
I0S
G.2.1 | Connectto | EcIinGran | EcDsScie | Distribute | Ingest begins a session with the SDSRV
SDSRV nceDataS | d Object by connecting. The correct SDSRYV is
erver determined during EcinReqMgr startup,
from Advertising, based on the data type.

G.2.2 | Get EcinGran | EcDsScie | Distribute | Ingest requests the metadata configuration

Metadata nceDataS | d Object file (mcf) for the data being inserted. The

Configurati erver data types being inserted are derived from

on File the DAN messages sent by LPS. Ingest
performs preprocessing (correct number of
files for data type, etc.).

G.2.3 | Validate EcinGran | EcDsScie | Distribute | After building the granule’s metadata file,

Metadata nceDataS | d Object Ingest asks SDSRYV to validate the
erver metadata, based on the granule’s data
type.

G.2.4 | Insert Data | EcInGran | EcDsScie | Distribute | Ingest requests that the files received from
nceDataS | d Object LPS to be sent to the MOC are inserted
erver into the Data Server. An Insert request,

containing the names of the files
comprising the subinterval, is created. The
structure of the Insert Request is hard-
coded in the granule server. SDSRV
validates metadata and determines the
archived names of the files. (Note this
validation is on a different level than the
Ingest validation.)
G.2.5 | STMGT EcDsSci | EcDsStAr | Distribute | SDSRV requests that the files are
Store enceData | chiveServ | d Object archived. The archive server copies the
Server er inserted files directly from the Ingest

staging disks that they reside on.

G.3.1 | Run Scripts | SDSRV SDSRV Distribute | The script (provided by SDSRV

scripts scripts d Object development) is run. This is a set of

commands to connect to the inventory
database, extract desired information,
format it into a file, and ftp it to the MOC.
No subprocesses are utilized and no ECS
executables are required for these steps
(shown below as G.4.1 through G.6.1).
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Table 3.6.10.3-1. Component Inter action Tabl e: L-7 MOC Interface (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
G.4.1 | Request SDSRV SDSRV Distribute | Scripts connects to the SDSRV database
Metadata scripts D/B d Object and extracts desired metadata information.
G.5.1 | ftp Files SDSRV Operating | ftp The scripts perform the actual ftp “put” of
scripts System ftp the files to an ECS/MOC directory on the
daemon MOC's open server. The MOC periodically
polls this directory for the incoming files.
G.6.1 | E-mail SDSRV DAAC Unix e- The scripts performs Unix e-mail of job
Status scripts Ops mail status and number of scenes to Ops. (ltis
noted that there is also a product report
placed by the MOC in the ECS directory
and retrieved by the DAAC Operator as a
manual process).
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3.7 ASTER Scenario

3.7.1 ASTER Scenario D escript ion

This scenario shows how tHeCS supports the ASTER missioBCS provides a mechanism for
ECS Uses to submit D& Acquisition Rejuests (DARS). ECS notifies theECS Use when that
DAR has beerulfilled. ECS receies ASTER data via tap from ASTERGDS. Thes tapes
containL1A andL1B data This data is provided to ECS m@dless of wiether or ot ECS
Users had mviously submitted DARSECS provides support for usersramuestprocessingf
the L1A and L1B data to highenformation lews, via reqests for On-Demand Proessing. A
request forOn-Demand Processing magquire a seqgence ¢ algorithmsto be run on the
specifieddata. Granulesprodu@d by On-Demand Proessing ag not permaently archied.
ECS also supports the insertion of ASTER Expedieda Set (EDS) from EOS Data and
Opeations Systen (EDOS), ad its immaeliate availability to sdected ASTER Sentists.

Thefollowing systen fundiondlity is exercised in this senaio:
e DARTOool usgefor DAR submitté
e Data Tap Ingest
e Backward @aining
e Science Usr metadta update
e Simplified ASTER Expedited Data Support

Figure 3.7.1-1illustratesthe relationshipdbetweenthe dita types and PGEs used in 8 TER
scenarm.

. ACT ETS 23MB
(multiple)

AST_ANC
_A.MB_\.> Atmos.
Correction
TIR
f S

_./ AST_05
GDASO0ZFH 6.6 MB
—24MB__

AST_L1B

-\ BTS AST_ANC

&Y
Brightne ss “1
Temperature

Figure 3. 7.1-1. ASTER Scenario PG E/Data Relationship s Diagram

Emiss/Tem p
Separation

“
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3.7.2 ASTER Scenario Pr econditions
The following ESDTs haveden inseed into the ECS:
e AST_ANC (ASTER Andlary daa)
e AST_EXP (ASTER Expedited LO data)
e AST_L1A (ASTER L1A data)
e AST _L1B (ASTER L1B data)
e AST_04 (L2 Brightness Tempeaure)
e AST_05 (L2 Surfae Emissivity)
e AST_08 (L2 Surfae Tempeature)
e AST_09T (L2 Surfae Radiarce)
e GDASOZFH (NCEP provided ancillajata)
e PH (Product History)
e PGEEXE (PGE Execution@nule)
The following ASTER PGEs have passed SSI&T aacktbeen inserted into the ECS:
e ACT
e« ETS
e BTS
Ancillary granules (AST_ANC and GDASO0ZFH) hae been insertel into theECS.
The Sience User nust be a regstered ECS User whos profie reflects ause auhorized to
submit aDAR.
3.7.3 ASTER Scenario P artitions
The ASTER senario ha be@ patitioned into thefollowing threals:

e ASTER DAR Submission (Thread A) - Tlsi thread shows e usageof the CLS
DARTool, and its interaction with GDS and other ECS components.

e ASTERGDS Tapelnsetion (Thread B - This thread showshow the ECSinsertsdata
provided by GDS on D3 tape.

e ASTERBackward Chaining (Thread C) - This theel showshow the systemsupports
requests from ECS users to produlaa requiring asequene ofalgorithms to be run.

e ASTER QA Metadata Update (Thread D)- This thead shows how the ECS supports
updating the QA metadatd a sgcified ganule.
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e ASTEROnN-Demand Produdion (Thread E) This thread shows mothe ECSsupports
users regest for Onbemand poduction.

e ASTER Simplified Expedited Data Sugoort (Thread F)- This threadshowshow the
ECS supports a simplified version of Expedited data support.

e ASTERRoutine Processing Planning(ThreadG) — This thread shws how planning is
done to crate dat proaessing jobs for ASTER routine pessing.

3.7.4 ASTER DAR Submis sion Thr ead

This thread shows the usagf the CLS DARTOool, and its interon with GDS and otheECS
components.

3.7.4.1 ASTER DAR Submis sion Thr ead Interaction Diagram - Domain View
Figure 3.7.4.1-1 depicts the ASTER DAR Submission Threadaletien - Domain View.

Acquisition
A.2 Submit

DARTod |=>D e ASTER GW,

A.3 Subscribe
—) Distributed Object (rpc, CtLib)
+=+=  HMI (GUI, Xterm, command)
—> ftp
% il hy ed

S BS W STJELJI(:\} ?e _S S?igﬁ:on)ous
——> emai (or other asnoted)
Dashed - Asynchronous

Figure 3.7.4.1-1. ASTER DAR Submis sion Inte raction Dia gram

3.7.4.2 DAR Submis sion Threa d Interaction Table - Doma in View

Table 3.7.4.2-1 provigs the Inteaction - Donain View: ASTER DAR Submission.
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Table 3.7.4.2-1. Interaction Table - Domain View: ASTER DAR Submi ssion

Ste Event | Interface | Interface Data Step Descript ion
p Client Provider | Issues | Precondi
tions
Al Reque | Science DARTool | None Currently | Scientist uses DARTool to request
st Data | User DARTool | ASTER data take(s). Scientist inputs, at
Acquisi only a minimum, the location of the desired
tion available | data take. Please note that there is no
from guarantee that an accepted Data
DAAC. Acquisition Request actually results in an

ASTER data take, nor is there any
guarantee of when the data take may

occur.
A.2 | Submit | DARTool | ASTER None Science DARTool submits the request for the
DAR GW User ASTER data take(s) to the ASTER DAR
must be Comm Gateway. ASTER DAR Comm
a Gateway verifies the Scientist is

registere | authorized to submit a DAR. Normally,
d ECS the ASTER DAR Comm Gateway
User. passes the request to ASTER’s GDS,
which responds with a XARid. For
internal testing purposes in the absence
of a live connection with GDS, the
ASTER DAR Comm Gateway can be
configured such that the interface
between itself and GDS is emulated
using a server simulator provided by
GDS, which uses stubbed versions of
the API's. The ASTER DAR Comm
Gateway still responds with a XARid.

A.3 | Subscri | DARTool | SBSRV None None The DARTOool places a qualified

be subscription on behalf of the Science
User to be notified when AST_L1B
granules, with a XARid matching the
desired XARIid, are inserted.

3.7.4.3 ASTER DAR Submis sion Thread Compone nt Inte raction Table
Table 3.7.4.3-1 provies the Component Intaction: ASTER DAR Submission.
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Table 3.7.4.3-1. Compone nt Inte raction Table: ASTER DAR Submi ssion (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.1.1 | Startup Science EcCIwb | XEvent Science User invokes the DARTool GUI

DARTooI User DtDART Application. The Science User has already
been logged on the Science Desktop and
begins DARTool by double clicking on an
icon. Upon startup the Desktop sends the
User ID to the DARTOooL.

A.1.2 | Specify Science EcCIwb GUI The Science User provides appropriate input
Acquisition | User DtDART to specify the desired data take and any
characterist sensor attributes.
ics

A.2.1 | Submit EcCIwb EcGwWDA | rpc DARTool forwards request information to the
DAR DtDART | RServer ASTER DAR Comm Gateway, for submittal to

ASTER GDS. The correct DAR Gateway is
determined by configuration, as there is only
one DAR Gateway in ECS, which resides at
EDC.

A.2.2 | Request EcGwWDA | MsAcRe | rpc ASTER DAR Comm Gateway retrieves the
User Profile | RServer | gUserSrv Science User’s Profile from the
/NVerify User r MsAcRegUserSrvr. The asterCatalog field of
is the profile is checked to determine if the
Authorized Science User is authorized to submit a DAR.

If not, the request is rejected.

A.2.3 | Submit EcGwWDA | ASTER sockets ASTER DAR Comm Gateway establishes
DAR to RServer | GDS communication with GDS, and submits the
GDS DAR. GDS responds with the XARid, which is

returned to the DARTool. Correct sockets are
specified in the ECS-ASTER ICD.

A.3.1 | Searchfor | EcCIWb | EcloAdS | Distribute | The DARToo0I searches Advertiser for the
Service DtDART | erver d Object | service to use for Subscribe to
Advertisem AST_L1B:Insert event. This is accomplished
ents via the loAdApprovedSearchCommand class.

The local advertising server is used since the
DARTool must be run in the Local cell.

A.3.2 | Connectto | EcCIWb EcSbSub | Distribute | The DARTool connects to the subscription

SBSRV DtDART | Server d Object | server in order to subscribe to AST_L1B

granules that match the given XARid. This is
a qualified subscription. The correct
Subscription server is determined from the
Subscribe Advertisement.
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Table 3.7.4.3-1. Compone nt Inte raction Table: ASTER DAR Submi ssion (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
A.3.3 | Submit EcCIwWb EcSbSub | Distribute | Submit the subscription to the Subscription
Subscriptio | DtDART | Server d Object | Server. This is accomplished with the
n EcClISubscription interface class.
A.3.4 | Store a EcSbSub | Sybase CtLib Subscription is stored in the Sybase
Subscriptio | Server Database.
n

3.7.5 ASTER GDS Tape Insertion Thread
This thread shows how the ECS inserts dadaiged by GDS on D3 tap

3.7.5.1 ASTER GDS Tape Insertion Thread Int eraction Diagram - Domain View
Figure 3.7.5.1-1 depicts the ASTER GDS &apsation Interaction.

B.1 GDS Ships D3
(commercial shipping)

\

B.6 éend Notific ation
]

B.5 Trigge Event (AST_L1BT)

DAAC
Ops

*

*
*

B.3 Ingest from D3

v
INS

B.2 Get PSRV URs

10S

B.4 Request Data Isert (AST L1BT)

= Distributed Objed (rpc, CLib)
') HMI (GUI, Xterm, commaurd)
— > ftp

email (or otherasnoted)

Double line - Synchronous
- - email (or otherasnated)

Dashed - Asynchronous

Figure 3. 7.5.1-1. ASTER GDS Tape Insertion Int eraction D iagram

3.7.5.2 ASTER GDS Tape Insertion Thread Int eraction Tab le - Domain View

Table 3.7.5.2-1 provie the Inteaction - Donain View: ASTER GDS Tapénsertion.
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Table 3.7.5.2-1. Interaction Tabl e - Domain View:

ASTER GDS Tape Insertion

Step | Event | Interface | Interface Data Step Description
Client Provider Issues Precondi
tions
B.1 GDS GDS DAAC None None GDS uses commercial shipping
Ships Ops vendor, sends a D3 tapes containing
D3 AST _L1A or AST_L1B data. Tape
Tape contains data takes that are both due
to ECS DARs as well as data that
wasn'’t requested via ECS.
B.2 Get INS I0S None None Upon startup, Ingest gets the SDSRV
SDSR URs for each data type in its
V URs database.
B.3 Ingest | DAAC INS None None DAAC Ingest/Distribution Technician
from Ingest/Di loads the D3 tape and, using an
D3 stribution Ingest GUI, begins the reading of data
Technicia granules from the tape.
n
B.4 Reque | INS DSS 2 AST _L1B | Ingest inserts the new ASTER
st Data granules | ESDT granules into the Data Server.
Insert @ 5 MB
B.5 Trigger | DSS SBSRV None None Upon successful completion of
Event insertion of each AST_L1B granule,
the AST_L1B:Insert event is
triggered, with the qualifiers including
all the XARids attached to that data.
B.6 Send SBSRV Science None None Send notification to Science User that
Notifica User AST_L1B granules for their DAR have
tion been inserted. Notification message
includes the UR of the granule, as
well as the DAR ids that have been
matched.

3.7.5.3 ASTER GDS Tape Insertion Thread Component Inter

action Tabl e

Table 3.7.5.3-1 provigs the Component Intaction: ASTER GDS Tape Ing®n.

Table 3.7.5.3-1. Component Interaction Table: ASTER GDS Tape Insertion (1 of 3)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.2.1 | Get SDSRV | EcinReq | EcloAdS | Distribut | Upon startup, Ingest Request Manager
URs from Mgr erver ed requests the SDSRV URs for each data type
I0S Object in its database.

B.3.1 | Startup DAAC EcinGUI | XEvent DAAC Ingest Technician invokes the Ingest
Media Ingest Media GUI. While already running within the
Ingest GUI Technicia DAAC Desktop, the DAAC Ingest Technician

n double clicks on the Ingest GUI icon.
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Table 3.7.5.3-1. Component Interaction Table: ASTER GDS Tape Insertion (2 of 3)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.3.2 | Select DAAC EcinGUI | GUI DAAC Ingest Technician selects the media
Ingest Ingest device (D3) to read data from and selects the
Device Technicia data provider. The DAAC Ingest Technician

n also selects the location of the DDR as
embedded in the media and enters the DDR
name.

B.4.1 | Allocate EcinGUI | EcDsStD | Distribut | Ingest now creates the Resource manager
Media 3Server ed for D3 via a Resource Manager Factory. The
Resource Object correct D3 resource is determined from

configuration within the resource factory.

B.4.2 | Create EcinGUI | EcDsStSt | Distribut | Ingest creates a Staging Disk for the delivery
Staging Disk agingDis | ed record file.

kServer Object

B.4.3 | Read D3 EcinGUI | EcDsStD | Distribut | Ingest reads the delivery record file. From

Tape 3Server ed this file the type and amount of data to be
Object read is determined. The delivery record file
is in the first tar set on the tape.

B.4.4 | Create EcinGUI | EcDsStSt | Distribut | Ingest creates Staging Disk. The reference to
Staging Disk agingDis | ed the Staging Disk server is determined from

kServer Object the Ingest Database. The amount of staging
disk to request is determined from the
delivery record file.

B.4.5 | Read D3 EcInGUI | EcDsStD | Distribut | Ingest reads data files from the D3 tape.
Tape 3Server ed

Object
B.4.6 | Send EcInGUI | EcInReq | Distribut | Ingest GUI process copies the DDR file read
Request Magr ed into the remote directory and sends an Ingest
Object Request to the Request Manager. The data
provider is passed to the Ingest Request
Manager.

B.4.7 | Granule EcinReq | EcInGran | Distribut | Request Manager packages the request into
Process Mgr ed granules and sends them to the Ingest
Request Object Granule Server.

B.4.8 | Connect to EcInGran | EcDsScie | Distribut | Ingest begins a session with the SDSRYV by
SDSRV nceData | ed connecting. The correct SDSRYV is

Server Object determined during EcinRegMgr startup, from
Advertising, based on the data type. This is
pertinent if there are multi-SDSRVSs in use at
one DAAC in one mode. The data type is
determined from the delivery record file.

B.4.9 | Request EcinGran | EcDsScie | Distribut | Ingest requests the metadata configuration
MCF nceData | ed file (MCF) for the data being inserted.

Server Object
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Table 3.7.5.3-1. Component Interaction Table: ASTER GDS Tape Insertion (3 of 3)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.4.1
0

Validate
Metadata

EcIinGran

EcDsScie
nceData
Server

Distribut
ed
Object

After building a metadata file for the input
data granule, Ingest asks SDSRYV to validate
the metadata, based on the granule’s data

type.

B.4.1

Request
Data Insert

EcIinGran

EcDsSci
enceData
Server

Distribute
d Object

Ingest requests that the received files for the
data granule are inserted into the Data
Server. An Insert request, containing the
names of the files comprising the granule, is
created. The structure of the Insert Request
is hard-coded in the granule server. SDSRV
validates metadata and determines the
archived names of the files. Upon
completion of the insert, the status is
asynchronously reflected on the GUI monitor
and control screen.

B.4.1

STMGT
Store

EcDsSci
enceData
Server

EcDsStA
rchiveSer
ver

Distribute
d Object

SDSRYV requests that the granule’s files are
archived. The archive server reads the
inserted files directly from the Ingest staging
disk on which they are residing. The correct
archive object to request is determined by
the Archive ID input during ESDT installation.

B.4.1

Adding a
Granule to
Inventory

EcDsSci
enceData
Server

Sybase/S
QS

CtLib

The validated metadata is parsed and added
to the inventory of the SDSRV.

B.5.1

Trigger
Event

EcDsSci
enceData
Server

EcSbSub
Server

Distribute
d Object

Upon successful insertion of data granule,
the AST_L1B:Insert event is triggered. The
correct subscription server is determined
from SDSRV configuration. The correct
events to trigger are determined from the
events file, which was populated during
ESDT installation. Provided with the event
triggering is the UR of the inserted granule.

B.5.2

Retrieve
Subscription
s

EcSbSub
Server

Sybase

CtLib

SBSRYV queries the Sybase database
determining which subscriptions need to be
activated, or fired. Each query “hit” is an
activated subscription and executes
independently.

B.6.1

Build E-mail

EcSbSub
Server

EcSbSub
Server

Internal

The SBSRYV builds an email notification that
the user’s subscription on the
AST_L1B:Insert event has been fired. This
notification identifies the event, the
subscription ID, the Granule UR that was
inserted and the previously supplied User
String.

B.6.2

Send
Notification

EcSbSub
Server

Science
User

E-mail

The notice is e-mailed to the Science User.
The e-mail address is obtained from the User
Profile.

3-150

313-CD-006-007



3.7.6 ASTER Backward Chaining Thr ead

This thread shows how the system suppadsi@sts from ECS users to pragwat requiringa

sequene of algorithms to be run.

3.7.6.1 ASTER Backward Chaining Thr ead Interaction Diagram - Domain View
Figure 3.7.6.1-1 depicts the ASTER Baeka/Chaining Inteaction.

_T~C.23 Notification

~

~ ~

Tc26 N\
Distribution ™
Notice

*
C.1 Inventory Search

\ (AST_08

*

C.6 Qubscribe

-~ C.5 Lookup Algorithms
DAAC\

Ops ::..___C.7 Creat Rod. Request
"*+ C 8 Activate Ran
*

*
‘0

,ftPush)
C.16 Notification PLS

C.9 Submit DPRs

\
C2sach C25fpDaa C.10 Rdeag Job (ACT)
V ': C.17 Rdeas Job (ETS)
:I glczqtire C.15 Triaaer Event C.13Ge DSS UR
IData  C22Trigger Event C.20 Get DSS UR
i DPS
C.3 Sarch

—3 Distributed Obied (rpc, CiLib)

") HMI (GUI, Xtem, command)
—> fip
email (or otherasnoted)
Double line - Synchronous
- - email (or otherasnoted)
Dashed - Asynchronous

C.11 Acquire Data (ACT input)
C.14 Insert Data(AST_09T)
C.18 Acquire Data (anc.)
C.21Insert Data(AST_08)

)

C.12 Run PGE(ACT)
C.19 Run PGE(ETS)

Figure 3. 7.6.1-1. ASTER Backward Chaining Int eraction Diagram

3.7.6.2 ASTER Backward Chaining

Th read Interaction Tab le - Domain View

Table 3.7.6.2-1 depis the Inteaction - Donain View: ASTER Backvard Chaining.
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Table 3.7.6.2-1. Interaction Tabl e - Domain View: ASTER Backward C haining
(10f3)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Preconditi
ons

Description

Cl

Inventory
Search

Science
User

BOSOT

None

None

Upon notification of data resulting
from the DAR, the Science User
looks up the data granule in order
to determine it's metadata
characteristics.

c.2

Search

BOSOT

VOGWY

None

None

BOSOT submits the Science
User’s search criteria to the VO
Gateway in ODL format, via a
specific socket.

C3

Search

VOGWY

SDSRV
(DSS)

None

None

The VO gateway translates the
Search criteria from ODL to a
query object (using
GlParameters), and submits that
query to the Search service. The
results of this Search are returned
synchronously, and are passed
back to BOSOT, which displays
them to the Science User.

C4

Call
DAAC

Science
User

DAAC
User
Services
Represent
ative

None

None

Upon determining that the data
take resulted in useful data, the
Scientist decides to call the
DAAC, requesting that a L2
Surface Temperature (AST_08)
granule be produced from the
AST _L1B data. The Scientist
request that the AST_08 data be
shipped electronically to his/her
workstation.

C5

Lookup
Algorithm
s

DAAC
Productio
n Planner

Technical
Baseline

None

None

The DAAC Production Planner
determines the process to take
the AST_L1B data into AST_08
data. The process is a two-stage
algorithm sequence: chaining the
ACT and ETS algorithms.

C.6

Subscrib
e

DAAC
Productio
n Planner

SBSRV

None

None

The DAAC Production Planner
places a subscription for the
Science User to receive the
resultant AST_08 granule, via a
ftpPush.

C.7

Create
Productio
n
Request

DAAC
Productio
n Planner

PLS

None

None

DAAC Production Planner creates
DPRs for ACT and ETS PGEs.
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Table 3.7.6.2-1. Interaction Tabl e - Domain View: ASTER Backward C haining

(2 0f 3)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditi
ons
(O] Activate DAAC PLS None PGEs DAAC Production Planner
Productio | Productio passed activates a plan, which includes
n Plan n Planner SSI&T-Plan | DPRs for ACT and ETS PGEs.
already
created.
C.9 Submit PLS DPS None None DPRs for ACT and ETS are
DPRs submitted to DPS.
C.10 | Release PLS DPS None None Since all inputs are available to
Job run the ACT PGE, references to
those input granules are passed to
DPS, and the ACT job is released.
C.11 | Acquire DPS DSS 24 AST_ANC DPS submits Acquire Request for
Data AST AN | & input granules, via ftpPush, for
C GDASO0ZF input to ACT.
@4MB, | Hdata
1 already
GDASO | inserted
ZFH
@4MB,
1
AST L1
B @5
MB
C.12 | Run PGE | DPS DPS AST_09 | None ACT runs, creating AST_09T
T @9.7 granules.
MB
C.13 | GetDSS | DPS I0S None None DPS gets the DSS UR from
UR Advertiser.
C.14 | Request | DPS DSS None AST_09T Archive newly created AST_09T
Data ESDT granule.
Insert
C.15 | Trigger SDSRV SBSRV None None Trigger AST_09T:Insert event.
Event
C.16 | Notificati | SBSRV PLS None PLS Send direct notification to PLS,
on Subscriptio | notifying that there is a newly
ns for inserted AST_09T granule.
AST _09T:lI | Notification message includes the
nsert event | UR of the AST_09T granule.
C.17 | Release | PLS DPS None None PLS releases job containing ETS.
Job
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Table 3.7.6.2-1. Interaction Tabl e - Domain View: ASTER Backward C haining

(30f3)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditi
ons
C.18 | Acquire DPS DSS 1 AST_ANC DPS submits Acquire Request for
Data AST_AN | data the ancillary product, AST_ANC,
C already via ftpPush, for input to ETS.
@722M | inserted Note that other input to ETS,
B AST_09T. is already available on
DPS resources.
C.19 | Run PGE | DPS DPS 1 None ETS runs, creating both AST_08
AST 08 and AST_05 data granules.
@2.3
MB, 1
AST_09
T
@6.6MB
C.20 | GetDSS | DPS I0S None None DPS gets the DSS UR from
UR Advertiser.
C.21 | Request | DPS SDSRV None AST 08 Archive newly created AST_08
Data and and AST_05 granules.
Insert AST_05
ESDTs
C.22 | Trigger SDSRV SBSRV None None Trigger AST_08:Insert and
Event AST_O05:Insert events.
C.23 | Notificati | SBSRV Science None None Send email notification to Science
on User User, notifying that the AST_08
granule has been inserted.
Notification message includes the
UR of the AST_08 granule.
C.24 | Acquire SBSRV SDSRV None None SDSRYV submits an Acquire
Data Request, on behalf of the Science
User, to have the AST_08 granule
shipped, via ftpPush, to the
Scientists workstation.
C.25 | ftp Data DSS Science 1 None DSS ftp’'s the AST_08 data to the
User AST_08 Scientist’s workstation.
@ 2.3
MB
C.26 | Distributi | DSS Science None None DSS emails notification to the
on Notice User Science User, notifying the
presence of the AST_08 data on
their workstation.

3.7.6.3 ASTER Backw ard Chaining Thr ead Component Inter action Tabl e
Table 3.7.6.3-1 provies the Component Intaction: ASTER Backwa Chaining.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(1 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.1.1 | Startup Science xims XEvent Science User invokes the BOSOT GUI

BOSOT User Application. The user has already been
logged on the DAAC Desktop and begins
BOSOT by double clicking on an icon.

C.1.2 | Select Science xims GUI The Science User provides search

Inventory User constraints for the AST_L1B granules

Search, desired. When query constraints are

Provide completed, the query is submitted.

Query

constraints

, Submit

Query

C.21 | VO xims EcDmV0O | ODL, BOSOT submits a search to the VO Gateway,

Gateway ToEcsGat | over by converting the search criteria into an ODL

Inventory eway sockets structure and passing that structure to a

Search socket provided by the Gateway. The correct
socket is determined from configuration
information contained in the Valids file.

C.3.1 | Establish EcDmVO | EcMsAcR | Distribute | VO Gateway retrieves the User Profile using

ECS User | ToEcsGat | egUserSr | d Object ECS Authenticator from ODL message, which

eway vr includes an encrypted User ID and
Password. The User Registration Server is
replicated across DAACS, so the connection
is made to the local User Registration Server.
C.3.2 | Request EcDmVO | EcDmDict | CtLib Gateway translates the VO terms from ODL

Attribute ToEcsGat | Server (RWDBT | into ECS names for query submittal.

Mapping eway ool) Interface is directly to Data Dictionary
database. Database name is retrieved from
configuration file.

C.3.3 | Connect EcDmVO | EcDsScie | Distribute | The Gateway first connects to the SDSRV.
to SDSRV | ToEcsGat | nceDataS | d Object The correct SDSRYV is determined from
eway erver configuration information.
C.3.4 | SDSRV EcDmVO | EcDsScie | Distribute | The Gateway translates the query into a

Query ToEcsGa | nceDataS | d Object DsClQuery object. This object is handed to

teway erver the Search interface of the DsCl ESDT

ReferenceCollector. This Search method is
synchronous, so the results of the search are
returned to the calling function. After the
search the Gateway receives a list of URs.
Then it does an “Inspect” to the SDSRV to get
the metadata.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(2 of 20)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

C.35

Request
Metadata

EcDsSci
enceData
Server

Sybase/S
Qs

CtLib

The SDSRV breaks down the Query object
and translates it into a sequence of calls to the
inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database. These
results are packaged and returned to the
Query client.

C.3.6

Result
Retrieval

Xims

EcDmVO
ToEcsGat
eway

ODL,
over
Sockets

When the Gateway gets the results, they are
translated into ODL, and passed back to the
BOSOT tool. The correct socket for sending
results to BOSOT is the one used to submit the
qguery. BOSOT then displays the results of the
query to the user.

C6.1

Startup
SBSRV
GUI

DAAC
User
Services
Represe
ntative

EcSbGui

Xterm

After receiving a call from the user for AST_08
data made from the AST_L1B granules, User
Services Representative then calls DAAC
Production Planner, communicating the need
for the AST_08 product. DAAC Production
Planner determines the sequence of
algorithms required. The algorithms needed
are determined from the Technical Baseline
and a series of queries on the PDPS
database. DAAC User Services
Representative invokes SBSRV GUI
application.

C.6.2

Create &
Submit
Subscripti
on from
GUI

DAAC
User
Services
Represe
ntative

EcSbGui

Xterm

DAAC User Services Representative
represents him/herself as the Science User.
The DAAC Operator brings up the GUI and
clicks button to create new subscription. A list
of events is then displayed from which the op
can choose to subscribe. DAAC Operator
selects the AST_08:Insert Event for
subscription. Only one action (besides
notification), is available from the SBSRYV at
this time. FtpPush as a distribution
mechanism is input via a GUI button. Other
parameters required for FtpPush, including the
Science User’s host name, target directory, ftp
user name, and ftp password, are input via the
GUI.

C.6.3

Submit
Subscripti
on

EcSbGui

EcSbSub
Server

Distribute
d Object

Submit the subscription to the Subscription
Server. This is accomplished with the
EcClSubscription interface class. The correct
SBSRYV is determined via a Server UR,
declared in configuration.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(3 of 20)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

C.6.4 | Persista EcSbSub | Sybase CtLib Subscription is stored in the Sybase Database.
Subscripti | Server
on

C.7.1 | Startup DAAC EcPIPRE | GUI DAAC Planner invokes the Production
Productio | Productio | ditor_IF Request Editor. While already running within
n Request | n Planner the DAAC Desktop, the planner double clicks
Editor on the Planning Workbench icon.

C.7.2 | Build DAAC EcPIPRE | GUI DAAC Planner creates Production Requests
Productio | Productio | ditor_IF for the ACT and ETS algorithms. Algorithm
n n Planner (ACT and ETS) is selected, along with the time
Requests domain of the output (and input) data.

Dependency of ETS on ACT, based on ACT
output, is established.

C.7.3 | Search for | ECPIPRE | EcloAdS | Distribute | In order to ensure that the correct input data is
Service ditor_IF erver d Object | used for the ACT algorithm, the Editor
Advertise searches Advertiser for the service to
ments Subscribe to AST_L1B:Insert event. This is

accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.
Note: This (and the following SBSRYV steps)
only occurs if Planning does not already have
a subscription for the AST_L1B:Insert event.

C.7.4 | Connect EcPIPRE | EcSbSub | Distribute | The Editor connects to the subscription server

to SBSRV | ditor_IF Server d Object | in order to subscribe for notification of new
AST_L1B granules. The correct Subscription
server is determined from the Subscribe
Advertisement.

C.7.5 | Submit EcPIPRE | EcSbSub | Distribute | Submit the subscription to the Subscription
Subscripti | ditor_IF Server d Object | Server. This is accomplished with the
on EcClSubscription interface class.

C.7.6 | Store a EcSbSub | Sybase CtLib Subscription is stored in the Sybase Database.
Subscripti | Server
on
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining
(4 of 20)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

c.7.7

Search for
Service
Advertise
ments

EcPIPRE
ditor_IF

EcloAdS
erver

Distribute
d Object

In order to determine where (which SDSRV)
the input data (AST_L1B) is located the Editor
searches the Advertiser for a
“GetQueryableParameters” service for the
desired input data type. This is in lieu of
searching for Product Advertisements. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.
Note: AST_ANC and GDASOZFH are
considered “static” data, and have references
stored after SSI&T.

C.7.8

Connect
to SDSRV

EcPIPRE
ditor_IF

EcDsSci
enceData
Server

Distribute
d Object

Looking for input granules for the ACT PGE,
the Production Request Editor first connects to
the SDSRV. The correct SDSRV is
determined from the service provider on the
GetQueryableParameters Advertisement. This
is pertinent if there are multi-SDSRVs in use at
one DAAC in one mode.

C.7.9

SDSRV
Query

DpPrDssl
F (Library
function)

EcDsSci
enceData
Server

Distribute
d Object

The DpPrDssIF creates an IF object to connect
with the Science Data Server and performs the

query.

C71

Request
Metadata

EcDsSci
enceData
Server

Sybase/S
Qs

CtLib

The SDSRV breaks down the Query object and
translates it into a sequence of calls to the
inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database. These
results are packaged and returned to the
Query client. Results are packaged in the ACT
DPR.

c71

Inspect
Granule
Value
Parameter
S

EcPIPRE
ditor_IF

EcDsSci
enceData
Server

Distribute
d Object

Editor checks the granule’s metadata attributes
(type, version, file size and temporal range), to
establish job dependencies.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(5 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.7.1 | Search for | ECPIPRE | EcloAdS | Distribute | In order to ensure that the correct input data is
2 Service ditor_IF erver d Object | used for the ETS algorithm, the Editor
Advertise searches Advertiser for the service to
ments Subscribe to AST_09:Insert event. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.
Note: This (and the following SBSRYV steps)
only occurs if Planning does not already have a
subscription for the AST_09:Insert event.
C.7.1 | Connect EcPIPRE | EcSbSub | Distribute | The Editor connects to the subscription server
3 to SBSRV | ditor_IF Server d Object | in order to subscribe for notification of new
AST_09 granules. The correct Subscription
server is determined from the Subscribe
Advertisement.
C.7.1 | Submit EcPIPRE | EcSbSub | Distribute | Submit the subscription to the Subscription
4 Subscripti | ditor_IF Server d Object | Server. This is accomplished with the
on EcClISubscription interface class.
C.7.1 | Store a EcSbSub | Sybase CtLib Subscription is stored in the Sybase Database.
5 Subscripti | Server
on
C.8.1 | Startup DAAC EcPIWb | GUI DAAC Planner invokes the Planning
Planning Operator workbench. While already running within the
Workbenc | - Planner DAAC Desktop, the planner double clicks on
h the Planning Workbench icon.
C.8.2 | Create a DAAC EcPIWb | GUI Planner interacts with Planning Workbench
Plan Operator GUI to create a plan with DPRs for the ACT
- Planner and ETS PGEs.
C.8.3 | Create EcPIWb | EcDpPrd | rpc The Production Planning Workbench sends to
DPR obMgmt DPS the DPRID, a list of predecessor DPRs,
and whether the DPR is waiting for external
data.
C.9.1 | Submit EcDpPrJ | Autosys | JIL The DPRs (one at a time - one for ACT and a
DPRs obMgmt dependent one for ETS PGE) in plan are
(Create submitted to Autosys by DPS for dependent
Job Box) execution. These jobs are dependent on input
data.
C.10. | Release EcDpPrJ | event_da | rpc Job containing ACT is released.
1 Job obMgmt | emon
Request
(Start Job
Box)

3-159

313-CD-006-007



Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(6 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.10. | Initiate event_da | EcDpPrE | comman | The job containing the ACT begins processing.
2 Job emon M d line
Processin
9
C.10. | Connect EcDpPrE | EcDsSci | Distribute | Processing begins a session with the SDSRV
3 to SDSRV | M enceData | d Object | by connecting, in order to acquire the ACT
Server PGE. The correct SDSRYV is determined by
using the Granule UR of the PGE granule,
which is defined in the Production plan and is
part of the DPR. This is pertinent if there are
multi-SDSRVSs in use at one DAAC in one
mode.
C.10. | Add PGE | EcDpPrE | EcDsSci | Distribute | PRONG establishes the data context of the
4 granule’s M enceData | d Object | session with the SDSRV by adding the PGE
UR to Server granule’s UR of the PGE granule to the ESDT
Session ReferenceCollector.
C.10. | Retrieve EcDsSci | Sybase/S | CtLib SDSRV completes establishing the data
5 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested PGE granule from the Sybase/SQS
from database. The metadata for the PGE granule
Inventory is passed back to the reference objects for
each granule.
C.10. | Acquire EcDpPrE | EcDsSci | Distribute | DPS requests granules by submitting an
6 Data M enceData | d Object | Acquire request for the PGE granule. The
Server Acquire request is for an ftpPush of all
granules in the ESDT ReferenceCollector.
This request is synchronous, meaning that the
return of the submit call of the request contains
the results of the request. This means that the
response is not sent until the PGE granule files
have been ftp’ed to the DPS disks. This
request asks for no distribution notice to be
emailed. The Acquire request structure is
hard-coded.
C.10. | Create EcDsSci | EcDsStSt | Distribute | SDSRV creates Staging Disk for the metadata
7 Staging enceData | agingDis | d Object | file, which allocates space and passes back a
Disk Server kServer reference to that disk space. The reference to
the Staging Disk is determined from the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of the
metadata file.
C.10. | Create EcDsSci The SDSRYV creates a file containing the PGE
8 Metadata | enceData | EcDsSci | Distribute | granule’s metadata before passing to
file Server enceData | d Object | Distribution.
Server
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(7 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.10. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data Distribution.
9 Granules, | enceData | ributionS | d Object | The request includes, for each granule, a
Synchron | Server erver reference to the metadata file as well as all
ous data files. Other parameters from the Acquire
request are passed to DDIST.
C.10. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
10 Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the information passed by the
SDSRYV in the distribution request ,which was
the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
C.10. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the PGE
11 Retrieve ributionS | rchiveSer | d Object | granule file that is archived. This results in the
erver ver file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache.
C.10. | Link files EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only cache
12 to Staging | ributionS | agingDis | d Object | into the staging disk.
Disk erver kServer
C.10. | Copy files | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
13 to Staging | ributionS | agingDis | d Object | SDSRV'’s Staging Disk into the staging disk.
Disk erver kServer
C.10. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager for
14 Files ributionS | pDisServ | d Object | ftp Pushes via a Resource Manager Factory.
erver er The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
username and password are all determined
from the information provided in the original
Acquire request.
C.10. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
15 pDisServ | g System ftp of the PGE files to the DPS.
er ftp
daemon
(EcDpPr
EM)
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(8 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.11. | Connect EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV by
1 to SDSRV | M enceData | d Object | connecting. The correct SDSRYV is determined
Server by using the Granule UR of the input granule.
This is pertinent if there are multi-SDSRVs in
use at one DAAC in one mode.
C.11. | Add PGE | EcDpPrD | EcDsSci | Distribute | PRONG establishes the data context of the
2 granule’s M enceData | d Object | session with the SDSRV by adding the input
UR to Server granules (1 AST_L1B, 1 GDASOZFH and 24
Session AST_ANC) to the session. The Granule UR of
the input granule is added to the ESDT
ReferenceCollector. Note that this sequence is
performed for each input granule, one at a
time.
C.11. | Retrieve EcDsSci | Sybase/S | CiLib SDSRV completes establishing the data
3 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested granule from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for each
granule.
C.11. | Acquire EcDpPrD | EcDsSci | Distribute | DPS requests granules by submitting an
4 Data M enceData | d Object | Acquire request for those granules. The
Server Acquire request is for a ftpPush of all granules
in the ESDT ReferenceCollector. This request
is synchronous, meaning that the return of the
submit call of the request contains the results
of the request. This means that the response
is not sent until the granule files have been
ftp’ed to the DPS disks. This request asks for
no distribution notice to be emailed. The
Acquire request structure is hard-coded.
C.11. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV creates Staging Disk for metadata
5 Staging enceData | agingDis | d Object | files, which allocates space and passes back a
Disk Server kServer reference to that disk space. The reference to
the Staging Disk is determined from the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of the
metadata file.
C.11. | Create EcDsSci | EcDsSci | Distribute | For each granule referenced in the Acquire
6 Metadata | enceData | enceData | d Object | request, the SDSRV creates a file containing
file Server Server the granule’s metadata before passing to
Distribution.
C.11. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data Distribution.
7 Granules, | enceData | ributionS | d Object | The request includes, for each granule, a
Synchron | Server erver reference to the metadata file as well as all
ous data files. Other parameters from the Acquire
request are passed to DDIST.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(9 of 20)
Step Event Interface | Interface | Interfac Description
Client Provider | e Mech.
C.11. | Create EcDsDistri | EcDsStSt | Distribut | DDIST creates Staging Disk for the granule
8 Staging butionSer | agingDis | ed files in the archive. This allocates space and
Disk ver kServer Object passes back a reference to that disk space.

The reference to the Staging Disk is
determined from the information passed by the
SDSRYV in the distribution request, which was
the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.

C.11. | STMGT EcDsDistri | ECDsStA | Distribut | DDIST requests that STMGT retrieve the

9 Retrieve butionSer | rchiveSer | ed granule file that is archived. This results in the
ver ver Object file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRV in the distribution
request. This returns references to the files in
the read-only cache.

C.11. | Link files EcDsDistri | EcDsStSt | Distribut | DDIST links the files from the read-only cache

10 to Staging | butionSer | agingDis | ed into the staging disk.
Disk ver kServer Object
C.11. | Copy files | EcDsDistri | EcDsStSt | Distribut | DDIST copies the metadata files from the
11 to Staging | butionSer | agingDis | ed SDSRV'’s Staging Disk into the staging disk.
Disk ver kServer Object
C.11. | ftpPush EcDsDistri | EcDsStFt | Distribut | DDIST now creates the Resource manager for
12 Files butionSer | pDisServ | ed ftp Pushes via a Resource Manager Factory.
ver er Object The correct resource manager is determined

from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
username and password are all determined
from the information provided in the original
Acquire request.

C.11. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
13 pDisServe | g System ftp of the files to the DPS via the Operating
r ftp System ftp daemon.
daemon
(EcDpPr
DM)
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(10 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.12. | Request EcDpPrE | EcDsSci | Distribute | DPS gets the metadata configuration file of the
1 Metadata | M enceData | d Object | output data’s ESDT (AST_09T). Data type and
Configurat Server version are from PDPS database; correct client
ion File name is from configuration file.
C.12. | Run PGE | EcDpPrR | PGE<AC | comman | ACT is executed. Output files are placed in the
2 unPGE T> d line output directory. The directory path is
established by using a root, which was
established by configuration, and the specific
directory by the job id. This disk root is cross-
mounted by DPS, SDSRV and STMGT. This
is to ensure that they are directly available to
the DSS, for archival.
C.13. | Get DSS EcDpPrD | EcloAdS | Distribute | If the DSS UR for this output data type is not
1 UR M erver d Object | already known in the PDPS database, DM
searches the Advertiser for a
“GetQueryableParameters” service for the
desired output data type. This is accomplished
via the loAdApprovedSearchCommand class.
Since the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.
C.14. | Connect EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV by
1 to SDSRV | M enceData | d Object | connecting.
Server
C.14. | Request EcDpPrD | EcDsSci | Distribute | PRONG requests that the newly created files
2 Data M enceData | d Object | forthe AST_09T granule is inserted into the
Insert Server Data Server. An Insert request, containing the
names of the files comprising the granule, is
created for each granule. The structure of the
Insert Request is hard-coded. SDSRV
validates metadata and determines the
archived names of the files.
C.14. | STMGT EcDsSci | EcDsStA | Distribute | SDSRV requests that the files be archived. The
3 Store enceData | rchiveSer | d Object | archive server must be able to read the
Server ver inserted files directly from the DPS disks that
they are residing on. The correct archive
object to request is determined by the Archive
ID input during ESDT installation.
C.14. | Adding a EcDsSci | Sybase/S | CiLib The validated metadata is parsed and added to
4 Granule to | enceData | QS the inventory of the SDSRV.
Inventory | Server
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(11 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.15. | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of AST_09T the
1 Event enceData | Server d Object | AST_09T:Insert event is triggered. The correct
Server subscription server is determined from the
SDSRYV configuration. The correct events to
trigger are determined from the events file,
where they were stored when the ESDT was
installed in the Data Server. Provided with the
event triggering is the UR of the inserted
granule.
C.15. | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
2 Subscripti | Server determining which subscriptions need to be
ons activated, or fired. Each query “hit” is an
activated subscription and executes
independently.
C.16. | Asynchron | EcSbSub | EcPISub | Message | The SBSRV notifies PLS that there is a new
1 ous Direct | Server Mgr Passing AST_09T granule available. The UR of the
Notificatio Mechanis | granule is passed in the notification to the user,
n m along with a reference to the subscription that
is being fulfilled. Direct Notification is to a
Queuename (See Message Passing
Mechanism) that PLS- Subscription Manager,
provided when the subscription was submitted.
C.16. | Connect EcPISub | EcDsSci | Distribute | Subscription Manager begins a session with
2 to SDSRV | Mgr enceData | d Object | the SDSRYV by connecting, in order to
Server determine the use of the new granule. The
correct SDSRV is determined by using the
Granule UR in the notification message. This is
pertinent if there are multi-SDSRVSs in use at
one DAAC in one mode.
C.16. | Add PGE | EcPISub | EcDsSci | Distribute | Subscription Manager establishes the data
3 granule’s Mgr enceData | d Object | context of the session with the SDSRV by
UR to Server adding AST_09 granule’s UR to the ESDT
Session ReferenceCollector.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(12 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.16. | Retrieve EcDsSci | Sybase/S | CiLib SDSRV completes establishing the data
4 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested PGE granule from the Sybase/SQS
from database. The metadata for the PGE granule
Inventory is passed back to the reference objects for
each granule.
C.16. | Inspect EcPISub | EcDsSci | Distribute | Subscription Manager checks the new
5 Granule Mgr enceData | d Object | granule’s metadata attributes (type, version,
Value Server file size and temporal range), to determine
Parameter which, if any, jobs can use it as input.
S
C.17. | Release EcPISub | EcDpPrJ | rpc Once it ensures that the input granule is to be
1 Job Mgr obMgmt used to run the job containing ETS from the
Request PDPS database, Planning tells the Job
Manager to release the job containing ETS,
using the appropriate input granules.
C.17. | Force EcDpPrJ | event da | rpc Job containing ETS is released.
2 Start Job obMgmt | emon
C.17. | Initiate event_da | EcDpPrE | comman | The job containing the ETS begins processing.
3 Job emon M d line
Processin
9
C.17. | Connect EcDpPrE | EcDsSci | Distribute | Processing begins a session with the SDSRV
4 to SDSRV | M enceData | d Object | by connecting, in order to acquire the ETS
Server PGE. The correct SDSRYV is determined by
using the Granule UR of the PGE granule,
which is defined in the Production plan and is
part of the DPR. This is pertinent if there are
multi-SDSRVs in use at one DAAC in one
mode.
C.17. | Add PGE | EcDpPrE | EcDsSci | Distribute | PRONG establishes the data context of the
5 granule’s M enceData | d Object | session with the SDSRV by adding the PGE
UR to Server granule’s UR to the ESDT ReferenceCollector.
Session
C.17. | Retrieve EcDsSci | Sybase/S | CtLib SDSRYV completes establishing the data
6 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested PGE granule from the Sybase/SQS
from database. The metadata for the PGE granule
Inventory is passed back to the reference objects for

each granule.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(13 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.17. | Acquire EcDpPrE | EcDsSci | Distribute | DPS requests granules by submitting an
7 Data M enceData | d Object | Acquire request for the PGE granule. The
Server Acquire request is for a ftpPush of all granules
in the ESDT ReferenceCollector. This request
is synchronous, meaning that the return of the
submit call of the request contains the results
of the request. This means that the response
is not sent until the PGE granule files have
been ftp’ed to the DPS disks. This request
asks for no distribution notice to be emailed.
The Acquire request structure is hard-coded.
C.17. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV creates Staging Disk for the metadata
8 Staging enceData | agingDis | d Object | file, which allocates space and passes back a
Disk Server kServer reference to that disk space. The reference to
the Staging Disk is determined from the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of the
metadata file.
C.17. | Create EcDsSci | EcDsSci | Distribute | The SDSRV creates a file containing the PGE
9 Metadata | enceData | enceData | d Object | granule’s metadata before passing to
file Server Server Distribution.
C.17. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data Distribution.
10 Granules, | enceData | ributionS | d Object | The request includes, for each granule, a
Synchron | Server erver reference to the metadata file as well as all
ous data files. Other parameters from the Acquire
request are passed to DDIST.
C.17. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
11 Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the information passed by the
SDSRYV in the distribution request, which was
the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(14 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.17. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the PGE
12 Retrieve ributionS | rchiveSer | d Object | granule file that is archived. This results in the
erver ver file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache.
C.17. | Link files EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only cache
13 to Staging | ributionS | agingDis | d Object | into the staging disk.
Disk erver kServer
C.17. | Copy files | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
14 to Staging | ributionS | agingDis | d Object | SDSRV’s Staging Disk into the staging disk.
Disk erver kServer
C.17. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager for
15 Files ributionS | pDisServ | d Object | ftp Pushes via a Resource Manager Factory.
erver er The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
username and password are all determined
from the information provided in the original
Acquire request.
C.17. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
16 pDisServ | g System ftp of the PGE files via the Operating System
er ftp ftp Daemon to the DPS.
daemon
(EcDpPr
EM)
C.18. | Connect EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRYV by
1 to SDSRV | M enceData | d Object | connecting. The correct SDSRV is determined
Server by using the Granule UR of the input granule.
This is pertinent if there are multi-SDSRVSs in
use at one DAAC in one mode.
C.18. | Add PGE | EcDpPrD | EcDsSci | Distribute | PRONG establishes the data context of the
2 granule’s M enceData | d Object | session with the SDSRV by adding the input
UR to Server granule (1 AST_ANC) to the session. The
Session Granule UR of the input granule is added to the
ESDT ReferenceCollector. Note that this
sequence is performed for each input granule,
one at a time.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(15 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.18. | Retrieve EcDsSci | Sybase/S | CiLib SDSRV completes establishing the data
3 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested granule from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for each
granule.
C.18. | Acquire EcDpPrD | EcDsSci | Distribute | DPS requests granules by submitting an
4 Data M enceData | d Object | Acquire request for those granules. The
Server Acquire request is for a ftpPush of all granules
in the ESDT ReferenceCollector. This request
is synchronous, meaning that the return of the
submit call of the request contains the results
of the request. This means that the response
is not sent until the granule files have been
ftp’ed to the DPS disks. This request asks for
no distribution notice to be emailed. The
Acquire request structure is hard-coded.
C.18. | Create EcDsSci | EcDsStSt | Distribute | SDSRV creates Staging Disk for metadata
5 Staging enceDat | agingDis | d Object | files, which allocates space and passes back a
Disk aServer kServer reference to that disk space. The reference to
the Staging Disk is determined from the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of the
metadata file.
C.18. | Create EcDsSci | EcDsSci | Distribute | For each granule referenced in the Acquire
6 Metadata | enceDat | enceData | d Object | request, the SDSRV creates a file containing
file aServer Server the granule’s metadata before passing to
Distribution.
C.18. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data Distribution.
7 Granules, | enceDat | ributionS | d Object | The requestincludes, for each granule, a
Synchrono | aServer erver reference to the metadata file as well as all
us data files. Other parameters from the Acquire
request are passed to DDIST.
C.18. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
8 Staging ributionS | agingDis | d Object | files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the information passed by the
SDSRYV in the distribution request, which was
the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(16 of 20)
Step Event Interfac Interface | Interface Description
e Client | Provider Mech.
C.18. | STMGT EcDsDis | EcDsStAr | Distribute | DDIST requests that STMGT retrieve the
9 Retrieve tribution | chiveServ | d Object | granule file that is archived. This results in the
Server er file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache.
C.18. | Link files EcDsDis | EcDsStSt | Distribute | DDIST links the files from the read-only cache
10 to Staging | tribution | agingDisk | d Object | into the staging disk.
Disk Server Server
C.18. | Copy files | EcDsDis | EcDsStSt | Distribute | DDIST copies the metadata files from the
11 to Staging | tribution | agingDisk | d Object | SDSRV'’s Staging Disk into the staging disk.
Disk Server Server
C.18. | ftpPush EcDsDis | EcDsStFt | Distribute | DDIST now creates the Resource manager for
12 Files tribution | pDisServe | d Object | ftp Pushes via a Resource Manager Factory.
Server r The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
username and password are all determined
from the information provided in the original
Acquire request.
C.18. | ftp Files EcDsSt | Operating | ftp The EcDsStFtpDisServer performs the ftp of
13 FtpDisS | System ftp the files via the Operating System ftp Daemon
erver daemon to the DPS.
(EcDpPrD
M)
C.19. | Request EcDpPr | EcDsScie | Distribute | DPS gets the metadata configuration file of the
1 Metadata | EM nceDataS | d Object | output data’s ESDT (AST_08 and AST_05).
Configurat erver Data type and version are from PDPS
ion File database; correct client name is from
configuration file.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(17 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

C.19. | Run PGE | EcDpPrR | PGE<ET | comman | ETS is executed. Output files are placed in the

2 unPGE S> d line output directory. The directory path is
established by using a root, which was
established by configuration, and the specific
directory by the job id. This disk root is cross-
mounted by DPS, SDSRV and STMGT. This
is to ensure that they are directly available to
the DSS, for archival.

C.20. | Get DSS EcDpPrD | EcloAdS | Distribute | If the DSS UR for this output data type is not

1 UR M erver d Object | already known in the PDPS database, DM
searches the Advertiser for a
“GetQueryableParameters” service for the
desired output data type. This is accomplished
via the loAdApprovedSearchCommand class.
Since the Advertiser is based on a replicated
database, no specification is required to select
the proper Advertiser. The local one is used.

C.21. | Connect EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV by

1 to SDSRV | M enceData | d Object | connecting.

Server
C.21. | Request EcDpPrD | EcDsSci | Distribute | PRONG requests that the newly created files
2 Data M enceData | d Object | for the AST_08 and AST_05 granules are
Insert Server inserted into the Data Server. An Insert

request, containing the names of the files
comprising the granule, is created for each
granule. The structure of the Insert Request is
hard-coded. SDSRV validates metadata and
determines the archived names of the files.
Note that these inserts occur one granule at a
time.

C.21. | STMGT EcDsSci | EcDsStA | Distribute | SDSRV requests that the files are archived.

3 Store enceData | rchiveSer | d Object | The archive server must be able to read the

Server ver inserted files directly from the DPS disks that

they are residing on. The correct archive
object to request is determined by the Archive
ID input during ESDT installation.

C.21. | Adding a EcDsSci | Sybase/S | CtLib The validated metadata is parsed and added to

4 Granule to | enceData | QS the inventory of the SDSRV.

Inventory | Server
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(18 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.22. | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of AST_08 the
1 Event enceData | Server d Object AST_08:Insert event is triggered. The correct
Server subscription server is determined from the
SDSRYV configuration. The correct events to
trigger are determined from the events file,
where they were stored when the ESDT was
installed in the Data Server. Provided with the
event triggering is the UR of the inserted
granule.
C.22. | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
2 Subscripti | Server determining which subscriptions need to be
ons activated, or fired. Each query “hit” is an
activated subscription and executes
independently.
C.23. | Send EcSbSub | Science e-mail The SBSRYV builds an email notification that
1 Notificatio | Server User the user’s subscription on the AST_08:Insert
n event has been fired. This notification
identifies the event, the subscription ID, the
Granule UR that was inserted and the
previously supplied User String. The e-mail is
sent to the Science User.
C.24. | Connect EcSbSub | EcDsSci | Distribute | In order to fulfill a standing order, the SBSRV
1 to SDSRV | Server enceData | d Object begins a session with the SDSRYV, on behalf
Server of the subscription user. The correct SDSRV
is determined by the Granule UR provided
with the event triggering. This is pertinent if
there are multi-SDSRVSs in use at one DAAC
in one mode.
C.24. | Add PGE | EcSbSub | EcDsSci | Distribute | The SBSRV establishes the data context of
2 granule’s Server enceData | d Object the session with the SDSRV by adding the
UR to Server input granules to the session. The Granule
Session UR of each input granule is added to the
ESDT ReferenceCollector.
C.24. | Retrieve EcDsSci | Sybase/S | CtLib SDSRYV completes establishing the data
3 Granule enceData | QS context by retrieving the metadata for the
Metadata | Server requested granules from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for each
granule.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(19 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.24. | Acquire EcSbSub | EcDsSci | Distribute | SBSRYV fulfills the standing order for the
4 Data Server enceData | d Object AST_08 granule by submitting an Acquire
Server request for the granule. The Acquire request
is for a ftpPush of all granules in the ESDT
ReferenceCollector. This request is
asynchronous, meaning that the return of the
submit call of the request only contains the
status of the request’s submittal. This request
asks for a distribution notice to be emailed to
the client. The Acquire request structure was
hard-coded within the subscription server.
C.24. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV creates Staging Disk for metadata
5 Staging enceData | agingDis | d Object files, which allocates space and passes back
Disk Server kServer a reference to that disk space. The reference
to the Staging Disk is determined from the
SDSRYV configuration. The amount of staging
disk to request is determined by the size of
the metadata file.
C.24. | Create EcDsSci | EcDsSci | Distribute | For each granule referenced in the Acquire
6 Metadata | enceData | enceData | d Object request, the SDSRYV creates a file containing
file Server Server the granule’s metadata before passing to
Distribution.
C.24. | Distribute | EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data
7 Granules, | enceData | ributionS | d Object Distribution. The request includes, for the
Synchron | Server erver granule, a reference to the metadata file as
ous well as the data file. Other parameters from
the Acquire request are passed to DDIST.
C.24. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
8 Staging ributionS | agingDis | d Object files in the archive. This allocates space and
Disk erver kServer passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount of
staging disk to request is determined by the
size of the metadata file.
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Table 3.7.6.3-1. Component Interaction Table: ASTER B ackward Chaining

(20 of 20)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
C.24. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the
9 Retrieve ributionS | rchiveSer | d Object | granule file that is archived. This results in the
erver ver file being staged to read-only cache disks.
This means that all files needed to fulfill the
distribution request are on disk, and ready to
be copied. The correct archive object to
request is determined from the information
provided by the SDSRYV in the distribution
request. This returns references to the files in
the read-only cache.
C.24. | Link files EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only cache
10 to Staging | ributionS | agingDis | d Object | into the staging disk.
Disk erver kServer
C.24. | Copy files | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
11 to Staging | ributionS | agingDis | d Object | SDSRV’s Staging Disk into the staging disk.
Disk erver kServer
C.24. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager for
12 Files ributionS | pDisServ | d Object | ftp Pushes via a Resource Manager Factory.
erver er The correct resource manager is determined
from the Media Type handed to the resource
factory (ftpPush, in this case). The correct ftp
Server is determined from configuration within
the resource factory. The files, host, location,
username and password are all determined
from the information provided in the original
Acquire request.
C.25. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
1 pDisServ | g System ftp of the files via the Operating System ftp
er ftp Daemon to the MODIS IT.
daemon
(MODIS
IT)
C.26. | Build EcDsDist | EcDsDist | Internal The DDIST builds an email notification that the
1 Distributio | ributionS | ributionS user’s order has been fulfilled. This notification
n Notice erver erver includes the media id, type and format, as well
as UR, type and file names and sizes for each
granule.
C.26. | Send E- EcDsDist | MODIS e-mail DDIST sends the distribution notice to the user
2 mail ributions | IT via email. Since Standing Orders are not
erver currently tracked orders, and the user DDIST
sends the notification to is determined from the
Order, the notice is currently sent to a pre-
configured default Email address, for DAAC
Distribution Technician parsing and forwarding.
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3.7.7 ASTER QA Metadata Update Thre ad
This thread shows how the ECS supports updating the Q&latatofa spedied granule.

3.7.7.1 ASTER QA Metadata Update Thread Int eraction Diagram - Domain View
Figure 3.7.7.1-1 depicts the ASTER QA ldddita Updte Interaction.

SCRER®)  Dp2cdiDAAC [ PAAE
Usey (viatelephone e-mail, or FAX) Ops
D.1 View Data D3 Updste OA

metadata

/ ;

D.4 Update

DSS

— Distributed Object (rpc, CtLib
2= HMI (GUI, Xterm, command)
—> ftp
email (or other as noted)
Double line - Synchronous
- - email (orother as noted)
Dashed - Asynchronous

Figure 3. 7.7.1-1. ASTER QA Metadata Update Interaction Diagram

3.7.7.2 ASTER QA Metadata Update Thread Int eraction T able - Domain View
Table 3.7.7.2-1 provigs the Inteaction - Donain View: ASTER QA Metad&a Updite.

Table 3.7.7.2-1. Interaction Tabl e - Domain View: ASTER QA Metadata Update

(10f2)

Step | Event | Interface | Interface Data Step Description

Client Provider | Issues | Precond
itions
D.1 View Science EOSView | None None Upon notification that theAST_08 has
Data User been placed on their workstation, the
Scientist views the AST_08 data with
EOSView.
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Table 3.7.7.2-1. Interaction Tabl e - Domain View: ASTER QA Metadata Update

(20f2)
Step | Event | Interface | Interface Data Step Description
Client Provider | Issues | Precond
itions
D.2 Call Science DAAC None None The Scientist QA’s the produced data.
DAAC | User Science S/he notifies the DAAC, informing the
Data DAAC Science Data Specialist that the
Specialist granule’s QA flags should be updated.
D.3 Update | DAAC QA None None DAAC Science Data Specialist uses the
QA Science Monitor QA Monitor tool to update the Science
Metada | Data QA metadata of the granule.
ta Specialist
D.4 Update | QA DSS None None QA Monitor invokes the Update service
Monitor offered by the Data Server on the
granule. The QA Monitor passes the
Scientists requested QA values to the
DSS for permanent updating of the
granule’s metadata.

3.7.7.3 ASTER QA Metadata Update Thread Component Inter

action Table

Table 3.7.7.3-1 provigs the Component Intaction: ASTER QA MetadatUpdat.

Table 3.7.7.3-1. Component Interaction Table: ASTER QA Metadata Update

(10f2)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
D.1.1 | Invoke Science EOSView | XEvent Science User begins the EOSView application.
EOSView | User While logged on to the Science Desktop, the
user double clicks the EOSView icon.
D.1.2 | Display Science EOSView | GUI The Science User specifies which file to display
AST 08 User and sets visualization parameters. The data file
Data is now displayed for the user.
D.3.1 | Invoke DAAC EcDpPrQ | XEvent DAAC Science Data Specialist begins the QA
DAAC Science aMonitor Monitor application.
QA Data GUI
Monitor Specialist
D.3.2 | Establish | DAAC EcDpPrQ | GUI DAAC Science Data Specialist establishes the
QA Science aMonitor updated values for selected metadata fields, for
values Data GUI the selected granules. Granules are select by
Specialist selecting data type and temporal range. Fields
to update are hardwired.
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Table 3.7.7.3-1. Component Interaction Table: ASTER QA Metadata Update

(2 0f2)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

D.3.3 | Connect | EcDpPrQ | EcDsSci | Distribute | QA Monitor begins a session with the SDSRV
to aMonitor | enceData | d Object | by connecting, in order to find granules to be
SDSRV GUI Server updated. The correct SDSRYV is determined by

using the Server UR indicated in configuration,
based on data type. This is pertinent if there are
multi-SDSRVs in use at one DAAC in one
mode.

D.3.4 | SDSRV EcDpPrQ | EcDsSci | Distribute | The QA Monitor builds a DsCIQuery object. This
Query aMonitor | enceData | d Object | objectis handed to the Search interface of the

GUI Server DsCI ESDT ReferenceCollector. This Search
method is synchronous, so the results of the
search are returned to the calling function. After
the search the QA Monitor receives a list of
URs. Then it does an “Inspect” to the SDSRV
to get the metadata.

D.3.5 | Request | EcDsSci | Sybase/S | CtLib The SDSRV breaks down the Query object and
Metadata | enceData | QS translates it into a sequence of calls to the

Server inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database. These
results are packaged and returned to the Query
client.

D.3.6 | Inspect EcDpPrQ | EcDsSci | Distribute | QA Monitor inspects each resultant granule for
Granule aMonitor | enceData | d Object | the values of displayed metadata fields.

Value GUI Server
Paramete
rs

D.3.7 | Select DAAC EcDpPrQ | GUI DAAC Science Data Specialist selects granules
granules | Science aMonitor for updating.
to update | Data GUI

Specialist

D.4.1 | Update EcDpPrQ | EcDsSci | Distribute | QA Monitor submits an update request for the
Granule aMonitor | enceData | d Object | granules to be updated (one granule at a time).
metadata | GUI Server The structure of the Update request is hard-

coded.

D.4.2 | Update a | EcDsSci | Sybase/S | CilLib SDSRYV updates the metadata inventory
metadata | enceData | QS attributes for the granules that are being
inventory | Server updated.

3.7.8 ASTER On-Demand Production Thread

This thread shows how the ECS supports usergest forOn-Denmand production.
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3.7.8.1 ASTER On-Demand Production Thread Inter action Diagr am - Domain View
Figure 3.7.8.1-1 depicts the ASTER OweyDand Production Intaction.
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- - email (or otherasnated)

Dashed - Asynchronous

Figure 3. 7.8.1-1. ASTER On-Demand P roduction Interaction Diagram

3.7.8.2 ASTER On-Demand Production Thread Inter action Tabl e - Domain View
Table 3.7.8.2-1 provigs the Inteaction - Donain View: ASTER On-Derand Production.

Table 3.7.8.2-1. Interaction Tabl e - Domain View: ASTER On-Demand Production

(10f3)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Precondi
tions
E.l Inventory | Science BOSOT None None Scientist searches ECS holdings for
Search User ASTER images that are over his/her

area of study.

E.2 Search BOSOT VOGWY None None BOSOT submits the Science User’s
search criteria to the VO Gateway in
ODL format, via a specific socket.
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Table 3.7.8.2-1. Interaction Tabl e - Domain View: ASTER On-Demand Production

(2 0f 3)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Precondi
tions

Description

E.3

Search

VOGWY

SDSRV
(DSS)

None None

The VO gateway translates the
Search criteria from ODL to a query
object (using GIParameters), and
submits that query to the Search
service. The results of this Search
are returned synchronously, and are
passed back to BOSOT, which
displays them to the Science User.

E.4

Call
DAAC

Science
User

DAAC
Productio
n Planner

None None

The scientist discovers that one
AST_L1B granule in particular is
perfectly suited to support his/her
science study. The scientist
discovers that the granule can be
transformed into a L2 Brightness
Temperature (AST_04) product. The
scientist notifies the DAAC, asking for
the granule to be processed to L2,
and to be notified when that
processing is complete.

E.5

Subscrib
e

DAAC
Productio
n Planner

SBSRV

None None

The DAAC Production Planner places
a subscription for the Science User to
be notified when the AST 04 is
available.

E.6

Create
Productio
n
Request

DAAC
Productio
n Planner

PLS

None None

The DAAC Production Planner
creates a production request
containing the requested BTS
algorithm to be run.

E.7

Activate
Productio
n Plan

DAAC
Productio
n Planner

PLS

PGEs
passed
SSI&T.
Plan
already
created.

None

DAAC Production Planner modifies
and activates a plan, which includes a
DPR for the BTS PGE to be run on
the requested AST_L1B.

E.8

Submit
DPRs

PLS

DPS

None None

DPR for BTS is submitted to DPS.

E.Q

Release
Job

PLS

DPS

None None

Since all inputs are available to run
the BTS PGE, references to those
input granules are passed to DPS,
and the BTS job is released.
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Table 3.7.8.2-1. Interaction Tabl e - Domain View: ASTER On-Demand Production

(30f3)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Precondi
tions
E.10 | Acquire | DPS DSS 1 AST_AN | DPS submits Acquire Request for
Data AST A | Cdata input granules, via ftpPush, for input
NC already to BTS.
@772M | inserted
B, 1
AST_L1
B
@5MB
E.11 | Run DPS DPS 1 None BTS runs, creating AST_04 granules.
PGE AST_04
@4.6
MB
produce
d
E.12 | Get DPS I0S None None DPS gets the DSS UR from
DSS UR Advertiser.
E.13 | Request | DPS DSS None AST 04 | Archive newly created AST_04
Data ESDT granule.
Insert
E.14 | Trigger | SDSRV SBSRV None None Trigger AST_04:Insert event.
Event
E.15 | Notificati | SBSRV Science None None Send email notification to Science
on User User, notifying that the AST_04
granule has been produced.
Notification message includes the UR
of the AST_04 granule.

3.7.8.3 ASTER On-Demand Production Thread Component Interaction Table

Table 3.7.8.3-1 provies the Component Intaction: ASTER On-DemanEroduction.

Table 3.7.8.3-1.

Component Interaction Table: ASTER  On-Demand Production

(1 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.1.1 | Startup Science xims XEvent Science User invokes the BOSOT GUI
BOSOT User Application. The user has already been
logged on the DAAC Desktop and begins
BOSOT by double clicking on an icon.
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Table 3.7.8.3-1.

Component Interaction Table:

ASTER On-Demand Production

(2 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.1.2 | Select Science xims GUI The Science User provides search
Inventory User constraints and the products desired. When
Search, guery constraints are completed, the query is
Provide submitted.

Query
constraints,
Submit
Query

E.2.1 | VO Gateway | xims EcDmVO | ODL, BOSOT submits a search to the VO Gateway,
Inventory ToEcsGa | over by converting the search criteria into an ODL
Search teway sockets structure and passing that structure to a

socket provided by the Gateway. The
correct socket is determined from
configuration information contained in the
Valids file.

E.3.1 | Establish EcDmVO | EcMsAc | Distribute | VO Gateway retrieves the User Profile using

ECS User ToEcsGa | RegUser | d Object | ECS Authenticator from ODL message,
teway Srvr which includes an encrypted User ID and
Password. The User Registration Server is
replicated across DAACS, so the connection
is made to the local User Registration
Server.

E.3.2 | Request EcDmVO | EcDmDic | CtLib Gateway translates the VO terms from ODL
Attribute ToEcsGa | tServer (RWDBT | into ECS names for query submittal.
Mapping teway ool) Interface is directly to Data Dictionary

database. Database name is retrieved from
configuration file.

E.3.3 | Connect to EcDmVO | EcDsSci | Distribute | The Gateway first connects to the SDSRV.
SDSRV ToEcsGa | enceData | d Object | The correct SDSRV is determined from

teway Server configuration information.

E.3.4 | SDSRV EcDmVO | EcDsSci | Distribute | The Gateway translates the query into a
Query ToEcsGa | enceData | d Object | DsClQuery object. This object is handed to

teway Server the Search interface of the DsCl ESDT
ReferenceCollector. This Search method is
synchronous, so the results of the search are
returned to the calling function. After the
search the Gateway receives a list of URs.
Then it does an “Inspect” to the SDSRV to
get the metadata.

E.3.5 | Request EcDsSci | Sybase/S | CiLib The SDSRV breaks down the Query object
Metadata enceData | QS and translates it into a sequence of calls to

Server the inventory database. Resultant rows are

converted into data granules, each with their
metadata extracted from the database.
These results are packaged and returned to
the Query client.
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Table 3.7.8.3-1.

Component Interaction Table:

ASTER On-Demand Production

(3 0f 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.3.6 | Result xims EcDmVO0O | ODL, When the Gateway gets the results, they are
Retrieval ToEcsGa | over translated into ODL, and passed back to the
teway Sockets BOSOT tool. The correct socket for sending
results to BOSOT is the one used to submit
the query. BOSOT then displays the results
of the query to the user.

E.5.1 | Startup DAAC EcSbGui | Xterm DAAC User Services Representative invokes
SBSRV GUI | User SBSRV GUI application.

Services
Represe
ntative

E.5.2 | Create & DAAC EcSbGui | Xterm DAAC User Services Representative
Submit User represents him/herself as the Science User.
Subscription | Services The DAAC Operator brings up the GUI and
from GUI Represe clicks button to create new subscription. A

ntative list of events is then displayed from which the
op can choose to subscribe. DAAC Operator
selects the AST_04:Insert Event for
subscription. Only one action (besides
notification), is available from the SBSRV at
this time. FtpPush as a distribution
mechanism is input via a GUI button. Other
parameters required for FtpPush, including
the Science User’s host name, target
directory, ftp user name, and ftp password,
are input via the GUI.

E.5.3 | Submit EcSbGui | EcSbSub | Distribute | Submit the subscription to the Subscription
Subscription Server d Object | Server. This is accomplished with the

EcClSubscription interface class. The
correct SBSRV is determined via a Server
UR, declared in configuration.

E.5.4 | Store a EcSbSub | Sybase CtLib Subscription is stored in the Sybase
Subscription | Server Database.

E.6.1 | Startup DAAC EcPIPRE | GUI DAAC Planner invokes the Production
Production Productio | ditor_IF Request Editor. While already running within
Request n Planner the DAAC Desktop, the planner double clicks
Editor on the Planning Workbench icon.

E.6.2 | Build DAAC EcPIPRE | GUI DAAC Planner creates Production Requests
Production Productio | ditor_IF for the BTS algorithm. Algorithm (BTS) is
Requests n Planner selected, along with the time domain of the

output (and input) data.
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Table 3.7.8.3-1.

Component Interaction Table:

(4 of 11)

ASTER On-Demand Production

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

E.6.3

Search for
Service
Advertiseme
nts

EcPIPRE
ditor_IF

EcloAdS
erver

Distribute
d Object

In order to ensure that the correct input data
is used for the BTS algorithm, the Editor
searches Advertiser for the service to
Subscribe to AST_L1B:Insert event. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser. The local one is
used. Note: This (and the following SBSRV
steps) only occurs if Planning does not
already have a subscription for the
AST_L1B:Insert event.

E.6.4

Connect to
SBSRV

EcPIPRE
ditor_IF

EcSbSub
Server

Distribute
d Object

The Editor connects to the subscription
server in order to subscribe for notification of
new AST_L1B granules. The correct
Subscription server is determined from the
Subscribe Advertisement.

E.6.5

Submit
Subscription

EcPIPRE
ditor_IF

EcSbSub
Server

Distribute
d Object

Submit the subscription to the Subscription
Server. This is accomplished with the
EcClSubscription interface class.

E.6.6

Store a
Subscription

EcSbSub
Server

Sybase

CtLib

Subscription is stored in the Sybase
Database.

E.6.7

Search for
Service
Advertiseme
nts

EcPIPRE
ditor_IF

EcloAdS
erver

Distribute
d Object

In order to determine where (which SDSRV)
the input data (AST_L1B) is located the
Editor searches the Advertiser for a
“GetQueryableParameters” service for the
desired input data type. This is in lieu of
searching for Product Advertisements. This
is accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser. The local one is
used. Note: AST_ANC is considered “static”
data, and has references stored after SSI&T.

E.6.8

Connect to
SDSRV

EcPIPRE
ditor_IF

EcDsSci
enceData
Server

Distribute
d Object

Looking for input granules for the BTS PGE,
the Editor first connects to the SDSRV. The
correct SDSRV is determined from the
service provider on the
GetQueryableParameters Advertisement.
This is pertinent if there are multi-SDSRVSs in
use at one DAAC in one mode.

3-183

313-CD-006-007




Table 3.7.8.3-1.

Component Interaction Table:

ASTER On-Demand Production

(5 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.6.9 | SDSRV DpPrDssl | EcDsSci | Distribute | The DpPrDssIF creates an IF object to
Query F (Library | enceData | d Object | connect with the Science Data Server and
Function) | Server performs the query.
E.6.1 | Request EcDsSci | Sybase/S | CtLib The SDSRV breaks down the Query object
0 Metadata enceData | QS and translates it into a sequence of calls to
Server the inventory database. Resultant rows are
converted into data granules, each with their
metadata extracted from the database.
These results are packaged and returned to
the Query client.
E.6.1 | Inspect EcPIPRE | EcDsSci | Distribute | Editor checks the granule’s metadata
1 Granule ditor_IF enceData | d Object | attributes (type, version, file size and
Value Server temporal range), to establish job
Parameters dependencies. References to desired
granules are packaged in the BTS DPR.
E.7.1 | Startup DAAC EcPIWb GUI DAAC Planner invokes the Planning
Planning Operator workbench. While already running within the
Workbench | - Planner DAAC Desktop, the planner double clicks on
the Planning Workbench icon.
E.7.2 | Create a DAAC EcPIWb GUI Planner interacts with Planning Workbench
Plan Operator GUI to create a plan which contains a DPR
- Planner for the BTS PGE.
E.7.3 | Create DPR | EcPIWb EcDpPrd | rpc The Production Planning Workbench sends
obMgmt to DPS the DPRID, a list of predecessor
DPRs, and whether the DPR is waiting for
external data.
E.8.1 | Submit EcDpPrJ | Autosys JIL The DPR (containing BTS PGE) in updated
DPRs obMgmt plan are submitted, to Autosys.
E.9.1 | Release Job | EcPIWb EcDpPrd | rpc Planning tells the Job Manager to release the
obMgmt job containing BTS, using the appropriate
input granules.
E.9.2 | Force Start EcDpPrJ | event_da | rpc Job containing BTS is released.
Job obMgmt | emon
E.9.3 [ Initiate Job event_da | EcDpPrE | comman | The job containing the BTS begins
Processing emon M d line processing.
E.9.4 | Connectto EcDpPrE | EcDsSci | Distribute | Processing begins a session with the
SDSRV M enceData | d Object | SDSRYV by connecting, in order to acquire
Server the BTS PGE. The correct SDSRV is

determined by using the Granule UR of the
PGE granule, which is defined in the
Production plan and is part of the DPR. This
is pertinent if there are multi-SDSRVs in use
at one DAAC in one mode.

3-184

313-CD-006-007



Table 3.7.8.3-1.

Component Interaction Table:

ASTER On-Demand Production

(6 of 11)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

E.9.5 | Add PGE EcDpPrE | EcDsSci | Distribute | PRONG establishes the data context of the
granule’s M enceData | d Object | session with the SDSRV by adding the PGE
UR to Server granule’s UR to the ESDT
Session ReferenceCollector.

E.9.6 | Retrieve EcDsSci | Sybase/S | CtLib SDSRV completes establishing the data
Granule enceData | QS context by retrieving the metadata for the
Metadata Server requested PGE granule from the
from Sybase/SQS database. The metadata for
Inventory the PGE granule is passed back to the

reference objects for each granule.

E.9.7 | Acquire EcDpPrE | EcDsSci | Distribute | DPS requests granules by submitting an
Data M enceData | d Object | Acquire request for the PGE granule. The

Server Acquire request is for a ftpPush of all
granules in the ESDT ReferenceCollector.
This request is synchronous, meaning that
the return of the submit call of the request
contains the results of the request. This
means that the response is not sent until the
PGE granule files have been ftp'ed to the
DPS disks. This request asks for no
distribution notice to be emailed. The
Acquire request structure is hard-coded.

E.9.8 | Create EcDsSci | EcDsStSt | Distribute | SDSRV creates Staging Disk for the

Staging Disk | enceData | agingDis | d Object | metadata file, which allocates space and
Server kServer passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the SDSRV configuration.
The amount of staging disk to request is
determined by the size of the metadata file.

E.9.9 | Create EcDsSci | EcDsSci | Distribute | The SDSRYV creates a file containing the
Metadata enceData | enceData | d Object | PGE granule’s metadata before passing to
file Server Server Distribution.

E.9.1 [ Distribute EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data

0 Granules, enceData | ributionS | d Object | Distribution. The request includes, for each
Synchronou | Server erver granule, a reference to the metadata file as
S well as all data files. Other parameters from

the Acquire request are passed to DDIST.
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Table 3.7.8.3-1.

Component Interaction Table:

ASTER On-Demand Production

(7 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.9.1 | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
1 Staging Disk | ributionS | agingDis | d Object | files in the archive. This allocates space and
erver kServer passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.
E.9.1 | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the
2 Retrieve ributionS | rchiveSer | d Object | PGE granule file that is archived. This
erver ver results in the file being staged to read-only
cache disks. This means that all files
needed to fulfill the distribution request are
on disk, and ready to be copied. The correct
archive object to request is determined from
the information provided by the SDSRV in
the distribution request. This returns
references to the files in the read-only cache.
E.9.1 | Link files to EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only
3 Staging Disk | ributionS | agingDis | d Object | cache into the staging disk.
erver kServer
E.9.1 | Copy filesto | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
4 Staging Disk | ributionS | agingDis | d Object | SDSRV’s Staging Disk into the staging disk.
erver kServer
E.9.1 | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager
5 Files ributionS | pDisServ | d Object | for ftp Pushes via a Resource Manager
erver er Factory. The correct resource manager is
determined from the Media Type handed to
the resource factory (ftpPush, in this case).
The correct ftp Server is determined from
configuration within the resource factory. The
files, host, location, username and password
are all determined from the information
provided in the original Acquire request.
E.9.1 | ftp Files EcDsStFt | Operating | ftp The EcDsStFtpDisServer performs the actual
6 pDisServ | System ftp ftp of the PGE files via the Operating System
er daemon ftp Daemon to the DPS.
(EcDpPrE
M)
E.10. | Connectto EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV
1 SDSRV M enceData | d Object | by connecting. The correct SDSRV is
Server determined by using the Granule UR of the

input granule. This is pertinent if there are
multi-SDSRVs in use at one DAAC in one
mode.
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Table 3.7.8.3-1.

Component Interaction Table:

ASTER On-Demand Production

(8 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.10. | Add PGE EcDpPrD | EcDsSci | Distribute | PRONG establishes the data context of the
2 granule’s M enceData | d Object | session with the SDSRV by adding the input
UR to Server granules (1 AST_L1B and 1 AST_ANC) to
Session the session. The Granule UR of the input
granule is added to the ESDT
ReferenceCollector. Note that this sequence
is performed for each input granule, one at a
time.
E.10. | Retrieve EcDsSci | Sybase/S | CtLib SDSRV completes establishing the data
3 Granule enceData | QS context by retrieving the metadata for the
Metadata Server requested granule from the Sybase/SQS
from database. The metadata for each granule is
Inventory passed back to the reference objects for
each granule.
E.10. | Acquire EcDpPrD | EcDsSci | Distribute | DPS requests granules by submitting an
4 Data M enceData | d Object | Acquire request for those granules. The
Server Acquire request is for an ftpPush of all
granules in the ESDT ReferenceCollector.
This request is synchronous, meaning that
the return of the submit call of the request
contains the results of the request. This
means that the response is not sent until the
granule files have been ftp'ed to the DPS
disks. This request asks for no distribution
notice to be emailed. The Acquire request
structure is hard-coded.
E.10. | Create EcDsSci | EcDsStSt | Distribute | SDSRYV creates Staging Disk for metadata
5 Staging Disk | enceData | agingDis | d Object | files, which allocates space and passes back
Server kServer a reference to that disk space. The
reference to the Staging Disk is determined
from the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.
E.10. | Create EcDsSci | EcDsSci | Distribute | For each granule referenced in the Acquire
6 Metadata enceData | enceData | d Object | request, the SDSRV creates a file containing
file Server Server the granule’s metadata before passing to
Distribution.
E.10. | Distribute EcDsSci | EcDsDist | Distribute | SDSRV submits a request to Data
7 Granules, enceData | ributionS | d Object | Distribution. The request includes, for each
Synchronou | Server erver granule, a reference to the metadata file as
S well as all data files. Other parameters from

the Acquire request are passed to DDIST.
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Table 3.7.8.3-1.

Component Interaction Table:

ASTER On-Demand Production

(9 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.10. | Create EcDsDist | EcDsStSt | Distribute | DDIST creates Staging Disk for the granule
8 Staging Disk | ributionS | agingDis | d Object | files in the archive. This allocates space and
erver kServer passes back a reference to that disk space.
The reference to the Staging Disk is
determined from the information passed by
the SDSRYV in the distribution request, which
was the SDSRYV configuration. The amount
of staging disk to request is determined by
the size of the metadata file.
E.10. | STMGT EcDsDist | EcDsStA | Distribute | DDIST requests that STMGT retrieve the
9 Retrieve ributionS | rchiveSer | d Object | granule file that is archived. This results in
erver ver the file being staged to read-only cache
disks. This means that all files needed to
fulfill the distribution request are on disk, and
ready to be copied. The correct archive
object to request is determined from the
information provided by the SDSRYV in the
distribution request. This returns references
to the files in the read-only cache.
E.10. | Link files to EcDsDist | EcDsStSt | Distribute | DDIST links the files from the read-only
10 Staging Disk | ributionS | agingDis | d Object | cache into the staging disk.
erver kServer
E.10. | Copy filesto | EcDsDist | EcDsStSt | Distribute | DDIST copies the metadata files from the
11 Staging Disk | ributionS | agingDis | d Object | SDSRV’s Staging Disk into the staging disk.
erver kServer
E.10. | ftpPush EcDsDist | EcDsStFt | Distribute | DDIST now creates the Resource manager
12 Files ributionS | pDisServ | d Object | for ftp Pushes via a Resource Manager
erver er Factory. The correct resource manager is
determined from the Media Type handed to
the resource factory (ftpPush, in this case).
The correct ftp Server is determined from
configuration within the resource factory. The
files, host, location, username and password
are all determined from the information
provided in the original Acquire request.
E.10. | ftp Files EcDsStFt | Operatin | ftp The EcDsStFtpDisServer performs the actual
13 pDisServ | g System ftp of the files via the Operating System ftp
er ftp daemon to the DPS.
daemon
(EcDpPr
DM)
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Table 3.7.8.3-1. Component Interaction Table: ASTER  On-Demand Production

(10 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

E.11. | Request EcDpPrE | EcDsSci | Distribute | DPS gets the metadata configuration file of
1 Metadata M enceData | d Object | the output data’'s ESDT (AST_04). Data type

Configuratio Server and version are from PDPS database,

n File correct client name is from configuration file.
E.11. | Run PGE EcDpPrR | PGE<BT | comman | BTS is executed. Output files are placed in
2 unPGE S> d line the output directory. The directory path is

established by using a root, which was
established by configuration, and the specific
directory by the job id. This disk root is
cross-mounted by DPS, SDSRYV and
STMGT. This is to ensure that they are
directly available to the DSS, for archival.

E.12. | Get DSS UR | EcDpPrD | EcloAdS | Distribute | If the DSS UR for this output data type is not
1 M erver d Object | already known in the PDPS database, DM
searches the Advertiser for a
“GetQueryableParameters” service for the
desired output data type. This is
accomplished via the
loAdApprovedSearchCommand class. Since
the Advertiser is based on a replicated
database, no specification is required to
select the proper Advertiser. The local one is

used.
E.13. | Connectto EcDpPrD | EcDsSci | Distribute | PRONG begins a session with the SDSRV
1 SDSRV M enceData | d Object | by connecting.

Server
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Table 3.7.8.3-1.

Component Interaction Table: ASTER  On-Demand Production

(11 of 11)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
E.13. | Request EcDpPrD | EcDsSci | Distribute | PRONG requests that the newly created files
2 Data Insert M enceData | d Object | for the AST_04 granule are inserted into the
Server Data Server. An Insert request, containing

the names of the files comprising the
granule, is created for each granule. The
structure of the Insert Request is hard-coded.
SDSRYV validates metadata and determines
the archived names of the files. Note that
these inserts occur one granule at a time.

E.13. | STMGT EcDsSci | EcDsStA | Distribute | SDSRYV requests that the files are archived.

3 Store enceData | rchiveSer | d Object | The archive server must be able to read the

Server ver inserted files directly from the DPS disks that

they are residing on. The correct archive
object to request is determined by the
Archive ID input during ESDT installation.

E.13. | Adding a EcDsSci | Sybase/S | CtLib The validated metadata is parsed and added

4 Granule to enceData | QS to the inventory of the SDSRV.

Inventory Server
E.14. | Trigger EcDsSci | EcSbSub | Distribute | Upon successful insertion of AST_04 the
1 Event enceData | Server d Object | AST_04:Insert event is triggered. The
Server correct subscription server is determined

from the SDSRYV configuration. The correct
events to trigger are determined from the
events file, where they were stored when the
ESDT was installed in the Data Server.
Provided with the event triggering is the UR
of the inserted granule.

E.14. | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database

2 Subscription | Server determining which subscriptions need to be

S activated, or fired. Each query “hit” is an

activated subscription and executes
independently.

E.15. | Send EcSbSub | Science e-mail The SBSRYV notifies the Science User that

1 Notification Server User the AST_04 granule is available. The UR of

the granule is passed in the notification to the
user, along with a reference to the
subscription that is being fulfilled.

3.7.9 ASTER Simplifi ed Exp edited Data Support Thread

This thread shows how the ECS supports a simplified version elliggd data suppt

3.7.9.1 ASTER Simplified Expedited Data Support Thread Inter action Diagr am -
Domain Vie w

Figure 3.7.9.1-1 depicts the ASTER Simplified Expedited Data Supperadtion.
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Figure 3. 7.9.1-1. ASTER Simpl ified E xpedited Dat a Support Interaction Diagram

3.7.9.2 ASTER Simplified Expedited Data Support Thread Interaction Table -
Domain Vie w

Table 3.7.9.2-1 provi the Inteaction - Donain View: ASTER Simplified Expedited Data.

Table 3.7.9.2-1. Interaction Tabl e - Domain View:
ASTER Simplified Expedited Data (1 of 3)

Step Event | Interface | Interface | Data Step Description
Client Provider | Issues Precondi-
tions
F.1 Get INS 10S None None Upon startup, Ingest gets the
SDSRV SDSRV URs for each data type in its
URs database.

3-191 313-CD-006-007



Table 3.7.9.2-1. Interaction Tabl e - Domain View:
ASTER Simplified Expedited Data (2 of 3)

Step Event Interface | Interface Data Step Description
Client Provider | Issues Precondi-
tions
F.2 Subscri | DAAC SBSRV None None The DAAC User Services
be User Representative places a subscription
Services for the Science User to be notified
Represe when the AST_EXP is available.
ntative
F.3 Polling INS directory | None Entire step | When system is started, Ingest
is really a begins polling a directory, looking for
preconditio | files that meet the following
n. standard: *.EDR.XFR, in the pre-
configured directory.
F.4 Copy EDOS directory | None EDOS EDOS copies the Expedited Data
Files knows the and metadata files to the directory
host and which Ingest is polling.
directory to
place files.
F.5 Request | INS DSS 1 AST_EXP Ingest inserts the new ASTER
Data AST E | ESDT Expedited granule into the Data
Insert XP @ Server.
16.6MB
F.6 Trigger | DSS SBSRV None None Upon successful completion of
Event insertion of ASTER Expedited Data,
the AST_EXP:Insert event is
triggered.
F.7 Notificat | SBSRV Email None The Email Email Parser is notified, via email,
ion Parser Parser has | that new ASTER Expedited Data is
Gateway a valid available. The notification contains
email the UR of the new AST_EXP
address. granule.
F.8 Inspect | Email DSS None None Search archives based on UR to
Parser obtain metadata information.
Gateway
F.9 Send Email MSS None None Send Expedited Data Set Notice to
EDN Parser Notificati the MSS notification service (ASTER
Gateway | on Email Header Handler) for inclusion
Service of the header information.
F.10 | Forward | MSS ASTER None None MSS sends the EDN to the ASTER
EDN Notificati | GDS GDS.
on
Service
F.11 | Send ASTER MSS None None The ASTER GDS sends a request to
EDR GDS Notificati retrieve Expedited Data.
on
Service
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Table 3.7.9.2-1. Interaction Tabl e - Domain View:
ASTER Simplified Expedited Data (3 of 3)

Step Event Interface | Interface Data Step Description
Client Provider | Issues Precondi-
tions
F.12 | Forward | MSS Email None None MSS forwards the Expedited Data
EDR Notificati | Parser Request to the Email Parser
on Gateway Gateway after stripping the header
Service information.
F.13 | Acquire | Email DSS None None The Email Parser Gateway makes
Parser an acquire request on behalf of the
Gateway ASTER GDS to obtain the necessary
data granules from DSS. The
acquire can be for an ftp push.
F.14 | ftp/push | DSS ASTER None None The data granules are transferred to
data GDS the ASTER GDS via ftp Push.

3.7.9.3 ASTER Simplified Expedited Data Support Thread Component

Table

Interaction

Table 3.7.9.3-1 proviess the Component Intaction: ASTER Simplified Expedited Data.

Table 3.7.9.3-1. Component Interaction Table: ASTER  Simplifi ed Exp edited Data

(1 0of5)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.1.1 | Get SDSRV EcinReq | EcloAdS | Distribute | Upon startup, Ingest Request Manager
URs from Mgr erver d Object | requests the SDSRV URs for each data
I0S type in its database.
F.2.1 | Startup DAAC EcSbGui | Xterm DAAC User Services Representative
SBSRV GUI User invokes SBSRV GUI application.
Services
Represen
tative
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Table 3.7.9.3-1. Component Interaction Table: ASTER  Simplifi ed Exp edited Data

(2 of 5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

F.2.2

Create &
Submit
Subscription
from GUI

DAAC
User
Services
Represen
tative

EcSbGui

Xterm

DAAC User Services Representative
represents him/herself as the Science User.
The DAAC Operator brings up the GUI and
clicks button to create new subscription. A
list of events is then displayed from which
the op can choose to subscribe. DAAC
Operator selects the AST_EXP:Insert Event
for subscription. Only one action (besides
notification) is available from the SBSRV at
this time. FtpPush as a distribution
mechanism is input via a GUI button. Other
parameters required for FtpPush, including
the Science User’s host name, target
directory, ftp user name, and ftp password,
are input via the GUI.

F.2.3

Submit
Subscription

EcSbGui

EcSbSub
Server

Distribute
d Object

Submit a subscription with ftp action to the
Subscription Server. This is accomplished
with the EcClSubscription interface class.
The correct SBSRV is determined via a
Server UR, declared in configuration.

F.2.4

Store a
Subscription

EcSbSub
Server

Sybase

CtLib

Subscription is stored in the Sybase
Database.

F.3.1

Ingest Polling

EcinPolli
ng

Polling
Directory

ftp

Ingest begins polling the configured
directory. It periodically looks for files
named *.EDR.XFR. The polling periodicity
is determined from a configuration file. The
mask of the file to look for is determined
from the configuration by the Notify Type of
the data provider in the Ingest database.

F.4.1

EDOS
Copies Files

EDOS

Polling
Directory

ftp

EDOS ftp’s the ASTER Expedited Data to
the predetermined directory. Location,
directory, username and password are as
per the ASTER-ECS ICD.

F.5.1

Polling
Detects Files

EcInPolli
ng

Polling
Directory

ftp

Ingest Polling detects files matching the
* EDR.XFR masks.

F.5.2

Send
Request

EcinPolli
ng

EcinReq
Magr

Distribute
d Object

Auto Ingest process copies the .EDR file
into the Ingest remote directory and sends a
Create Request rpc to the Request Manger.
The data source (EDOS), defined on
startup, is passed to the Ingest Request
Manager.

F.5.3

Granule
Process
Request

EcIinReq
Mgr

EcIinGran

Distribute
d Object

Ingest Request Manager packages the
request into granules and sends them to the
Ingest Granule Server.
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Table 3.7.9.3-1. Component Interaction Table: ASTER  Simplifi ed Exp edited Data

(3 0f5)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.5.4 | Connectto EcinGran | EcDsSci | Distribute | Upon detecting an ASTER Expedited data
SDSRV enceData | d Object | file, Ingest begins a session with the
Server SDSRYV by connecting. The correct SDSRV
is determined during EcInRegMgr startup,
from Advertising, based on the data type.

F.5.5 | Request EcinGran | EcDsSci | Distribute | Ingest requests the metadata configuration
Metadata enceData | d Object | file (MCF) for the data being inserted. The
Configuration Server data types being inserted are derived from
File the Ingest Request messages sent by the

Polling server.

F.5.6 | Validate EcinGran | EcDsSci | Distribute | After building a metadata file for the CPF

Metadata enceData | d Object | granule, Ingest asks SDSRYV to validate the
Server metadata, based on the granule’s data type.

F.5.7 | Request Data | EcInGran | EcDsSci | Distribute | Ingest requests that the received files for the

Insert enceData | d Object | AST_EXP are inserted into the Data Server.

Server An Insert request, containing the names of

the files comprising the Expedited Data
granule, is created. The structure of the
Insert Request is hard-coded in the granule
server process. SDSRYV validates metadata
and determines the archived names of the
files.

F.5.8 | STMGT EcDsScie | EcDsStA | Distribute | SDSRV requests that the Expedited Data is
Store nceData | rchiveSer | d Object | archived. The archive server reads the

Server ver inserted files directly from the Ingest staging
disks that they are residing on. The correct
archive object to request is determined by
the Archive ID input during ESDT
installation.

F.5.9 | Adding a EcDsScie | Sybase/S | CtLib The validated metadata is parsed and
Granule to nceData | QS added to the inventory of the SDSRV.
Inventory Server

F.6.1 | Trigger Event | EcDsScie | EcSbSub | Distribute | Upon successful insertion of AST_EXP

nceData | Server d Object | granule, the AST_EXP:Insert event is

Server triggered. The correct subscription server is
determined from SDSRYV configuration. The
correct events to trigger are determined
from the events file, which was populated
during ESDT installation. Provided with the
event triggering is the UR of the inserted
granule.

F.6.2 | Retrieve EcSbSub | Sybase CtLib SBSRYV queries the Sybase database
Subscriptions | Server determining which subscriptions need to be

activated, or fired. Each query “hit” is an
activated subscription and executes
independently.
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Table 3.7.9.3-1.

Component Interaction Table: ASTER  Simplifi ed Exp edited Data

(4 of 5)

Step Event Interface | Interface | Interface Description

Client Provider Mech.

F.7.1 | Send EcSbSub | Email e-mail The SBSRYV notifies the Email Service that

Notification Server Service an AST_EXP granule and associated signal
file is available. The UR of the granule is
passed in the notification to the user, along
with a reference to the subscription that is
being fulfilled.

F.7.2 | Store the EcCsEM | Emall Sendmail | The ASTER Email Parser Gateway stores
Email ailParser | Service script the notification as a text file in a configurable
notification directory location using a Sendmail script. A

reference to this script is available in the
/etc/mail/aliases file.

F.8.1 | Parse EcCsEM | Unix File | System The ASTER Email Parser Gateway uses the

notification ailParser | System calls EDN packager functionality to open the
notification text file and reads the contents.
It then parses the contents and recovers the
Granule UR included in the notification.

F.8.2 | Connectto EcCsEM | EcDsSci | Distribute | The Email Parser Gateway then begins a
SDSRV ailParser | enceData | d Object | session with the SDSRV by connecting. The

Server correct SDSRYV is determined by using the
Server UR embedded in the Granule UR.

F.8.3 | Inspect EcCseEM | EcDsSci | Distribute | The Email Parser Gateway queries the
Granule ailParser | enceData | d Object | SDSRYV for the metadata related to the
Information Server granule specified in the notification received

from the SBSRV using the inspect interface
provided by the SDSRYV client library. Using
this information the Gateway composes an
EDN.

F.9.1 | Send EDN EcCsEM | Email Key The ASTER Email Parser Gateway sends

ailParser | Service Mechani | the EDN to the MSS ASTER Email
sm Notification Service by using a configurable

Email address.

F.10. | Add Header | ASTER Email Sendmail | The MSS Header Handler adds a pre-

1 Filter.pl Service script defined header to the EDN that it received

from the ASTER Email Parser Gateway.

F.10. | Forward EDN | MSS Email Key The MSS Header Handler forwards the EDN

2 Email Service Mechani | to the ASTER GDS using a configurable

Header sm Email address specified in the ICD.
Handler
F.11. | Send EDR ASTER Emalil Key Upon receiving the EDN, an operator at the
1 GDS Service Mechani | ASTER GDS prepares an EDR and sends it
sm to the MSS Email Notification service via
email using a configurable address. The
operator includes the Granule UR of the
Expedited Data Set that he wishes to
acquire in the EDR.
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Table 3.7.9.3-1. Component Interaction Table: ASTER  Simplifi ed Exp edited Data

(5 0f 5)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.11. | Strip Header | ASTERR | Email Sendmail | The MSS Header Handler strips the header
2 cvFilter.pl | Service script from the EDR that it received from the
ASTER GDS.

F.12. | Forward EDR | MSS Emalil Key The MSS Header Handler forwards the EDR
1 Email Service Mechani | to the ASTER Email Parser Gateway using

Header sm an Email address.

Handler
F.12. | Store EDR EcCsEM | Emall Sendmail | The ASTER Email Parser Gateway stores
2 ailParser | Service script the EDR as a text file in a configurable

directory location using a Sendmail script. A
reference to this script is available in the
/etc/mail/aliases file.

F.12. | Parse EDR EcCsEM | Unix File | System The ASTER Email Parser Gateway opens
3 ailParser | System calls the notification text file and reads the
contents. It then parses the contents and
recovers the Granule UR included in the

natification.
F.13. | Connectto EcCseEM | EcDsSci | Distribute | The Email Parser Gateway then begins a
1 SDSRV ailParser | enceData | d Object | session with the SDSRV after connecting.
Server The correct SDSRYV is determined by using

the Server UR embedded in the Granule
UR. This is pertinent if there are multi-
SDSRVs in use at one DAAC in one mode.

F.13. | Acquire EcCsEM | EcDsSci | Distribute | The Email Parser submits an Acquire
2 ailParser | enceData | d Object | request for the granule. The Acquire
Server request is an FTP Pull of all granules in the

ESDT Reference Collection.

3.7.10 ASTER Routine Processing Pl anning Thread

Thread Description
This threxd illustraes how to peform ASTER procssing.
Thefollowing systen fundiondity is exercisel in this thred:

e Thecapability to routindy proess ASTER d&a.

Thread Pr econditions

The PDPS database, the ScierbData Serer, the Subscription Semvethe Production Request
Editor, the Job Management Seer, Autosys, and the Planning Workimh must be up and
running. Input granules must beaslable on the Sciere Deta Serer. The original Production

3-197 313-CD-006-007



Request must already beepent in the PDPS DBSSI&T musthavesetup the ASTER ACT
PGE as a datacseduled PGE.The data typefoAST_L1B must be set up as non-routine.

3.7.10.1 ASTER Routine Processing Planning Thread Inter action Diagr am

Figure 3.7.10.1-1 depicts the ASTER Routine Processing Planningdinber.

/> SDSRV DB

G.2 Run script

G.3 Returntimes

/v

G.8 Query for each input
daatype PDPS [B

G.4 Initiate ASTER processing G.10 Ouer for PCE ouputs
G.1 Ingest ASTERtape G.12 Create activate plan Quety P

G.6 Read datatypegranues
INS V G.11 Write DPRs

G.5 Submit subgription

\j G.13 Create DPRJobfor each job

= Distibuted Obiect(rpc, CiLib) G.7 Determine data to be predicted @

) HMI (GUI, Xterm, commandl G.9 Premre ganules& geneate DPR
—> ftp

# emal (or otherasnoted) SBSRV

Double line - Synchronous
-->» emal (or otherasnoted) M
Dashed - Asynchronous G.14 PHacejobsin Autosys

Figure 3. 7.10.1-1. ASTER Routine P rocessing P lanning Inter action Diagr am

3.7.10.2 ASTER Routine Pro cessing P lanning Int eraction Tabl e - Domain View

Table 3.7.10.2-1 proves the interation Domain View: ASTER Routine Processing Planning
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Table 3.7.10.2-1. Interaction T able - Domain View:

ASTER Routine Processing Planning (1 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions

G.1 Ingest DAAC INS ASTER The ASTER PGE | The tape is provided
ASTER Ops - Level 1 must be set up as | by the ASTER
tape processing | a data scheduled | instrument team.

is not PGE. The data
performed | type AST_L1B
at ECS. must be set up as
non-routine.
G.2 Run script DAAC SDSRV Data Tape must be Script queries for time
Ops- DB provided by | successfully range needed for
ASTER ingested. Production Request
tape.

G.3 Return SDSRV DAAC Data Tape must be This start and stop
times DB Ops - provided by | successfully time range is needed

ASTER ingested. by the PLS Production
tape. Request Editor.

G4 Initialize ad | DAAC PLS The The Production Ad hoc reprocessing is
hoc Ops - original Request Editor initiated by the
reprocessin | Productio Production | must be up and Production Planner.

g n Planner Request running.
must be
known and
accessible.

G.5 Submit PLS SBSRV Input The Subscription | Subscriptions must be
subscriptio granules Server must be submitted individually
n must be up and running. for each data type.

available.

G.6 Read data | PLS PDPS The The DB must be | All the data type
type DB original up and running. granules for the
granules Production selected input data

Request and time range must
must be be read.

present in

the DB.

G.7 Determine | PLS PLS The None Data is predicted to
data to be original substitute for data that
predicted Production is missing from the

Request PDPS DB.
must be

missing

data.

G.8 Query for PLS SDSRV None The Science Each query is based
each input Data Server must | on a time range.
data type be up and

running.

3-199

313-CD-006-007



Table 3.7.10.2-1. Interaction T able - Domain View: ASTER Routine Pro cessing

Planning (2 of 2)
Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions
G.9 Prepare PLS PLS None DCE must be up | Match each SDSRV
granules and running. granule with a PDPS
and DB granule and then
generate resume normal
DPR processing.
G.10 | Query for PLS SDSRV None DCE must be up | If these outputs are
PGE output and running. there, skip generating
the current DPR to
avoid re-generating
output products.
G.11 | Write PLS PDPS None The DB must be | The DPR(S) is written
DPR(s) DB up and running. to the DB normally.
G.12 | Create and | DAAC PLS None The Production The plan is created
activate Ops - Request Editor and activated
plan Productio and the Planning | normally.
n Planner Workbench must
be up and
running.
G.13 | Create a PLS DPS None DCE mustbe up | The DPR job for each
DPR job for and running. DPR is created
each DPR normally.
G.14 | Place jobs | DPS DPS None Autosys must be | The jobs are placed in
in Autosys up and running. Autosys normally.
3.7.10.3 ASTER Routine Processing Planning Component Inter action Tabl e

Table 3.7.10.3-1 proves the Component Intaction: ASTER Routine Processing Planning

Table 3.7.10.3-1. Component Inter action Tabl e:
ASTER Routine Processing Planning (1 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

G.1.1 | Ingest DAAC EcinGUI GUI The tape is provided by the
ASTER Ops ASTER instrument team.
tape

G.2.1 | Run script DAAC SDSRV DB | shell script Script queries for time range

Ops (currently needed for Production
unnamed) Request

G.3.1 | Return SDSRV DAAC Ops | shell script This start and stop time range
times DB (currently is needed by the PLS

unnamed) Production Request Editor.
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Table 3.7.10.3-1. Component Inter action Tabl e:
ASTER Routine Processing Planning (2 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

G.4.1 | Start DAAC EcPIPREdit | GUI The Production Request Editor
Production | Ops — or_IF is started normally.

Request Productio
Editor n Planner

G.4.2 | Initiate DAAC EcPIPREdit | GUI The Production Planner
request for | Ops — or_IF initiates the reprocessing
Production | Productio request.

Requestto | n Planner
be
reprocessed

G.4.3 | Change PR | DAAC EcPIPREdit | GUI The Production Planner

type Ops — or_IF changes the PR type from
Productio Routine to Ad Hoc
n Planner Reprocessing.

G.4.4 | Save DAAC EcPIPREdit | GUI The Production Planner saves
Production | Ops — or_IF the Production Request under
Request Productio a new, unique name.

n Planner

G.5.1 | Submit EcPISubM | EcSbSubS | Distributed The subscriptions are
subscriptio | gr erver Object submitted for each data type
n individually.

G.6.1 | Readdata | EcPIPREd | PDPSDB | CtLib All of the data type granules
type itor_IF for input data and time range
granules are read.

G.7.1 | Determine | EcPIPREd | PDPS DB CiLib This determination is based on
data to be itor_IF the data missing in the PDPS
predicted DB.

G.8.1 | Query for EcPIPREd | EcDsScien | CtLib These queries are based on a
each input | itor_IF ceDataServ time range.
data type er

G.9.1 | Inspect and | ECPIPREd | EcPIPREdit | CilLib Each SDSRV granule is
match itor_IF or_IF matched with a PDPS DB
granules granule.

G.9.2 | Generate EcPIPREd | EcPIPREdIit | CtLib The DPS(s) are generated.
DPR(s) itor_IF or_IF

G.10.1 | Query for | EcPIPREd | EcDsScien | Distributed If these outputs are there, skip
PGE output | itor_IF ceDataServ | Object generating the current DPR to

avoid re-generating output
er products.

G.11.1 | Write EcPIPREd | PDPS DB CiLib The DPR(s) are written to the
DPR(s) to itor_IF DB.

DB
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Table 3.7.10.3-1. Component Inter action Tabl e:
ASTER Routine Processing Planning (3 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.
G.12.1 | Shutdown | DAAC EcPIPREdit | GUI The Production Planner shuts
Production | Ops — or_IF down the Production Request
Request Productio Editor.
Editor n Planner
G.12.2 | Start up DAAC EcPIWb GUI The Production Planner starts
Planning Ops — up the Planning Workbench.
Workbench | Productio
n Planner
G.12.3 | Select DAAC EcPIWb GUI The Production Planner
Production | Ops - selects a Production Request
Request Productio and creates a plan.
and create | n Planner
a plan
G.12.4 | Activate DAAC EcPIWb GUI The Production Planner
the plan Ops - activates the plan.
Productio
n Planner
G.13.1 | Create a EcPIWb EcDpPrJob | Distributed A DPR job is created for each
DPR job for Mgmt Object DPR.
each DPR
G.14.1 | Jobs EcDpPrJo | Autosys rpc (COTS) The job can now be runin
placed in bMgmt Autosys.
Autosys
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3.8 Planning Scena rio

3.8.1 Planning S cenario Description

This scenario shows all the planniagd any proessing thrads (including re-processingof a
daa processing reuest) thet gpply to dl instrument senarios whid utilize the ECS planning
and data preessing functions. Theghreads apply to the MODIS arAISTER scendos.

3.8.2 Planning S cenario Preconditions

There are no oerall preconditions, howesr, appli@ble peconditions are npvided fa each
thread. Theollowing threadsare supplerantal to the basic @pations of the PDPS whichear
illustrated in the MODIS and ASTER senarios. The point of thee scenarios is to illustrate
different twistsin the interactions tha were not speified in theMODIS and ASTER sceaios.
Each of thefollowing scenaos was dedloped to highlighta specific part of the overl
functionality for the purpo® of clarification. Therefore, tbre is no flow btween these
individud threads in this doament and no thred letters identified with these threals except
where thread groups are shownin this section (i.e. the Resaer Planning Group, €h SSAP
group and the Metath group. Thread desriptions indicate where thes threads would
logically apply in the MODIS and ASTER scearios. This threadapplication would not
necessaly beadirectpatchinto the senaio, but is a reprsentation of thgeneal expansion of
that scenario. Some spefic modification may be neded fo a given spcific senaio.
Individual thread peconditions a identified with ach thred.

3.8.3 Planning S cenario Partitions
ThePlanning Senario has leen partitioned into thefollowing threads:

e Resouce Planning Group - This Group consists of the Ground Events Jokedtirand té
Resource Planning Téad:

e Ground Events Job (Thread A) - This thread illustrates how a groeweént marks a
resourceas unavailable for aspedied time

e Resouce Planning (Thread B) - This thread illustrates a means to géher a set of
resoures to be used by Resaer Planning.

e Science Sftware Archive Package- The Sience Sftware Archive Package(SSAP) thread
is a precondition for the MDIS Sceario (Section 3.5) and the ASTER Scenaio
(Section 3.7), and hagén m@rtitioned into the following sub-threads:

e SSAP Inseation (Thread A) - This sub-thred illustrates how anew SSAPIs inseted
into theData Sever.

e SSAP Update (Thread B) - This sub-thrad illustraes hav an existing SSAPIn the
Data Serer can be update.

e Archive PCGE Execuable TAR File (Thread C) - This thred illustrates the
archiving of a PGE exeautable tar file, and is implenented at the time of PGE
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registration. This thread wouldalso follow the SSAP Insertion Thredd) if no
update takes pte.

e Metadata Quey for Dynamic Input Granules - This thread is neded to deéerminethe
inputsto DPRs which use time dependent granules gayo) kased on a rtadata gery,
and is patitioned into thefollowing sub-threds:

e Dynamic Granule Curently Available (Threal A) - This thred illustraes wha
happens whea dynamic ganule is carently awailable from the SenceData Sever.

e Dynamic Granule Available in the Future (Thread B) - This thred illustraes whet
happens whea dynamic ganule is not cuently availabé but will be availald in the
future from the Sence Data Server.

e Metadata Based Ativation - This thread illustraes theactivation (run/no rum of a DPR
basedon a metedatavaue, and taks plae befaoe the MDIS Standard Production Témd
(Section 3.5.5) and bare the “Activate Plan"step(C.8) of the ASTER Backward Changing
Thread (SectioB.7.6).

e Ad Hoc Reprocessimg - This thread illustrates how to mggessa DPR without affecting
previously processl jobs. This thread would applafter the MODIS Standard Prodtion
Thread(Section 3.5.5) or thASTER On-Demand Prodtion Thread (Section 3.7.8).

e Delete DPR - This threadillustrates the detion of a DPR job, and would appéfter tre
MODIS Failed PGE Handling Thael (Section 3.5.6).

3.8.4 Ground E vents Jobs Thread (Thread A)

This thread illustrates how aaund event marks a&sourceasunavailable for a specifiedtime.
A ground event is composed @ start time, duration, and@souce.

This thread appés  anyresouce exeptAutosys.
Thefollowing systen fundiondity is exercisel in this thred:

e The capbility to recognizealready allocatedesources identified by a grod event
job, and to not schedule additional jobs using resmes aleady coveed by an
existing ground event job for that grouedent dur#don.

Thread Precorditions

The PDPS database, ResmiPlanning, Autosys, and the Job Mgement Serer mustall be up
and running.

The Planning Workbeal cannot le up.

3.8.4.1 Ground Events Job s Thread Interaction Di agram - Domain Vi ew
Figure 3.8.4.1-1 depicts the GrouBdents Jobs Thaal Inteaction - Donain View.
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Figure 3. 8.4.1-1. Ground Events Jobs Thread
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Interaction Di agram - Dom ain View

3.8.4.2 Ground Events Job s Thread Interaction T able - Dom ain View

Table 3.8.4.2-1 provigs the Ground Eents Jobs Threddteraction - Domain \iew.

Table 3.8.4.2-1. Interaction Tabl e - Domain View: Ground Events Jobs (1 of 2)

Step Event Interface | Interface | Data Issues Step Description
Client Provider Preconditions
Al Create the DAAC PLS The Resource The Production Planner
ground event | Ops - resources to | Planning must | uses Resource Planning to
Productio be allocated | be up and allocate given resources in
n Planner for the running. a ground event. The
ground Planning Workbench is
event must brought up.
be known.
A2 Perform PLS PLS None None The Production Planner
planning performs planning in the
normal fashion.
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Table 3.8.4.2-1. Interaction Tabl e - Domain View: Ground Events Jobs (2 of 2)

Step Event Interface | Interface | Data Issues Step Description
Client Provider Preconditions
A3 Activate Plan | PLS DPS The ground | The Planning A ground event
event Workbench message is sent along
message and the Job with the DPRs in the
includes a Management plan.
resource ID, | Server must
a start time, | be up and
and running.
duration.
A4 Processes DPS DPS None The Job The ground event job
ground event Management is processed.
job Server must
be up and
running.

3.8.4.3 Ground Events Job s Thread Component Interaction Tab

le

Table 3.8.4.3-1 provigs the Ground Eents Jobs Threddteraction.

Table 3.8.4.3-1. Component Interaction Table: Ground  Events Jobs (1 of 2)

Step Event Interface | Interface Interface Description
Client Provider Mech.

All Create the DAAC EcPIRpR | GUI The Production Planner uses
ground Ops - e Resource Planning to allocate
event Productio given resources in a ground

n Planner event.
(Operator
)

A2.1 Create plan DAAC EcPIWb GUI The Production Planner creates a
Ops - plan in the normal fashion.
Productio
n Planner

A.2.2 Submit plan DAAC EcPIWb GUI The Production Planner submits
Ops - the plan in the normal manner.
Productio
n Planner

A.3.1 | Activate EcPIWb | EcDpPrJ | Distributed A ground event message is sent
Plan obMgmt | Object along with the DPRs in the plan, if

any.

A4l EcDpPrJ | EcDpPrJ | Internal This newly created job must have

obMgmt | obMgmt the same name as the ground
event job.

A.4.2 | Job starts EcDpPrG | EcDpPrG | Internal The DPS Ground Event job
running E E begins to run.
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Table 3.8.4.3-1. Component Interaction Table: Ground  Events Jobs (2 of 2)

Step Event Interface | Interface Interface Descript ion
Client Provider Mech.
A.4.3 | Job looks up | EcDpPrG | Sybase CtLib The DB lookup is accomplished
resource E using the primary key.
A.4.4 | Setthe field | EcDpPrG | Sybase CtLib By setting the DB field
onLineState | E onLineState to the value offLine,
to offLine further use of that resource is

eliminated until either the job
wakes up or is killed.

A.4.5 | Job sleeps EcDpPrG | EcDpPrG | Internal The resource(s) allocated by the
for the E E ground event remains allocated
duration for the duration of the ground
time of the event.
ground
event

A.4.6 Set the field | EcDpPrG | Sybase CtLib When either the job wakes up, or
onLineState | E if the job is killed, the DB field
to onLine onLineState is reset to onLine.

3.8.5 Resource Planning Thr ead (Thread B)
This thread illustraes ameans to géhe a sd of resource to beusal by Resouce Planning.
This threxd applies to dl instruments.
Thefollowing systen fundiondity is exercised in this thred:
e The capability to obtan from MSS abasdine configurdion file of resources and

resoure desciptions.

Resouce Planning Thread Precorditions

A directory must hawbeencreated to house theaselineconfiguration file. The PDPSDB must
be up and running. The MSS CM servenust be on-line. Tivoli, configured to support the
Baseline Managr/Resoure Planning interfae, must be running on the MSS sarvthe MSS
CM server and th Planning workstationResourceéPlanning must be running.

3.8.5.1 Resource P lanning Thread Interaction Diagram - Domain V. iew

Figure 3.8.5.1-1 depicts the ResmeiPlanning Int&ction Diagam - Donain View.
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3.8.5.2 Resource P lanning Thread Interaction Table - Domain V

Table 3.8.5.2-1 provies the - Domain \@w: Resoure Planning.

ftp

Dashed.

Distributed Object(rpc, CtLib)
HMI (GUI, Xtem, conmand)

email (or otherasnoted
Double line -
email (or otherasnoted

B.2 Reguest resource
onfiguration file

B.3 Send resource
configuration file

.
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Figure 3. 8.5.1-1. Resourc e Planning Int eraction Diagram - Domain View

iew

Table 3.8.5.2-1. Interaction Tabl e - Domain V iew: Resource Pl anning (1 of 2)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step

tions

Precondi-

Description

B.1

Fetch baseline

DAAC Ops

Production
Planner

PLS

The
baseline
date must
be known.

The

running.

Resource
Editor must
be up and

The Production Planner
performs the baseline fetch
steps using the Resource
Planner.

B.2

Request
resource
configuration
file

PLS

MSS

None

Tivoli,

Baseline

Planning
must be

the MSS
server.

configured to
support the

Manager/
Resource

running on

The resource configuration
file is provided via Tivoli.

IF,

3-208

313-CD-006-007



Table 3.8.5.2-1. Interaction Tabl e - Domain V iew: Resource Pl anning (2 of 2)

Step Event Interface | Interface Data Step Descript ion
Client Provider Issues Precondi-
tions
B.3 Send MSS PLS None The MSS Several Tivoli jobs and an
resource and CM XRP-II script are run.
configuration servers
file must be up
and running.
B.4 Notify MSS DAAC None GUL: A registered Production
operator Ops - Resource Planner can browse the
Productio Editor and Tivoli messages to verify
n Planner the MSS status of the planned
server must | resource.
be up and
running.

3.8.5.3 Resource P lanning Thread Component Interaction T  able
Table 3.8.5.3-1 provies the Component Intaction: ResourePlanning

Table 3.8.5.3-1. Component Interaction Table: Resource Pl

anning (1 of 3)

Step Event Interface Interface | Interface Descript ion
Client Provider Mech.

B.1.1 Bring up the DAAC Ops - |EcPIRpRe |GUI The Production Planner brings up
Resource Production the Resource Definition screen of
Definition screen |Planner the Resource Planner.

B.1.2 [Click the Fetch DAAC Ops - |EcPIRpRe |GUI The Production Planner selects
Baseline button | Production the Fetch Baseline button.

Planner

B.1.3 Enter baseline DAAC Ops - |EcPIRpRe |GUI The Production Planner enters the

date Production baseline date and clicks OK.
Planner

B.2.1 Start Tivoli EcPIRpRe Tivoli command |Tivoli starts a Tivoli client process.
process line “tivoli”

B.2.2 Invoke EcPIRpRe Tivoli command |The PLS Resource Editor starts a
get_resource_co line job in a Tivoli task library. The
nfig job “wrunjob” |command passes the name of the

library and job, the user specified
configuration date for the
baseline, and a Resource
Planning code (RP) to be used in
conjunction with notification of job
status.
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Table 3.8.5.3-1. Component Interaction Table: Resource Pl  anning (2 of 3)
Step Event Interface Interface | Interface Descript ion
Client Provider Mech.
B.3.1 Issue “resplan” wrunjob Tivoli command |Tivoli invokes the XRP-II resplan
data request line script on the MSS CM server,
“resplan” |forwarding the baseline date and
notification code as arguments.
B.3.2 Send resplan resplan wrunjob command |XRP-Il extracts from the Baseline
data XRP-II line Manager database records
“wrunjob” [tagged as planning resources that
are part of the baseline having
status of production and in effect
at the site on the requested job
date. Using this data, it creates
resource configuration records in
a well-defined format, prefixes
them with an informational
message, and makes them
available to Tivoli via standard
output for delivery to resource
planning.
B.3.3 Send resplan resplan wasync Tivoli XRP-II signals the Tivoli Sentry
signal Tivoli command |module when resplan has
command |processed the data request. The
line signal employs a special code and
“wasync” |contains a status message. The
code, used by Sentry to determine
what action to take, contains the
base string GRC_for_ followed by
the RP notification code that had
been passed as an argument to
resplan.
B.3.4 Store resource wrunjob Tivoli Command | Tivoli writes the formatted data
configuration file line XRP-II placed on the standard

output into a file named
/usr/ecs/OPS/CUSTOM/data/PLS/
ResPlan/resource_config.dat on
the PLS workstation.
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Table 3.8.5.3-1. Component Interaction Table: Resource Pl  anning (3 of 3)

Step Event Interface Interface | Interface Descript ion
Client Provider Mech.
B.4.1 Issue notification | Tivoli DAAC Ops [Tivoli In response to a GRC_for_RP
- sentry signal, a Tivoli Sentry monitor
Production [ monitor produces a popup window for all
Planner users logged onto the PLS

workstation who have a Tivoli
client process running and are
registered to receive GRC_for_RP
notices. The window displays the
status message from resplan
together with some ancillary
information. The monitor also
writes the status message and
ancillary information to the Tivoli
Sentry-log notice group.

B.4.2 Browse notices DAAC Ops - |Tivoli GUI Planners registered as Tivoli
Production administrators who subscribe to
Planner the Sentry-log notice group can

view a chronological list of
GRC_for_RP messages by
clicking on their Tivoli desktop
Notices icon and selecting the
Sentry-log group.

3.8.6 Science Software Archive Package Thread - SSAP Insertion (Thread A)
This sub-thred illustraes how anew SSAP is insged into theData Sever

This thred effedts dl instruments.

Thefollowing systen fundiondity is exercisel in this thred:
e Thecapability to inset a SSAP into thdata Sever

Thread Precorditions

The following serves/servies must be up and runningcien@ Dat Server the Advertising
Server, and Stage Mangement.

The SSAP Editor must be up and running and the added SSAP should iappeavindow of
the “main” tab.
3.8.6.1 Science Software Archive Package Insertion Thread Interaction Diagram -
Domain Vie w

Figure 3.8.6.1-1depictsthe Sciege Softwae Archive Pakagelnsertion Inteaction - Domain
View.
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DAAC
ops 2... — Distributed Ohied (rpc, CiLib)
w2 M1 (GUI, Xterm, command)
A.l Enter SSAP dda —> fp
. % email (or otherasnoted)

*

° .
‘.. ““ Double line - Synchronous
* . - - email (or otherasnoted)

-
.

A.6 Displayinsertionmessag Dashed - Asynchronous

.
.
.
»

A 4 Insert AP and SSAP components
A.2 Get Data Qrver UR

A.5 Retun UR of SSAP

——(soskv_

A.3 UR for Data $rver
IOS/ADV

Figure 3. 8.6.1-1. SSAP Diagram - Domain View

3.8.6.2 Science Software Archive Package Insertion Thread Interaction Table -
Domain Vie w

Table 3.8.6.2-1 depis the Inteaiction Tabé - Domain Viev: SSAP Insertion.
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Table 3.8.6.2-1. Interaction Tabl e - Domain View: SSAP Insertion

Step Event Interface | Interface Data Step Description
Client Provider Issues Precon-
ditions
Al Enter SSAP |DAAC Ops |AITTL The SSAP [None The SSIT Operator enters the
data - SSIT data to be science software archive package
Operator entered data.
must be
known.

A.2 Get Data AITTL IOS/ADV |None The IOS |[The Science Data Server

Server UR Advertisin | universal reference is requested
g Server |from the Advertising Server.
must be
up and
running.

A3 UR for Data |IOS/ADV |AITTL None The IOS |The Science Data Server
Server Advertisin [ universal reference is provided by

g Server [the Advertising Server.
must be

up and

running.

A4 Insert AP and |AITTL SDSRV None The The AP and SSAP components
SSAP Science |are inserted into the appropriate
components Data Science Data Server.

Server
specified
by the UR
is up and
running.

A5 Return UR of |SDSRV AITTL None The The UR of the SSAP granules is
SSAP Science |returned by the Science Data
granules Data Server.

Server
specified
by the UR
is up and
running.

A.6 Display AITTL DAAC None None The Science Data Server insertion
insertion Ops- SSIT message is displayed to the SSIT
message Operator Operator.

3.8.6.3 Science Software Archive P ackage Insertion Thr ead Component

Interaction Tabl e

Table 3.8.6.3-1 depis the Sciere Softwae Archive Packge Component Intaction- SSAP
Insertion.
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Table 3.8.6.3-1.

Component Interaction Table: S SAP Insertion (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.
Al1l Select SSIT DAAC Ops - | EcCDpALSS |GUI The SSIT Operator brings up the
Manager: Tools: |SSIT APGui SSAP Editor.
Data Server: Operator
SSAP Editor
Al.2 Click on Create DAAC Ops - | EcCDpALSS |GUI The SSIT Operator clicks on the
button SSIT APGui Create button.
Operator
A.l.3 Enter name of the | DAAC Ops - | ECDpAtSS |GUI The SSIT Operator enters the name
SSAP in the first [SSIT APGui of the SSAP in the first field.
field Operator
Al4 Enter the SSAP | DAAC Ops - | ECDpAtSS |GUI The SSIT Operator enters the SSAP
version in the SSIT APGui version in the second field.
second field Operator
A.1l5 Click OK DAAC Ops - | EcCDpALSS |GUI The SSIT Operator clicks on OK.
SSIT APGui
Operator
A.1.6 Click on File List |DAAC Ops - | ECDpAtSS | GUI The SSIT Operator clicks on the File
tab SSIT APGui List tab.
Operator
Al.7 Click on File Type [ DAAC Ops - | ECDpALSS |GUI The SSIT Operator clicks on the File
button SSIT APGui Type button.
Operator
A.1.8 Choose one DAAC Ops - | EcCDpALSS |GUI The SSIT Operator chooses one
menu item SSIT APGui menu item.
Operator
A.1.9 Select a file(s) DAAC Ops - | ECDpAtLSS |GUI The SSIT Operator selects a file or
from the left SSIT APGui files from the left window.
window Operator
A.1.10 |Click the Add DAAC Ops - | EcCDpALSS |GUI The SSIT Operator clicks on the add
Arrow SSIT APGui arrow.
Operator
A.1.11 |Click on Metadata | DAAC Ops - | ECDpAtSS [GUI The SSIT Operator clicks on the
tab SSIT APGui Metadata tab.
Operator
A.1.12 |Change values as | DAAC Ops - | ECDpAtSS |GUI The SSIT Operator changes the
necessary & click |SSIT APGui values as necessary and clicks OK.
OK Operator
A.1.13 |Click the Edit DAAC Ops - | EcCDpALSS |GUI The SSIT Operator clicks the Assoc
Assoc Collections | SSIT APGui Collections button.
button Operator
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Table 3.8.6.3-1.

Component Interaction Table: S SAP Insertion (2 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.1.14 | Enter a short DAAC Ops | EcDpAtS | GUI The SSIT Operator enters a short
name of an - SSIT SAPGuUI name of an existing ESDT.
existing ESDT Operator

A.1.15 | Enter the DAAC Ops | EcDpAtS | GUI The SSIT Operator enters the
version - SSIT SAPGuUI version.

Operator
A.1.16 | Click OK DAAC Ops | EcDpAtS | GUI The SSIT Operator clicks on OK.
- SSIT SAPGuI
Operator
A.1.17 | Click Done DAAC Ops | EcDpAtS | GUI The SSIT Operator clicks on Done.
- SSIT SAPGui
Operator

A.1.18 | Select Metadata | DAAC Ops | EcDpAtS | GUI The SSIT Operator selects the

tab: Save - SSIT SAPGuUI Metasave pulldown Save option.
Operator

A.1.19 [ Select Main tab: | DAAC Ops | EcDpAtS | GUI The SSIT Operator selects the Main

Submit - SSIT SAPGuUI tab Submit option.
Operator
A21 Get Data Server | ECDpAtSS | EcloAdS | Distribute | The Science Data Server universal
UR APGuI erver d Object reference is requested from the
Advertising Server.
A3.1 Data Server UR | EcloAdSer | EcDpAtS | Distribute | The Science Data Server universal
ver SAPGuI d Object reference is provided by the
Advertising Server.
A4l Insert AP EcDpAtSS | EcDsSci The AP is inserted into the
APGui enceData | guU| appropriate Science Data Server.
Server

A4.2 Insert SSAP EcDpAtSS | EcDsSci | Distribute | The SSAP components are inserted

components APGui enceData | d Object into the appropriate Science Data
Server Server.

A5.1 UR of SSAP EcDsScien | EcDpAtS | Distribute | The UR of the SSAP granules is
granules ceDataSer | SAPGui d Object returned by the Science Data Server.

ver

A.6.1 Display insertion | ECDpAtSS | DAAC GUI The Science Data Server insertion
message APGui Ops- message is displayed to the SSIT

SSIT Operator.
Operator

3.8.7 SSAP Update Thread (Thread B)
This sub-thred illustraes how a existing SSAP in théaa Sever can beupdeated.
This threxd effects dl instruments.

Thefollowing systen fundiondity is exerciseal in this thred:
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e The capbility to update an existing SSAP in the Data Server
SSAP Update Thread Precorditions

The following serves/servies must be up and runnin@ata Serve, the Adwertising Serverand

Storage Managment.

For the SSAP Update thread, an SSAP must hagadirben inserted into the &@a Serer.

3.8.7.1 SSAP Update Thread Interaction Diagram - Domain View

Figure 3.8.7.1-1 depicts the SSAP Updatec@ldrineraction - Domain View.

DAAC
Ops

B.2 Get Data &ver UR

a,

",

B.1 Enter SSAP updae daa

*

'w
L]
----------
-

Distributed Objed (rpc, CtLib)
HMI (GUI, Xtem, command)
ftp

email (or otherasnoted)
Doubleline - Synchronous
email (or otherasnoted)
Dashed - Asynchronous

B.6 Insert and updae daa

B.5 Current metadaa
B.7 UR of updated granules

B.3 Data Serer UR

Figure 3. 8.7.1-1. SSAP Update Interaction Diagram - Domain View

3.8.7.2 SSAP Update Thread Interaction Table - Domain View

Table 3.8.7.2-1 proviegs the SSAP Update Intsstion - Domain \Véw.
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Table 3.8.7.2-1. Interaction Tabl e - Domain View: SSAP Update

Step Event Interface | Interface Data Step Preconditions Description
Client Provider | Issues

B.1 Enter DAAC Ops | AITTL The A science software The SSIT Operator
SSAP - SSIT SSAP archive package enters the SSAP
update Operator update (SSAP) must have update data.
data data already been

must be [ inserted into the

known. Science Data
Server. The SSAP
editor must be up
and running and the
inserted SSAP
should appear in the
window of the Main
tab.

B.2 GetData | AITTL IOS/ADV | None The IOS Advertising | The UR of the correct
Server UR Server must be up Science Data Server

and running. is requested from the
Advertising Server.

B.3 Data I0S/ADV AITTL None The IOS Advertising | The UR of the correct

Server UR Server must be up Science Data Server
and running. is provided by the
Advertising Server.
B.4 Get AITTL SDSRV None The correct Science | Request the
metadata Data Server must be | previously inserted
up and running. (current) SSAP
metadata from the
Science Data Server.

B.5 Current SDSRV AITTL None The correct Science | The Science Data

metadata Data Server must be | Server provides the
up and running. previously inserted
(current) metadata.

B.6 Insertand | AITTL SDSRV None The correct Science | New data is inserted
update Data Server must be | into the Science Data
data up and running. Server, and existing

data is updated in the
Science Data Server.

B.7 UR of SDSRV AITTL None The correct Science | The Science Data
updated Data Server must be | Server returns the
granules up and running. UR of the updated

granules.

B.8 Display AITTL DAAC None None The Science Data
insertion Ops - Server insertion
message SSIT message is displayed

Operator to the SSIT Operator.

3.8.7.3 SSAP Update Thread Component Interaction Tab le
Table 3.8.7.3-1 proves the SSAP Update Component Intgi@n.
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Table 3.8.7.3-1. Component Interaction Table: S SAP Update (1 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
B.1.1 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the
existing Ops - SAPGuUI existing SSAP in the Main display.
SSAP in SSIT
the Main Operator
display
B.1.2 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the
the Ops - SAPGuUI Metadata tab.
Metadata SSIT
tab Operator
B.1.3 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the
the Ops - SAPGuUI Algorithm Version field and enters a
Algorithm SSIT new version. This new version must
Version Operator be different from the existing version
field &
enter a
new
version
B.1.4 Update any | DAAC EcDpAtS | GUI The SSIT Operator updates any
other fields | Ops - SAPGuUI other fields that he wishes to change
you wish to | SSIT at this point. A new Associated
change Operator Collection can be added here by
clicking on the Assoc Collection
button and following the steps
described in Creating an SSAP.
B.1.5 Click Save | DAAC EcDpAtS | GUI The SSIT Operator click on Save
Ops - SAPGuUI before he leaves the Metadata tab.
SSIT
Operator
B.1.6 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the File
the File List | Ops - SAPGuI List tab to set up new SSAP
tab SSIT components.
Operator
B.1.7 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the file
the File Ops - SAPGuI Type button to select the additional
Type SSIT SSAP component to manipulate. If
button Operator the file type already exists, the
existing information is acquired from
the Science Data Server.
B.1.8 Choose DAAC EcDpAtS | GUI The SSIT Operator chooses one of
one of the Ops - SAPGuI the menu items.
menu items | SSIT
Operator
B.1.9 Select DAAC EcDpAtS | GUI The SSIT Operator selects file(s)
file(s) from | Ops - SAPGuI from the left window to add to the
the left SSIT component.
window Operator

3-218 313-CD-006-007



Table 3.8.7.3-1. Component Interaction Table: S SAP Update (2 of 2)

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

B.1.10 | Click the DAAC EcDpAtS | GUI The SSIT Operator clicks on the Add
Add Arrow | Ops - SAPGuUI Arrow button to add the files. They
button SSIT appear in the right window because

Operator they are now part of that SSAP
Component.
B.1.11 | Click Main | DAAC EcDpAtS | GUI The SSIT Operator clicks on Main to
Ops - SAPGuUI get back to the Main tab.
SSIT
Operator

B.1.12 | Onthe DAAC EcDpAtS | GUI The SSIT Operator clicks on Submit
Main tab, Ops - SAPGuUI to send the new SSAP to the
click SSIT Science Data Server.

Submit Operator

B.2.1 Get Data EcDpAtS | EcloAdS | Distribute | The UR of the correct Science Data

Server UR | SAPGui erver d Object | Server is requested from the
Advertising Server.

B.3.1 Data EcloAdS | EcDpAtS | Distribute | The UR of the correct Science Data

Server UR | erver SAPGuUI d Object | Server is provided by the Advertising
Server.

B.4.1 Get EcDpAtS | EcDsSci | Distribute | Request the previously inserted

metadata SAPGuUI enceData | d Object | (current) SSAP metadata from the
Server Science Data Server.

B.5.1 Current EcDsSci | EcDpAtS | Distribute | The Science Data Server provides

metadata enceData | SAPGui d Object | the previously inserted (current)
Server metadata.

B.6.1 Insert new | ECDpAtS | EcDsSci | Distribute | New data is inserted into the Science
Archive SAPGui enceData | d Object | Data Server.

Package Server
(AP)

B.6.2 Insert EcDpAtS | EcDsSci | Distribute | New SSAP components are inserted
SSAP SAPGuUI enceData | d Object | into the Science Data Server.

Server

B.6.3 Update old | EcDpAtS | EcDsSci | Distribute | Existing data is updated in the
component | SAPGui enceData | d Object | Science Data Server.
S Server

B.7.1 UR of EcDsSci | EcDpAtS | Distribute | The Science Data Server returns the
updated enceData | SAPGui d Object | UR of the updated granules.
granules Server

B.8.1 Display EcDpAtS | DAAC GUI SSAP successfully inserted into the
insertion SAPGuUI Ops - Data Server message is displayed to
message SSIT the SSIT Operator.

Operator
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3.8.8 Archive PGE Executable TAR File Thre ad (Thread C)
This thred illustraes thearciving of aPGEexecutable tar file.
This threxd effeds dl instruments.
Thefollowing systen fundiondity is exercisel in this thred:

e Thecapability to archive aPGEexeautable tar file.

Thread Precorditions

The following serves mustbe up and running: the Data Senrer, the Adertising Server,and
StorageManagment. The PGE egcuble ESDT must have ke installed on the &a Serer.
A PGE execudble metadat file must have bencreated. The PGE must beefined in the PDPS
database v the sciece updat tool.

3.8.8.1 Archive PGE Executable TAR File Thread Int eraction Diagram - Domain
View

Figure 3.8.8.1-1 depicts the &rive PGE Egrcutable AR File Inter&tion - Domain View.

DIAAC — buted Oby b
Distribut jed (rpc, CtLi
OpS .. jed (rp )
T, ""') HMI (GUI, Xterm, commard)
. n..... H ftp
S ..’x % email (or otherasnoted)
* Doubleline - Synchronous
. C.1 Enter PGEdata - = email (or otherasnated)
C6 Dislay UR Dashal - Asynchronous

e
ay
.
----------

C.4 Insert PGE

C.5 Reurn UR \

~~——(spsrv
C.3 UR for Data Serer -

C.2 Get UR br Data ®rver

Figure 3. 8.8.1-1. Archive PGE Execut able TAR File Interaction Diagram -
Domain Vie w

3.8.8.2 Archive PGE Execut able TAR File Thread Interaction Table - Domain View
Table 3.8.8.2-1 provies the Achive PGE Exeutable TAR Inéraction - Domain View.
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Table 3.8.8.2-1. Interaction Tabl e - Domain View: Archive PGE Executable Tar File

Step Event Interface | Interface Data Step Preconditions Descript ion
Client Provider | Issues
ci1 Enter PGE |DAAC Op |AITTL The PGE |The PGE executable The SSIT Operator
data - SSIT tar file must have been enters the PGE data.
Operator informatio | installed on the data
n must be |server. A PGE
known. executable metadata file
must have been
created. The PGE must
be defined in the PDPS
DB.
Cc.2 Get UR for [AITTL IOS/ADV [None The IOS Advertising This is a request for
Data Server Server must be up and |the specific Science
running. Data Server that is
housing the data.
C.3 UR for Data |IOS/ADV |AITTL None The IOS Advertising The object address for
Server Server must be up and |the correct Science
running. Data Server is
provided by the
Advertising Server.
C4 Insert PGE [AITTL SDSRV None The correct Science The PGE is inserted
Data Server and into the proper
Storage Management Science Data Server.
must be up and running.
C5 Return UR  [SDSRV |AITTL None The correct Science The Universal
Data Server and Reference of the
Storage Management inserted PGE is
must be up and running. | returned.
C.6 Display UR |AITTL DAAC Op [None None The Universal
- SSIT Reference of the
Operator inserted PGE is

displayed to the SSIT
Operator.

3.8.8.3 Archiv e PGE Executab le TAR File Thread Component Inter action Tabl e

Table 3.8.8.3-1 provids the Achive PGE Exeutable TAR File Component Intsction -
Doman View.
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Table 3.8.8.3-1. Component Interaction Table: Arch

ive PGE Executabl e Tar File

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.
C.1.1 | Select DAAC EcDpAtM | GUI The SSIT Operator selects the Insert
Tools: Data | Ops - or Executable Tar File option.
Server: Ins SSIT
EXE TAR Operator
Cc.1.2 Enter for DAAC EcDpAtin | comman | The SSIT Operator enters the tar file
default: Ops - sertExeT | dline location.
.[I..Icfg/lEcD | SSIT arFile
pAtinsertEx | Operator
eTarFile.CF
G
C.1.3 Enter mode | DAAC EcDpAtin | comman | The SSIT Operator enters the mode.
Ops - sertExeT | dline
SSIT arFile
Operator
C.1.4 |Enter PGE DAAC EcDpAtins |command | The SSIT Operator enters the PGE
Name Ops - ertExeTar |line name.
SSIT File
Operator
C.15 Enter version |DAAC EcDpAtins [command |The SSIT Operator enters the version.
Ops - ertExeTar |[line
SSIT File
Operator
C.1.6 Enter the Top | DAAC EcDpAtins [command | The SSIT Operator enters the top-
level shell Ops - ertExeTar |[line level shell file name within the tar file.
filename SSIT File
within tar file |Operator
C.21 |[GetData EcDpAtins [ EcloAdSer | Distributed | This is a request for the specific
Server UR ertExeTar |ver Object Science Data Server that is housing
File the data.
C.31 Data Server |EcloAdSer | EcDpAtins | Distributed | The object address for the correct
UR ver ertExeTar |Object Science Data Server is provided by
File the Advertising Server.
C41 Insert PGE EcDpAtins [EcDsScie |Distributed | The PGE is inserted into the proper
ertExeTar |nceDataS |Object Science Data Server.
File erver
C51 Return PGE |EcDsScie |EcDpAtins |Distributed | The Universal Reference of the
UR nceDataS |ertExeTar |Object inserted PGE is returned.
erver File
C6.1 Display PGE |EcDpAtins [DAAC command | The Universal Reference of the
UR ertExeTar |Ops - line inserted PGE is displayed to the SSIT
File SSIT Operator.
Operator
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3.8.9 Metadata Quer y for Current Dynamic Input Gr anules (Thread A)

This threadillustrateswhathappgenswhen adynamic ganule is agilable fom the Science Data
Sever a acurrent timeof operaions.

3.8.9.1 Metadata Quer y for Current Dynamic Input Granules Interaction Diagram
- Domain View

Figure 3.8.9.1-1 depicts the Cent Dynamic Ganulelnteraction - Domain Viev.

= Distributed Cbied (rpc, CLib)

""') HMI (GUI, Xtem, command) SDSRV
—> ftp

% email (or otherasnoted)

Double line - Synchronous
- = email (or otherasnated)

Dashed - Asynchronous A.3 Query for dynamic granule

A.4 Update DB qLery statis

! ....h
»*" Al Creae ‘

Production
DAAC RG:]UGQ

Ops

(if query staus sucessful)

PDPS [B

A.2 Compare DR stop
time with current time

Figure 3. 8.9.1-1. Metadata Query for Current Dynamic Granul e
Interaction Diagram - Domain View

3.8.9.2 Metadata Query for Current Dynamic Input Gr anules Interaction Tabl e -
Domain Vie w

Table 3.8.9.2-1 provigs the Current Dyamic Granule Inteaction - Domain View.

Table 3.8.9.2-1. Interaction Tabl e - Domain View: Current Dynamic Granul e

(10f2)
Step Event Interface | Interface Data Step Descript ion
Client Provider Issues Precon-
ditions
Al Create a DAAC PLS None None The Production Planner creates

Production Ops - a Production Request.

Request Productio

n Planner
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Table 3.8.9.2-1. Interaction Tabl e - Domain View: Current Dynamic G ranule

(20f2)
Step Event Interface | Interface Data Step Description
Client Provider Issues Precon-
ditions

A2 Compare PLS PLS None None DPR stop time must be less
DPR stop than or equal to current time to
time with proceed with this scenario. If it
current time is not, this case becomes a

Dynamic Granule Available in
the Future Thread (see next
Thread).

A3 Query for PLS SDSRV None None Request the dynamic granule to
dynamic the Science Data Server is
granule based on metadata conditions.

A4 Update DB PLS PDPS None None The DB is updated only if
query status DB dynamic granule query was

successful. If the dynamic
granule query was
unsuccessful, the DPR is
deleted from the DB and an
error message is written to the
Production Request Editor
ALOG.

3.8.9.3 Metadata Query for Current Dynamic Input Granules Component

Interaction Tabl e - Domain View

Table 3.8.9.3-1 provis the Current Dyamic Granule Component Intaction.

Table 3.8.9.3-1. Component Interaction Table: Current Dyn

amic Granul e

Step Event Interface Interface | Interface Description
Client Provider Mech.

A.1.1 |Create a DAAC Ops - |EcPIPREd |GUI The Production Planner creates a
Production Production itor_IF Production Request by entering the
Request Planner start and stop time and clicking on the

“Save PR” button.

A.2.1 |Compare DPR [EcPIPREdito |ECPIPREd |None The DPR stop time must be less than
stop time with  |r_IF itor_IF the current time to proceed with this
current time scenario.

A.3.1 [Query for EcPIPREdito |EcDsScie |Distributed | The request for the dynamic granule
dynamic r_IF nceDataS |Object to the Science Data Server is based
granule erver on the metadata conditions.

A.4.1 |Update DB to EcPIPREdito |Sybase CtLib If query for dynamic granule was
indicate r IF successful, the DB is updated.
success

A.4.2 |[Delete granule |EcPIPREdito | Sybase CtLib If query for dynamic granule was
from DB r IF unsuccessful, the DPR is deleted.
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3.8.10 Dynamic Granul e Available in the Future Thread ( Thread B)

This threadillustrateswhat hapgenswhen a dynamic gnule is not cuently awailable but will

be available in thefuturefrom theSdence Data Saver.

3.8.10.1 Interaction Diagram - Domain View

Figure 3.8.10.1-1 depicts the Future Bymnc Granule Inteaction - Domain View.

Distributed Objed (rpc, CtLib)
HMI (GUI, Xtemm, commard)

ftp

email (or otherasnoted)
Double line - Synchronous
email (or otherasnoted)
Dashed - Asynchronous

B.1 Creat a Poduction
o Request ""treen, o

DAAC \

Ops

B.5 Query for granules

when thetimer expires

B.3 Creat ard sbore
thequey timer

query timer

B.2 Compare DR sbp

time with current ime

B.4 Peiodicaly monitor

Figure 3. 8.10.1-1. Future Dynamic G ranule Interaction - Domain Vi ew.

3.8.10.2 Future Dynamic Granul e Interaction Table - Domain View

Table 3.8.10.2-1 proves the Future DynamiGranuk Inteaction - DomairView.

Table 3.8.10.2-1. Interaction T able - Domain View: Dynamic Granule
Availabl e in the Future (1 of 2)

Step Event Interface | Interface | Data Issues Step Descript ion
Client Provider Preconditions
B.1 Create a DAAC Ops [PLS ESDTs must | The Production |The Production Planner
Production |- be installed. |Request Editor |creates a Production
Request Production SSI&T must [must be up and |Request.
Planner be running. The

completed PDPS DB must
on the PGE. |be up and
Input running.
granules
must be
available.
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Table 3.8.10.2-1. Interaction T able - Domain View: Dynamic Granule
Avalilabl e in the Future (2 of 2)

Step Event Interface | Interface | Data Issues Step Description
Client Provider Preconditions

B.2 Compare PLS PLS None The Production |The DPR stop time must
DPR stop Request Editor [be greater than the
time with must be up and | current time to proceed
current time running. The with this scenario.

PDPS DB must
be up and
running.

B.3 Create and |PLS PDPS DB |None The PDPS DB | The query timer is
store query must be up and |created and stored in
timer running. the DB timer table.

B.4 Periodically |PLS PDPS DB |None The PDPS DB | The query timer in the
monitor must be up and |DB timer table is
query timer running. periodically monitored.

B.5 Query for PLS SDSRV None The Science When the timer expires,
granule Data Server query for the granule
when timer must be up and |based on metadata
expires running. The conditions.

Subscription
Manager must
be up and
running.
B.6 Update DB [PLS PDPS DB |None The PDPS DB | The DB is updated only

must be up and
running.

if dynamic granule query
was successful. If the
dynamic granule query
was unsuccessful, the
DPR is deleted from the
DB and an error
message is written to
the Production Request
Editor ALOG.

3.8.10.3 Future Dyn amic Granule Interaction Component

Domain Vie w

Interaction Table -

Table 3.8.10.3-1 proves the Future DynamiGranuk Component Intecdion.
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Table 3.8.10.3-1. Component Inter action Tabl e: Dynami ¢ Granule

Availabl e in the Future

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.1.1 Create a DAAC EcPIPREd |GUI The Production Planner creates a
Production |Ops - itor_IF Production Request.
Request Production

Planner

B.2.1 Compare EcPIPREd |EcPIPREd |None The DPR stop time must greater than
DPR stop itor_IF itor_IF the current time to proceed with this
time with scenario.
current time

B.3.1 Create and |EcPIPREd | Sybase CtLib The query timer is created and stored
store the itor_IF in the DB timer table.
query timer

B.4.1 Periodically |EcPISubM [ Sybase CtLib The query timer in the DB timer table is
monitor or periodically monitored. Proceed when
query timer timer expires.

B.5.1 Query for EcPISubM |EcDsScie |Distribute | When the timer expires, query for the
granules or nceDataS |d Object [granule based on metadata conditions.

erver

B.6.1 Update DB |EcPIPREd |Sybase CiLib If dynamic granule query was
to indicate |itor_IF successful, update the DB with fresh
success granule information.

B.6.2 Delete EcPIPREd |Sybase CtLib If query for dynamic granule was
granule from [itor_IF unsuccessful, the granule is deleted
DB from the DB.

B.6.3 Log error EcPIPREd | EcPIPREd | None If query for dynamic granule was
message itor_IF itor_IF unsuccessful, an error message is

written to the Production Request
Editor ALOG.

3.8.11 Metadata Based Activation Thre ad

This thred illustraes theadivation (run/no run) of @GE job.
This threxd applies to dl instruments.

Thefollowing systen fundiondity is exerciseal in this thred:

e The capability to make a run/no run dcision baed oninformaion contaned in the
granule meadata.

Thread Precorditions

Thefollowing must bepresent in order to perform thighread: the SubscriptionManager mustbe
running,the PDPSdatabasenustbe up and running, ESDTs must be installed, SSI&T must be
completed on the PGE, PRs must have ledared, input gnules must be ailable, and the
Planning Workbench must be updarunning.
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3.8.11.1 Metadata Based Activation Thread Interaction Diagram - Domain View

Figure 3.8.11.1-1 depicts the Mestal Ba®d Activation Inteaction - Donain View.

=3 Distributed Cbied (rpc, CLib)
""') HMI (GUI, Xterm, command)
—> ftp

email (or otherasnoted)
Double line - Synchronous

4 Perfam metadta check
(While creating PGE pb)

Tt

3 Store information about

- = email (or otherasnated)
Dashed - Asynchronous daa and metadaa
PLS
/
2 Query for daa ?
and metadaa

5 Relkease BE job

1 Datarecept (If metachta check succeeed)

notific ation

DPS

Figure 3.8.11.1-1. Metadata Based Activation Inte raction Dia gram - Domain View

3.8.11.2 Metadata Based Activation Thread Interaction T able

Table 3.8.11.2-1 provas the Metadta Based Ativation Inteaction.

Table 3.8.11.2-1. Interaction T able - Domain View: Metadata Based A ctivation (1 of 2)

Step Event Interface | Interface Data Issues Step Description
Client Provider Preconditions
Data receipt |SBSRV PLS The data in The Science Data | A natification of the
notification guestion must Server must be | data receipt is sent.
have been up and running.
received by the The Science Data
Science Data Server has
Server. notified the
Subscription
Server with an
Event Trigger.
Query for data | PLS SDSRV None The Science Data | The data and the
and metadata Server must be accompanying
up and running. | metadata are
requested from the
Science Data Server.
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Table 3.8.11.2-1. Interaction T able - Domain View: Metadata Based A ctivation (2 of 2)

Step Event Interface | Interface Data Issues Step Description
Client Provider Preconditions
3 Store PLS PDPS DB |None The PDPS DB The information about
information must be up and |the data and the
about data running. accompanying
and metadata metadata is stored in
the PDPS DB.
4 Perform PLS PLS None None While creating the PGE
metadata job, a check is
values check performed on the
metadata values.
5 Release PGE |PLS DPS None The PGE job is The PGE job is
job released only if released.
the metadata
values check
succeeded.
3.8.11.3 Metadata Based Activation Thread Component Inter  action Tabl e

Table 3.8.11.3-1 proves the Metadta Based Ativation Component Interéion.

Table 3.8.11.3-1. Component Inter action Tabl e: Metadata B ased A ctivation

Step Event Interface | Interface | Interface Descript ion
Client Provider Mech.

1.1 Data receipt | EcSbSub | EcPISub | Distributed | A notification of the data receipt is
notification Server Mgr Object sent.

2.1 Query for EcPISub | EcDsSci | Distributed | The data and the accompanying
data and Mgr enceData | Object metadata are requested from the
metadata Server Science Data Server.

3.1 Store EcPISub | Sybase CtLib The information about the data
information Mgr and the accompanying metadata
about data is stored in the PDPS DB.
and
metadata

41 Perform EcPISub | EcPISub | None While creating the PGE job, a
metadata Mgr Mgr check is performed on the
check metadata values. If the check

identifies errors, the job is not
released and error messages are
logged.

5.1 Release EcPISub | EcDpPrJ | Distributed | The PGE job is released.

PGE job Mgr obMgmt | Object

3.8.12 Ad Hoc Reproces sing Thre ad

This thread illustrates how to neggessa DPR without affecting previously processed jobs.
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This threxd applies to dl instruments.
Thefollowing systen fundiondity is exerciseal in this thred:
e The capbility to receatea DPR without overwriting the original.

Thread Precorditions

The PDPS database, the Scierbata Serer, the Subscription Semyethe Production Request
Editor, the Job Managementr8er, and Autosys must be up and running. Inpaingites mushe
availableonthe Sciene Data Serer. The original Production Request must ablg be pesent
in thePDPS [B.

The Planning Workbeasi must be down.

3.8.12.1 Ad Hoc Reprocessing Thre ad Interaction Diagram - Domain View

Figure 3.8.12.1-1 depicts the Ad &lRepra@essing Inteaction - Donain View.

SDSRV
--...,... 6 Quety for eachinput
Gt pe PDPS [B

1 Initiate ad hocreprocessing }

9 Creat & actvate gan

3 Read daatype granules
5 write predicted data
8 Write DPRs

DAAC
Ops

=3 Distributed Obied (rpc, CiLib)

') HMI (GUI, Xtemm, command)
—> fip

% email (or otherasnoted)

Double line - Synchronous PLS
- = emalil (or otherasnated) 10 Creae DR job for eachDPR
Dashed - Asynchronous \
@

2 Submit subscription

SBSRV
11 Place pbsin Autosys

Figure 3. 8.12.1-1. Ad Hoc Reprocessing Int eraction D iagram - Domain View

4 Determine dada to bepredicted
7 Prepare garules & generate DPR

3.8.12.2 Ad Hoc Reprocessing Thre ad Interaction Tabl e - Domain View

Table 3.8.12.2-1 provas the Inteaction - Donain View: Ad Hoc Reproessing.
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Table 3.8.12.2-1.

Interaction T able - Domain View: Ad Hoc Reproc essing (1 of 2)

Step Event Interface | Interface Data Step Descript ion
Client Provider Issues Preconditions

1 Initialize ad DAAC PLS The original | The Production | The Production Planner
hoc Ops - Production | Request Editor | initiates ad hoc
reprocessing | Productio Request must be up reprocessing.

n Planner must be and running.
known and
accessible.
2 Submit PLS SBSRV Input The Subscriptions must be
subscription granules Subscription submitted individually for
must be Server must be | each data type. This
available. up and step does not normally
running. apply if a routine PR has
been entered.

3 Read data PLS PDPS The original | The DB must All the data type
type granules DB Production | be up and granules for the selected

Request running. input data and time
must be range must be read.
present in

the DB.

4 Determine PLS PLS The original | None Data is predicted to
data to be Production substitute for data that is
predicted Request missing from the PDPS

must be DB. This step does not

missing normally apply if a

data. routine PR has been
entered.

5 Write PLS PDPS None The DB must Write missing predicted
predicted DB be up and data to the DB, thus
data running. filling in the blank.

6 Query for PLS SDSRV None The Science Each query is based on
each input Data Server a time range.
data type must be up

and running.

7 Prepare PLS PLS None DCE must be Match each SDSRV
granules and up and granule with a PDPS DB
generate running. granule and then resume
DPR normal processing.

8 Write DPR(s) | PLS PDPS None The DB must The DPR(s) is written to

DB be up and the DB normally.
running.
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Table 3.8.12.2-1.

Interaction T able - Domain View: Ad Hoc Reproc essing (2 of 2)

Step Event Interface | Interface Data Step Descript ion
Client Provider Issues Preconditions
9 Create and DAAC PLS The None The plan is created and
activate plan | Ops - Planning activated normally.
Productio Workben
n Planner ch must
be
brought
up.

10 Create a PLS DPS None DCE must be up The DPR job for each
DPR job for and running. DPR is created normally.
each DPR

11 Place jobsin | DPS DPS None Autosys must be up | The jobs are placed in
Autosys and running. Autosys normally.

3.8.12.3 Ad Hoc Reprocessing Thread Component Interaction T

able

Table 3.8.12.3-1 proves the Component Intaction: Ad Hoc Repcessing.

Table 3.8.12.3-1. Component Inter action Tabl e: Ad Hoc Reprocessing (1 of 2)

Step Event Interface Interface Interface Mech. Descript ion
Client Provider

1.1 Start DAAC Ops - | EcPIPREdit | GUI The Production Request
Production Production or_IF Editor is started normally.
Request Editor | Planner

1.2 Initiate request | DAAC Ops - | EcPIPREdit | GUI The Production Planner
for Production Production or_IF initiates the reprocessing
Request to be Planner request.
reprocessed

1.3 Change PR DAAC Ops - | ECPIPREdIt | GUI The Production Planner
type Production or_IF changes the PR type from

Planner Routine to Ad Hoc
Reprocessing.

1.4 Save DAAC Ops - | EcPIPREdit | GUI The Production Planner
Production Production or_IF saves the Production
Request Planner Request under a new, unique

name.

2.1 Submit EcPIPREdit | EcSbSubS | Distributed The subscriptions are
subscription or_IF erver Object submitted for each data type

individually.

3.1 Read data type | EcPIPREdit | Sybase CtLib All of the data type granules
granules or_IF for input data and time range

are read.

4.1 Determine data | EcCPIPREdit | Sybase CtLib This determination is based
to be predicted | or_IF on the data missing in the

PDPS DB.
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Table 3.8.12.3-1.

Component Inter action Tabl e: Ad Hoc Reprocessing (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

51 Write predicted | EcPIPREditor | Sybase CtLib The missing data is filled in with
data _IF predicted data.

6.1 Query for each | EcPIPREditor | EcDsScien | CtLib These queries are based on a
input data type | _IF ceDataSer time range.

ver

7.1 Inspect and EcPIPREditor | EcPIPREdIt | CtLib Each SDSRV granule is
match granules | _IF or_IF matched with a PDPS DB

granule.

7.2 Generate EcPIPREditor | ECPIPREdit | CtLib The DP R(s) are generated.
DPR(s) _IF or_IF

8.1 Write DPR(s) to | EcPIPREditor | Sybase CtLib The DPR(s) are written to the
DB _IF DB.

9.1 Shut down DAAC Ops - GUI The Production Planner shuts
Production Production EcPIPREdit down the Production Request
Request Editor | Planner or_IF Editor.

9.2 Start up DAAC Ops - | EcPIWb GUI The Production Planner starts
Planning Production up the Planning Workbench.
Workbench Planner

9.3 Select DAAC Ops - | EcPIWb GUI The Production Planner selects
Production Production a Production Request and
Request and Planner creates a plan.
create a plan

9.4 Activate the DAAC Ops - | EcPIWb GUI The Production Planner
plan Production activates the plan.

Planner

10.1 | Create a DPR EcPIWb EcDpPrJob | DCE A DPR job is created for each
job for each Mgmt DPR.
DPR

11.1 | Jobs placed in | EcDpPrJobM | Autosys rpc (COTS) The job can now be run in
Autosys gmt Autosys.

3.8.13 Delete DPR Thread
This threxd illustraes theddetion of a DPR job.

This threxd applies to dl instruments.

Thefollowing systen fundiondity is exercisel in this thred:
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Thread Precorditions

The following must bepresent in order to perform this thrad: the Prodiction Request Editor
must be running, the PDPS database must be up and runningealmbManagment Serve
must be up and running.

3.8.13.1 Delete DPR Thread Interaction Diagram - Domain View

Figure 3.8.13.1-1 depicts thesldte DPR Inteaiction - Domain \ew.

Distributed Objed (rpc, CtLib)
HMI (GUI, Xtem, command)
ftp

email (or otherasnoted)
Doubleline - Synchronous
email (or otherasnoted)
Dashed - Asynchronous

PLS

2 G« list of available PRs

4 G¢ list of DPRs

6 Getcurentstate df seleced DPR
8 Delete DR from DB

PDPS [B

.
e
o
.
.
R

-...-.

DAAC
Ops

1 Initiate DPRddetion process
3 Sdect aProducdion Request
5 Sdect a DPR to be ddeted

7 Delete DPR fromAutosys

™~

DPS

Figure 3. 8.13.1-1. Delete DPR Interaction Diagram - Domain View

3.8.13.2 Delete DPR Thread Interaction Tabl e - Domain View

Table 3.8.13.2-1 proves the Inteaction - Donain View: Delete DPR.

Table 3.8.13.2-1. Interaction T able - Domain View: Delete DPR (1 of 2)

Step Event Interface | Interface | Data Step Descript ion
Client Provider | Issues Preconditions

1 Initiate DPR DAAC Ops [PLS None The Production The Production Planner
deletion - Request Editor initiates the deletion
process Production must be up and process.

Planner running.

2 Get list of PLS PDPS DB [None The DB must be up | The list of available PRs is

available PRs and running. obtained from the DB.
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Table 3.8.13.2-1. Interaction T able - Domain View: Delete DPR (2 of 2)

Step Event Interface | Interface Data Step Descript ion
Client Provider | Issues Preconditions

3 Select a DAAC Ops [PLS The The Production The Production Planner
Production - affected |Request Editor selects a specific Production
Request Production Productio | must be up and Request.

Planner n running.
Request
must be
known.

4 Get list of PLS PDPS DB [None The DB must be The list of DPRs for the PR is
DPRs up and running. obtained from the DB.

5 Select DPR to |DAAC Ops |PLS The DPR |The Production Each DPR to be deleted must
be deleted - to be Request Editor be selected individually.

Production deleted must be up and
Planner must be |running.
known.

6 Get current PLS PDPS DB [None The DB must be The current state of each DPR
state of up and running. to be deleted must be retrieved
selected DPR from the DB.

7 Delete DPR PLS DPS None Autosys must be | If selected DPR is also in
from Autosys up and running. Autosys, then the DPR must

be deleted from Autosys.

8 Delete DPR PLS PDPS DB [None The DB must be The selected DPR is deleted
from PDPS up and running. from the DB.

DB

3.8.13.3 Delete DPR Thread Component Interaction Table
Table 3.8.13.3-1 proves the Component Intaction: DeletdDPR.

Table 3.8.13.3-1. Component Inter action Tabl e: Delete DPR (1 of 2)

Step Event Interface | Interface Interface Description
Client Provider Mech.
11 Select DPR | DAAC EcPIPRE | GUI The Production Planner selects
list Ops - ditor_IF the DPR list tab from Production
Productio Request Editor main screen.
n Planner
1.2 Select DAAC EcPIPRE | GUI The Production Planner clicks on
Production | Ops - ditor_IF the Production Request box
Request Productio arrow.
pull-down n Planner
2.1 Get list of EcPIPRE | Sybase CtLib The list of available Production
available ditor_IF Requests is retrieved from the
PRs DB.
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Table 3.8.13.3-1. Component Inter action Tabl e: Delete DPR (2 of 2)

Step Event Interface | Interface Interface Description
Client Provider Mech.

3.1 Click on DAAC EcPIPREdi | GUI The Production Planner selects a
chosen Ops - tor_IF Production Request from those
Production Productio presented on the scrollable list.
Request n Planner

3.2 Click on DAAC EcPIPREdi | GUI The Production Planner clicks on the
Filter Ops - tor_IF Filter button.

Productio
n Planner

4.1 Get list of EcPIPRE | Sybase CtLib The list of DPRs related to the
DPRs ditor_IF chosen PR is retrieved from the DB.

51 Click on a DAAC EcPIPREdi | GUI The Production Planner selects a
Data Ops - tor_IF Data Processing Request from the list
Processing Productio presented.

Request n Planner
from the list
presented

5.2 Select Edit: DAAC EcPIPREdi | GUI The Production Planner selects the

Delete Ops - tor_IF Delete option from the Edit pulldown
Productio menu.
n Planner

6.1 Get current EcPIPRE | Sybase CtLib The current state of the selected DPR
state of DPR | ditor_IF is retrieved from the DB.

7.1 Delete DPR | ECPIPRE | EcDpPrJo | rpc (COTS) If the DPR is in Autosys, the DPR is
from ditor_IF bMgmt deleted from Autosys.

Autosys

8.1 Delete DPR | ECPIPRE | Sybase CtLib The DPR is deleted from the DB.
from PDPS ditor_IF
DB
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3.9. EDOS/FDS Ephemeris/Att itude Data Processing S cenario

3.9.1 EDOS/FDS Ephem eris/Attitude Data Processing Sc enario D escription

This senaio illustrates the ability to process orbit, #itude and gohemeris dda into toolkit
native format andHDF.

This senario effeds dl instruments.
Thefollowing systen fundiondity is exercised in this senaio:
e Ability to process EDOS Leel 0 ancillary daa
e Ability to process FDS (Flight Dynaics Systen) AM-1 attitude daa

3.9.2 EDOS/FDS Ephem eris/Attitude Data Processing Scenario  Preconditions

The input datamustbe availabke for EDOS to transfeto a disk aea fa Ingest to rad in the
corresponding fon. The following ESDTs ha/been inserted into the ECS:

e AMI1ANC (AM-1 Ancillary APIDx4)

AM1ATTNO (Preprocessed AM-1 Pldorm Attitude Data from LO in Netive format)

e AMI1ATTHO (Preprocessed AM-1 Pldorm Attitude Data from LO in HDF famat)

e AMI1EPHNO (Preproessed AML Platform Ephenmés Data fom LO in Native fomat)
e AMI1EPHHO (Preproessed AML Platform Ephenmés Data fom LO in HDF format)
e AMI1ATTF (Definitive Attitude Data from AM-1 ingested from theFDF)

e AMIATTNF (Preprocessal AM-1 Plaform Attitude Datafrom FDF in Naive forma)
e AMIATTHF (Preprocessal AM-1 Plaform Attitude Datafrom FDF in HDF form§

3.9.3 EDOS/FDS Ephem eris/Attitude Data Processing Scenario  Partitions
This s@enaio has been partitioneal into thefollowing threads:

e EDOS Level 0 Ancillary Data (Threal A) - This thred illustrates theacquisition and
proaessing of EODS supplid Level 0 Andllary data to toolkit native format and HDF.
Gapsup to 60 secondsn ephemeris dataare filled in using the interpolation algorithms
provided by the FDS.

e FDS Definitive Attitu de Data (Thread B) - Th