4.4 Data Management Subsystem Overview

The Daa Management Subsysten (DMS) provide catalog interopeability between the VO
Information ManagementSystem (IMS) and the ECS. The Release B.0 Search and Order
(BOSOT) Tool communicates with the DMS using the Version 0 protocol. The DMS provides
this service by supplying a gateway process and an information manager. The DMS maintains a
Data Dictionary of data collection information with metadata, attributes and keywords used by
the gaeway and informdion manager in achieving interopaability. The Data Dictionary also
containscollectionattribute and keyword mappings used to translate requests between the ECS
and V0 systems.The collectionattribute and keyword mappings buffer the users and programs
from the DMSmethods used by a particular site to access and obtain the data.

Data ManagementSubsysem Context

Figure 4.4-1 is the Data Management Subsystem codiggtam. The diagramshowsthe events

sentto the Data Management Subsystem and the events the Data Management Subsystem sends
to other ECSsubsystems. Table 4.4-1 provides descriptions of the interface events shben in

Data Management Subsystem context diagram.

MSS CSS

Request Management Sevices
Request Communications Sypport

Data Management
Subsysem

Send ESDT Instdlation Information

Searchinvertory
Reguest Produd
SearchBrowse Dat

Searchinvertory

. R Pr
Request L7 Produd R$3§ L7OI?’:JC:2IU(I
VO IMS/ | SearchAdvertisemerts Reguest Brase Data DSS
BOSOT

' SearchAdvertisemerts

I0S

Figure 4.4- 1. Data Management Subsyst em Context Diagram
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Table 4.4-1. Data Management Subsyst em Interface Events

Event Interface Event Description
Request The MSS provides a basic management library of services to the subsystems,
management implemented as client or server applications, using the CSS Process
services Framework. The basic management library of services include:

e Lifecycle commands - The MSS forwards commands to managed hosts in
the network to start and to stop applications. On startup, it passes a
parameter identifying the mode (e.g., OPS, SHARED, test, training) in which
the application should run.

The MSS also interfaces with other subsystems to perform the following:

e DMS Order/Request tracking update - The DMS interfaces with the MSS
Order/Request Tracking service to create a user product order.

e User Prof ile Request - The MSS provides requesting subsystems with
access to User Profile parameters such as e-mail address and shipping
address to support their processing activities.

Request The CSS provides a library of services available to each ECS subsystem. The

Communications
Support

services required to perform the specific subsystem assignments are requested
by the subsystem from the CSS. These services include: DCE support, file
transfer services, Network & Distributed File Services, Bulk Data transfer
services, file copying services, name/address services, password services,
Server Request Framework (SRF), UR, Error/Event logging, message passing,
Fault Handling services, User Authentication services, and Mode information.

Send ESDT
Installation
Information

The DSS inserts new collection level information into the DMS Data Dictionary
database as new Earth Science Data Types (ESDTSs) are added to the ECS
system.

Search Inventory

The DMS receives inventory search requests from the VO IMS via the B.O
Search and Order (BOSOT) Tool and submits them to the ECS Science Data
Server within the DSS. This is a user-initiated event.

Request Product

The BOSOT within the VO IMS Tool submits product requests via the DMS to the
DSS to acquire data granules. This is a user-initiated event.

Request L7 Product

The BOSOT tool within the VO IMS requests Landsat 7 Products from ECS via
the DMS to the DSS. This is a user-initiated event.

Request/Search
Browse Data

The DMS receives browse requests from the BOSOT tool within the VO IMS and
submits the browse requests via the DMS to the DSS. This is a user-initiated
event.

Search
Advertisements

The Interoperability Subsystem (I0S) receives requests to search for
subscription event and signature service advertisements from the BOSOT Tool
within the VO IMS via the DMS. A user initiates the search requests. The DMS
obtains the proper signatures for acquiring data granules from the DSS (for the
insert and update of metadata within the DSS) returns the signatures to BOSOT.
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Data ManagementSubsysem Structure

The DMS is comprised of three CSCls and two Hardware Configuration Items (HWCIs):

The Data Dictionay (DDICT) is asoftwae configuraion item. DDICT manages the
definitions of data collections including the metadata, data don(aatfis values),and
data location. The Data Dictionary information is stored persistently in a Relational
Database Management System (DBMS).

The Local InformationManager (LIMGR is a software configuration item. The LIMGR
CSCI provides acces®ithe dah and servies of a $e with respecto dat made avaiable

by the dah servers oftie ste. The LIMGR CSCI acceps request, such as searchand
produces and executes the corresponding requests required by the site dataAservers.
operabr spedies he accesbile obgct atthe varous sie data servers.

The Version 0 Gateway (VO GTWAY) is a softwacenfigurationitem. The VO
GTWAY CSCI provides accesotdaa and serwes bewveen he SDSRV CSCI andthe

VO IMS. VO GTWAY services include inventory searches, browse requests, and product
requests.

The DMS hardware comprises one hardware configuration item Mateagement
Hardware (DMGHW) CI and one hardware configuration iténshareswith the
Interopeability Subsyste (I0S), Inteopeability Hardware (INTHW) Cl. DMGHW

and INTHW provide the servers and workstations neededalfodata management
functions.The DMGHW and INTHW provide processing and storage for the DDICT and
VO GTWAY CSCls. The DMS hardware also supports the processqgrement®f the

IOS. The IOS consists of a single hardware configuration item (INTHW) and is described
in Section 4.5.2.1

Use of COTS in the Data ManagemerSubsysem

RogueWave’s Toal.h++

The Tools.h++ class libraries are used by the DMS to provide basic functionbjaots
sud as strings and collections. The Tools libraies must beinstdled with the DMS
software for any of the DMS processes to run.

RogueWave’s DBools.h++

The DBTools.h++ C++ classlibraries are usedotinteract with the S/base dabase
Structured Query Language (SQL) servelhe use of DBTools buffers the DMS
proesses from therdationd database usal. The DBTools libraries must be instdled

with the DMS for the Data Dictionary Server, Information Managers, and ECS to VO and
V0 to ECS Gateways to run and allow client applications to perform queries of DDICT.

The ICS Builder Xcessory GUI

The Builder Xcessory GUI builde tool modifies the displays of the Data Dictionary
Maintenancel ool (Mtool). The builder tool also generates the C++ code to produce the
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Mtool displays at run time.There is no operational component of Build&ressory
needed & run-time

e Sybase Server

Sybase’s ®L server provides access for the Data Dictionary to insert, update, and delete
Data Dictionary database informatiofithe Sybase SQL Server must be runrdoging
operationdor the Data Dictionary Server to execute, search, and update requests on the
Data Dictionary database.

4.4.1 Data Dictionary Sof tware Descript ion

4.4.1.1 Data Dictionary Functional Overview

The Data Dictionary (DDICT) CSCI provides acces®tthe Dag Dictionary dasbase coraining
information about science data collections, data attributespgatationsandthe domain(s)of

the attributes.The DDICT C&I describes the data objects accessible through [2aterS,the
LIMGR, and the GatewaysThe DDICT CSCI provides information support fsersto retrieve
definitions of the available items and provides infrastructure support to the other CSCls within
theDMS.

The Information contained within the Data Dictionary database includes all collections known
within the ECS. Clients (othe ECS CSCls, CSCs, or pesses) of theData Dictionary obtan
datacollectioninformationby sending queries to the Data DictionaiMappings between ECS
attributes and keywords, and the VO IMS attributes and keyvaweddso maintainedwithin the

Data Dictionary. These mappings are used to translate requests between the VO IMS and ECS.

The location of adaa collection within addaa sever a a paticular siteis dso stord within the
datadictionary. This informationallows users to perform queries through user software such as
the B.0 Searchand Order Tool (BOSOT) from any geographical location to forward inventory
searchprowse,andacquirerequestgo the appropriate Data Server, LIMGR, or Gateway located
at the site where the data is physically stored.

4.4.1.2 Data Dictionary Context

Figure 4.4.1.2-1is the DDICT CSCI context diagram. The diagram shows the events sent to
other CSCls or CSCs andthe everd the DDICT CSCI receves fromother CSCls and GCs.
Table4.4.1.2-1providesdescriptionsof the interface events shown in the DDICT CiScontext
diagram.

4-90 305-CD-100-005



DCCI CSClI

SDSRVCSCI
(CSS)

(DSS)

Reguest Communications

MACI CCl
(MS9

- \Se‘archAdvertl semerts

Reguest Management Sevices

Send ESDT Instdlation Information

ADSRYV CSCI
Reaquest Info Mgr
iat (10S)
Reguest Attribute Asscciations
Mappings
VO GTWY CSCI LIMGR CSQ

Figure 4.4.1.2- 1. Data Dictionary C SCI Context Diagram

Table 4.4.1.2-1. Data Dictionary C SCI Interface Events (1 of 2)

Event Interface Event Descript ion
Send ESDT The SDSRV CSClI inserts new collection level information into the DMS Data
Installation Dictionary database via the EcDmDictServer, as new Earth Science Data Types
Information (ESDTSs) are added to the ECS.
Search The ADSRYV CSCI receives requests to search for subscription event and signature
Advertisements service advertisements from the DDICT CSCI. A user initiates the search request from

the CLS or the BOSOT Tool within the VO IMS. The DDICT CSCI obtains the proper
signatures for acquiring data granules from the SDSRV CSCI (for the insert and
update of metadata within the SDSRYV inventory) and the signatures are returned to
the requester.

Request Info
Mgr. Associations

The LIMGR CSCI requests the Information Manager associated with a given data
collection to determine where to forward user requests such as browse and product
requests. This is a user-initiated event from the CLS or the BOSOT Tool within the VO
IMS.

Request Attribute
Mappings

A user, at the BOSOT Tool within the VO IMS, requests data collection attribute and
keyword mappings (via the VO GTWAY CSCI) from the DDICT CSCI to translate
requests from the VO IMS to the ECS and back again.
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Table 4.4.1.2-1. Data Dictionary C SCI Interface Events (2 of 2)

Event Interface Event Descript ion
Request The MACI CSCI provides a basic management library of services to the CSCls,
management implemented as client or server applications, using the CSS Process Framework. The
services basic management library of services include:

e Lifecycle commands - The MACI CSCI forwards commands to managed hosts
in the network to start and to stop applications. On startup, it passes a parameter
identifying the mode (e.g., OPS, SHARED, test, training) for the application to run.

Request The DCCI CSCI provides a library of services available to each ECS CSCI. The
Communications | services required performing the specific CSCI assignments are requested by the
Support CSCI from the DCCI CSCI. These services include: DCE support, file transfer

services, Network & Distributed File Services, Bulk Data transfer services, file copying
services, name/address services, password services, Server Request Framework
(SRF), UR, Error/Event logging, message passing, Fault Handling services, User
Authentication services, and Mode information.

4.4.1.3 Data Dictionary A rchit ecture

Figure 4.4.1.3-1 is the DDICT CSCI architecture diagram. The diagram shows thesevetus
the DDICT CSCI processes and the events the DDICT CSCI processes send to other processes.

The Data Dictionary is comprised of two ECS developed processes, the Data Dicienaay;
EcDmDictServerand the Data Dictionary Maintenance Tool, EcDmMaintenanceTool, along
with the COTSprocessthe Sybase ServeiThe Data Dictionary Server, Maintenance Tool, and
SybaseServer processes reside inside a DAAC and run on the DMGHWe Data Dictionary
uses one data store per DAAC, the EcDmDictServer Database, as shown in Figure 4.4.1.3-1.
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Figure 4.4.1.3- 1. Data Dictionary C SCI Archit ecture Diagram

4.4.1.4 Data Dictionary Process D escript ions

Table 4.4.1.4-1 provides descriptions of the processes shown in theDigatmary CSCI
archtecure dagram
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Table 4.4.1.4-1. Data Dictionary C SCI Processes

Process Type COTS/ Functionality
Developed
EcDmDictServer Server | Developed | The Data Dictionary Server is the primary

server interface to collection and collection
related information for the DMS and other
subsystems. It allows DDICT client
processes the capability to perform data
searches, insertions, updates, or deletions to
the collection information held in the DDICT
database.

The Data Dictionary offers two basic
interfaces

DDICT Data Search: The Data Dictionary
Server allows a user to specify search
requests on the Data Dictionary database
using a GlParameterList.

DDICT Data Insert and Delete: Provides a
client process with the capability to insert and
delete data within the Data Dictionary
database.

The Data Dictionary Server supports:
Single requests at a time

Synchronous request processing
Asynchronous request processing

EcDmDdMaintenanceTool | GUI Developed | Provides a graphical user interface (GUI) to
insert, update, or delete schema information
held in the DDICT database, allowing DAAC
operations staff to maintain the data stored in
the Data Dictionary database. The Data
Dictionary Maintenance Tool also provides
the following capabilities:

Import and Export of Valids: The tool allows
DAAC operations staff to import and export
data collection attribute valids to and from the
ECS and VO IMS for two-way catalog
interoperability.

Data Collection Attribute and Keyword
Mapping: Allows DAAC operations staff to
map data collection attributes and keyword
valids between the VO IMS and ECS. The VO
GTWAY CSCI processes
(EcDmEcsToV0Gateway and
EcDmMVO0GatewayToEcs) to translate
requests between these two systems use this
information.

Sybase Server Server | COTS The Sybase Server acts as a SQL server for
the Data Dictionary, and is only run at the
DAACs by DAAC operations staff. Refer to
Sybase documentation for details.
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4.4.1.5 Data Dictionary Process Int erface Descript ions

Table 4.4.1.5-1 provides descriptions of the interface events shawe DrataDictionary CSCI
archtecure dagram

Table 4.4.1.5-1. Data Dictionary C SCI Process Int erface Events (1 of 3)

Event Event Interface Initiated By Event Descript ion
Frequency
Send ESDT One per new |Library. Process: EcDsScienceDataServer
Installation ESDT added [EcDmDdClient |EcDsScienceDataServer |inserts new collection
Information to ECS Class: Library: information into the DMS
DmDdCISchema Data Dictionary database as
DsDel .
Request new Earth Science Data
Class: , Types (ESDTs) are added to
DsDeDataDictController the ECS system.
Update One per set |[COTS SW Process: The Sybase Server updates
Persistent Data |number of  (Sybase server |Sybase server data persistently stored on
queries disk(s) based on queries from
the Data Dictionary Server.
Retrieve One per set |COTS Sybase |Process: The Sybase Server retrieves
Persistent Data |number of  |server Sybase server data persistently stored on
queries disk(s) based on search
gueries from the Data
Dictionary Server.
Update DDICT |One per Library:. Process. A user, via the
data table EcDmDdClient |EcDmDdMaintenanceTool |[EcDmDdMaintenanceTool,
information |Class: Classes: updates table information
update DmDdCISchema DmLmDbiUtilities, within the DDICT database
Request DmDdMtMainWindow (via the EcDmDictServer)
including mapping collection
attributes to keywords and
mapping collections to
information managers.
Retrieve DDICT |One per Library:. Process. A user, via the
data Maintenance |EcDmDdClient [EcDmDdMaintenanceTool |EcDmDdMaintenanceTool,
Tool search |Class: Classes: searches for data collection
DmDdCIRequest | pmpdMtDBEXxtract information including
DmDAMtDBUstilities collection lists, and collection
o attributes and keyword valids.
DmDdMtMainWindow This is a user initiated event.
Update Tables |One per COTS swW Library:- The EcDmDictServer
database RWDBTools.h++ |pmDdReqProc updates data within the Data
update classes Classes: Dictionary database by
DmDdMapper, |nsert|r_19 and deleting _
DmDdProcMsg collections and collection

metadata, attributes and
keywords and attribute and
keyword mappings.
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Table 4.4.1.5-1. Data Dictionary C SCI Process Int erface Events (2 of 3)

Event Event Interface Initiated By Event Descript ion
Frequency
Retrieve Table |One per COTS swW Library: The EcDmDictServer
data retrieve from |RWDBTools.h++ |DmDdServer retrieves data within the Data
the database |classes Class: Dictionary database such as
DmDdSearchRequest collections and collection
metadata, attributes and
keywords and attribute and
keyword mappings. This is a
user-initiated event.
Search One per Library: Process: The EcloAdServer receives
Advertisements [request for loAdSearch: EcDmDdMaintenanceT |search requests (via users)
subscription | ~/55s: ool for subscription event and
event loAdApprovedAdyv | Class: signature service
advertisement |ge5rchCommand |DmDdMtDatasetGroup |advertisements from the
search EcDmDdMaintenanceTool for
it to obtain the proper
signatures for acquiring data
granules from the
EcDsScienceDataServer (for
the insert and update of
metadata within SDSRV
archives).
Request Attribute |One per COTS Library: The EcDmEcsToV0Gateway
Mappings request from |RWDBTooIs.h++ |persistent request data collection
VO Gateway |Classes: Class: attribute and keyword
Many DDICT DmGwAttributeMap mappings from the Data
classes Dictionary database via the
Sybase Server to translate
requests from the VO IMS to
the ECS and back again.
Request Info Mgr |One per COTS SW Library:. The EcDmLimServer
Associations request from |RWDBTools.h++ |DmLmReqProc requests identification of the
Local Classes: Class: server to forward requests to
Information Many DDICT DmLmParser from the server associated
Manager classes with a collection in the
Server Dictionary database. This is a
user-initiated event.
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Table 4.4.1.5-1. Data Dictionary C SCI Process Int erface Events (3 of 3)

Event

Event
Frequency

Interface

Initiated By

Event Descript ion

Request

Communications

Support

Request
service(s)
as required

To simplify the
interface table for the
Request
Communications
Support event, refer
to the CSS section of
Appendix B,
Software Libraries,
for the libraries and
classes used to fulfill
the services
requested by ECS
processes.

Process:
EcDmDictServer

The CSS Process Framework
provides a library of services
available to each ECS process.
The services required to perform
the specific process
assignments are requested by
the process from the Process
Framework. These services
include: DCE support, file
transfer services, Network &
Distributed File Services, Bulk
Data transfer services, file
copying services, name/address
services, password services,
Server Request Framework
(SRF), UR, Error/Event logging,
message passing, Fault
Handling services, User
Authentication services, and
Mode information.

Request
management
services

Request
service(s)
as required

Process:
EcDmDictServer

The EcMsAgSubAgent provides
a basic management library of
services to the processes,
implemented as client or server
applications, using the CSS
Process Framework. The basic
management library of services
include:

One per
command
start or stop
network
applications

Script.
EcDmDataDictionary
AppStart

Process:
EcMsAgSubAgent

Lifecycle commands - The
EcMsAgSubAgent process
forwards commands to managed
hosts in the network to start and
to stop applications. On startup,
a parameter is passed
identifying the mode (e.g., OPS,
SHARED, test, training) for the
application to run.

4.4.1.6 Data Dictionary CSCI Data Store s

Table 4.4.1.6-1 provides descriptions of the data stores shown in the Data Dictionary CSCI
archtecture dagram
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Table 4.4.1.6-1. Data Dictionary C SCI Data Stores
Data Store Type Functionality

EcDmDictService | Database | The Data Dictionary database, EcDmDictService is a Sybase relational
database that persistently stores the collection and collection related
information on a physical disk medium.

Data stores in the Data Dictionary database include:

e Collection Types: A list of all the data types within the ECS.

e Collection Metadata: Various types of collection metadata including
instrument, platform, sensor, topic, keyword, temporal and spatial
data.

e Collection Attributes and Keywords: Attributes and keywords
associated with collections originating within and outside the ECS.

e Collection Attribute and Keyword Mappings: Associations between
the VO IMS attributes and valid keywords and the ECS attributes
and keywords are maintained.

4.4.2 Information Manager Sof tware Descript ion

4.4.2.1 Information Manager Functional Overview

The Information Manager GCI provides accessotdaa and serwes accesBle atlocal and

remote sites.Information Managers decompose requestddispatchthe requestpartsto other

servers including other information managers, gateways, or data sdnfersnationmanagers,
gatewaysand data servers make themselves known, and therefore accessible, by associating
themsdves with daa collections. This asocation is mantained as pat of the data stored within

the Data Dictionary database and can be modifieddBAC operationsstaff using the Data
Dictionary Maintenance Tool.

There is only onetype of informaion manage tha exists d this time the Local Information
Manager (LIMGR.

The current plan is to have one LIMGR g@AAC. Local Information Managersonly have
visibility to data local to the site. This provides good performance for local queries.

The software can be configured at the DAA& have only a LIMGRaccessibleo external
DAAC servers.
4.4.2.2 Information Manager Context

Figure 4.4.2.2-1 is the Local Information Manager CSCI context diagram. The diagoavs
the evens sentto other CSCls or CSCs and he everd the Locallnformation Manager SCI
receives from other G3s or CEs. Table 4.4.2.2-brovidesdescriptionof theinterfaceevents
shown in the Local Information Manager context diagram.
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Figure 4.4.2.2- 1. Local Inf ormation Manager C SCI Context Diagram

Table 4.4.2.2-1. Local Inf ormation Manager C SCI Interface Events (1 of 2)

Event

Interface Event Descript ion

Request Info Mgr
Associations

The LIMGR CSCI requests the Local Information Manager associated with a
given data collection to determine where to forward user requests such as
browse and product requests. This is a user-initiated event.

Request L7 Product

The LIMGR CSCI submits Landsat 7 product requests to the VO IMS to allow
the user to be billed by the EDC'’s Dorran Billing and Accounting System for
acquiring Landsat 7data granules. This is a user-initiated event.

Request
Communications
Support

The DCCI CSCI provides a library of services available to each ECS CSCI. The
services required to perform the specific CSCI assignments are requested by
the CSCI from the DCCI CSCI. These services include: DCE support, file
transfer services, Network & Distributed File Services, Bulk Data transfer
services, file copying services, name/address services, password services,
Server Request Framework (SRF), UR, Error/Event logging, message passing,
Fault Handling services, User Authentication services, and Mode information.

Search
Advertisements

The ADSRYV CSCI receives requests to search for subscription event and
signature service advertisements from the LIMGR CSCI. This is a user-initiated
event.
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Table 4.4.2.2-1. Local Inf ormation Manager C SCI Interface Events (2 of 2)

Event Interface Event Descript ion
Request The MACI and MCI CSCls provide a basic management library of services to
management the CSCls, implemented as client or server applications, using the CSS Process
services Framework. The basic management library of services include:

e Lifecycle commands - The MACI CSCI forwards commands to managed
hosts in the network to start and to stop applications. On startup, it passes
a parameter identifying the mode (e.g., OPS, SHARED, test, training) for the
application to run.

The MCI CSCI also interfaces with other subsystems to perform the following:

e DMS Order/Request tracking update - The LIMGR CSCI interfaces with
the MCI CSCI Order/Request Tracking service to create a user product
order.

e User Prof ile Request - The MCI CSCI provides requesting CSCls with
access to User Profile parameters such as email address and shipping
address to support their processing activities.

4.4.2.3 Local Information Manager Architecture

Figure4.4.2.3-1is the Local Information Manager architecture diagram. The diagram shows the
evens sentto the LIMGR CSCI processes andhé everd the LIMGR CSCI processes serd
other processes.

The LIMGR CSClis comprisedof one process, EcDmLimServer, a background server for the
DAAC andforwardsrequestdo the VO gateway processes. Typically a DAAC is configured to
run one server as shown in Figure 4.4.2.3-1.
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Figure 4.4.2.3- 1. Local Inf ormation Manager C SCI Archit ecture Diagram

4.4.2.4 Local Inf ormation Manager Process D escript ions

Table 4.4.2.4-1providesdescriptions of the process shown in the Local Information Manager
CSCI archtecure dagram

Table 4.4.2.4-1. Local Inf ormation Manager C SCI Process

Process Type COTS/ Functionality
Developed

EcDmLimServer | Server | Developed | The EcDmLimServer receives acquire requests from the
EcDmMVOToEcsGateway, translates it, and forwards it to the local
EcDsScienceDataServer or the EcDmEcsToVOGateway. The
EcDmLimServer determines where to send the data types
requested and queries the EcDmDictServer to find the server to
contact. The results received from the local
EcDmVOToEcsGateway or EcDsScienceDataServer are translated
appropriately and returned to the requester.

Major Interfaces:

Product request: Provides the capability for client processes to
submit data acquire requests for obtaining data granules.

The EcDmLimServer supports synchronous request processing,
asynchronous request processing, and multiple concurrent
reguests.
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4.4.2.5 Local Inf ormation Manager Process Int erface Descript ions

Table 4.4.2.5-1 provides descriptions of the interface events shown in the Local Information

Manager GCI archiecture dagram

Table 4.4.2.5-1. Local Inf ormation Manager Process Int erface Events (1 of 2)

Event Event Interface Initiated By Event Descript ion
Frequency
Request L7 One per L7 |Library: Library: The EcDmLimServer submits
Product product EcDmLmClient DmLmMEXxIf Landsat 7 product requests to
request Classes: Class: the VO IMS for billing and
DmLmCIRequest, DmLmInfoMgrIF accounting.
DmLmCIRequestServer
Search One per Library: Library: The EcloAdServer receives
Advertisements |advertisem ||oAdSearch DmLmReqgProc requests to search for
entsearch | ~/5ss: Class: subscription event and
request signature service
sentto IOS loAdApproved DmLmProductPlan advertisements from the
AdvSearchCommand .
EcDmLimServer. The
EcDmLimServer obtains the
proper signatures for acquiring
data granules from the
EcDsScienceDataServer (for
the insert and update of
metadata within the SDSRV
archives).
Request Info One per COTS sw Library: The EcDmLimServer requests
Mgr LIMGR RWDBTools.h++ DmLmRegProc the Information Manager
Associations request for | o/asses: Class: associated with a given data
user DmLmParser collection to determine where

forwarding
information

Many RWDB Tools
classes

to forward user requests such
as browse and product
requests.

4-102

305-CD-100-005



Table 4.4.2.5-1. Local Inf ormation Manager Process Int erface Events (2 of 2)

Event
Frequency

Event

Interface

Initiated By

Event Descript ion

Request
management
services

One per

start or stop
network
applications

One per
notice
received

Script
command to|EcDmLimServerStart

Library:.
MsAcClint

Class:
EcAcOrderCMgr

Process:
EcMsAgSubAgent

Library:.
DmLmReqgProc
Class:
DmLmProductPlan

The EcMsAgSubAgent and
EcMsAcOrderSrvr provide a
basic management library of
services to the processes,
implemented as client or
server applications, using the
CSS Process Framework. The
basic management library of
services include:

Lifecycle commands - The
EcMsAgSubAgent process
forwards commands to
managed hosts in the network
to start and to stop
applications. On startup, a
parameter is passed
identifying the mode (e.qg.,
OPS, SHARED, test, training)
for the application to run.

DMS Order/Request tracking
update - The EcDmLimServer
has an interface with the
EcMsAcOrderSrvr
(Order/Request Tracking
service) to create a user
product order.

4.4.2.6 Local Information Manager Data Stores

Table 4.4.2.6-1 provides descriptions of the data stores shown in the Local Inforivhatiager

CSCI archtecure dagram
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Table 4.4.2.6-1. Local Inf ormation Manager D ata Stores
Data Store Type Functionality

EcDmDictService | Database | The Data Dictionary database, EcDmDictService, is a Sybase
relational database that persistently stores the collection and
collection related information on a physical disk medium. The DDICT
database is replicated wholly to each DAAC.

The data stores in the Data Dictionary database used by the Local

Information Managers are:

e Collection Types: A list of all the data types within the ECS.

e Collection Attributes and Keywords: Attributes and keywords
associated with collections originating within and outside the ECS
are used by the LIM to validate request attribute parameters.

e Collection to Information Manager Mappings: Collections are
associated with data servers and Information Managers at a given
DAAC site for user requests to be forwarded to the correct data
archive for processing.

4.4.3 VO Gateway Sof tware Descript ion

4.4.3.1 VO Gateway Functional Overview

The Version 0 Géway (VO GTWY) CSCI provids inteopeaability with the VO Informaion
Management System for inventory searches, browse requests, and product orders.

The VO GTWAY CSClis comprisedof two processes, the VO to ECS Gateway server and the
ECSto VO Gaeway sever. Both severs combineto providetwo-way catalog inteopeability
betveen he VO IMSand he EG.

Queres are passed leten he VO IMS and he VO Gakway processedusing the Object
Description Language (ODL) formaiThe VO GTWAY CSCI translates ODL requests used by
the VO Gagway into VO IMS request via the ECS Hierarchcal Data Format (HDF) since HDF

is used by e VO GTWAY CSCI and EG servers. The sicture of he VO ODL messagess
documentedn “Messagesand DevelopmenData Dictionary for v5.0 of IMS Client” (IMS VO-
PD-SD-002 v1.0.14 950928).

Sinee theVO IMS uses different atributes to desaibe daa collections within its d#a archive, the

VO GTWAY CSCI transhtes hose dtibutes as defied n the EGS. To performthe ranshton,

the VO Gateway uses the data collection attribute and valid keyword mapping information
contaned within the Data Dictionary daabaseto translae the VO dtributes into equivdent ECS
attributes.

4.4.3.2 VO Gateway Context

Figure 4.4.3.2-1 is the VO GTWAY CSCI context diagrdine diagramshowsthe eventssentto
the VO GTWAY C&I and the events the VO GTWAY CS$ sends to otheilCSCls.
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Table4.4.3.2-1providesdescriptions of the interface events shown in the VO GTWAYCICS
context diagram.

SDSRV CCl Searchinventory
Request Bowse Data
(DSS) Reques Product LIMGR CSQ

Requed L7 Product

Requeg L7 P:V
Request Attritute Requed L7 Prodct

Mappings
DDICT CXC| | €—

/ RequestManagement Senices
Searchinventory Requeﬂ_\
VO IMY Communication

SearchBrowse Data

BOSOT Reguee Prodist Support MCI/MACI CSds
Requed L7 Prodict DCCI CSCl (MSS)
(CSS)

Figure 4.4.3.2-1. VO GTWAY CSCI Context Diagram

Table 4.4.3.2-1. VO GTWAY CSCI Interface Events (1 of 2)

Event Interface Event Descript ion
Search Inventory The VO GTWAY CSCI submits inventory search requests to the SDSRV CSCI
within the DSS. This is a user-initiated event.
Request Product The VO GTWAY CSCI submits product requests to the SDSRV CSCI within the

DSS. This is a user-initiated event.

Request L7 Product | The VO GTWAY CSCI submits Landsat 7 product requests to the VO IMS for
billing and accounting. This is a user-initiated event.

Request The DCCI CSCI provides a library of services available to each ECS CSCI. The
Communications services required to perform the specific CSCI assignments are requested by
Support the CSCI from the DCCI CSCI. These services include: DCE support, file

transfer services, Network & Distributed File Services, Bulk Data transfer
services, file copying services, name/address services, password services,
Server Request Framework (SRF), UR, Error/Event logging, message passing,
Fault Handling services, User Authentication services, and Mode information.
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Table 4.4.3.2-1. VO GTWAY CSCI Interface Events (2 of 2)

Event Interface Event Descript ion
Request The MCI and MACI CSCls provide a basic management library of services to
management the CSCls, implemented as client or server applications, using the CSS Process
services Framework. The basic management library of services include:

e Lifecycle commands - The MACI CSCI forwards commands to managed
hosts in the network to start and to stop applications. On startup, it passes
a parameter identifying the mode (e.g., OPS, SHARED, test, training) for the
application to run.

The MCI CSCI also interfaces with other CSCls to perform the following:

e DMS Order/Request tracking update - The VO GTWAY CSCI interfaces
with the MCI CSCI Order/Request Tracking service (EcMsAcOrderSrvr) to
create a user product order.

e User Prof ile Request - The MCI CSCI provides requesting CSCls with
access to User Profile parameters such as e-mail address and shipping
address to support their processing activities.

Request/Search The VO GTWAY CSCI receives browse requests from the VO IMS or BOSOT

Browse Data and submits the browse requests to the SDSRV CSCI within the DSS. This is a
user-initiated event.

Request Attribute The VO GTWAY CSCI requests data collection attribute and keyword mappings

Mappings from the Data Dictionary database via the Sybase Server to translate requests
from the VO IMS to the ECS protocol and back again. This is a user-initiated
event.

4.4.3.3 VO Gateway Archit ecture

Figure 4.4.3.3-1 is the VO GTWAY CSCI architecture diagram. The diagheowsthe events
sentto the VO GTWAY CSCI processes anti¢ eversd the VO GTWAY CSCI processesendto
other processes.

The VO GTWAY CSClis comprised of two processes as shown in the VO GTWAY CSCI
archtecture dagram
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EcDmLimServer
(LIMGR CsClI)

EcMsAcRegUserSrvr, /

EcMsAcOrderSvr
(MCI CSC)

EcMsAgSWbAgent
(MACI CSCl)

Request Management Services

Request L7 Product
Request Attribute

MaPPngsS -
Request Management Services EcDmEcsToVOGateway

EcDmVOToEcsGateway

Search Inventory

Request Browse Data

Request Product

Request L7 Product

Request L7 Product
Search Inventory
Search BrowseData VO IMS
Request Product

Request L7 Product

EcDsScieceDataSearer
(SDSR/ CSClI)

EcDmDictSener
(DDICT CSC)

Request Attribute
Mappings

Figure 4.4.3.3-1. VO GTWAY CSCI Archit ecture Diagram

4.4.3.4 VO Gateway Process D escript ions

Table 4.4.3.4-1 provides descriptions of the processes showtheivO GTWAY CSCI

archtecture dagram
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Table 4.4.3.4-1. VO GTWAY CSCI Processes

Process Type | COTS/ Developed Functionality

EcDmEcsToV0OGateway | Server | Developed The ECS to VO Gateway server allows users to
search for data and request data in the VO IMS
data archive and request services of the VO
IMS.

Major Interfaces:

e Inventory Search: The ECS to VO Gateway
allows requesters to perform searches for
data granules within the VO IMS archive.

e Browse: Allows users to browse data
granules previously found during a search.

e Acquire: Provides the capability for
requesters to submit data acquire requests
for obtaining billing and accounting
information from the VO IMS.

Server Supports:

e Synchronous request processing

e Asynchronous request processing

e Multiple concurrent requests

EcDmVOToEcsGateway | Server | Developed The VO to ECS Gateway server allows users of
the VO IMS to query on data and services
defined within the ECS.

Major Interfaces:

* Inventory Search: Allows a user to perform
searches for data granules within the ECS
archive.

 Browse: Allows users to browse data
granules previously found during a search.

e Product request: Provides the capability for
users to submit data acquire requests for
obtaining data granules from the ECS
archive.

Server Supports:

e Synchronous request processing
e Asynchronous request processing
e Multiple concurrent requests

4.4.3.5 VO Gateway Process Int erface Descript ions

Table 4.4.3.5-1providesdescriptionsof the interface events shown in the VO GTWAY @S
archtecture dagram
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Table 4.4.3.5-1. VO GTWAY CSCI Process Int erface Events (1 of 2)

Event Event Interface Initiated By Event Descript ion
Frequency
Search One per Library: Library: The
Inventory inventory DsClI RequestProcessing EcDmMVOToECSGateway
search Classes: Class: submits inventory search
request requests to the

DsCIESDTReference |DmGwinvSearchRequest

Collector,
DsCIRequest

EcDsScienceDataServer.
This is a user-initiated

event.
Request/Search |One per Library: Library: The
Browse Data browse DsClI RequestProcessing EcDmMVOToECSGateway
request Classes: Class: submits browse requests

DmGwBrowseRequest: |to the
DoCIESDTReference EcDsScienceDataServer.

ggglellgtgc;hest This is a user-initiated
event.
Request One per Library: Library: The
Product product DsClI RequestProcessing EcDmMVOToECSGateway
request Classes: Class: submits product requests
DsCIESDTReference |PMGWAcquireRequest | {0 the

EcDsScienceDataServer.

Collector, This is a user-initiated
DsCIRequest
event.
Request L7 One per L7 |COTS SW Library: ik |Library: The
Product product COTS Function: DmMGwVOIf EcDmEcsToV0Gateway
request Ik txODL Class: submits Landsat 7 product
DmGwEcsServRequest rgquests to the VO .IMS for
billing and accounting.
This is a user-initiated
event.
Request One per data |COTS SW Library: |Library: The
Attribute request to RWDBTools.h++ Persistent EcDmEcsToVO0Gateway
Mappings DDICT Class: Class: and
EcDmMVOToECSGateway

Many VO classes DmGwAttributeMap _
request data collection

attribute and valid
keyword mappings from
the EcDmDictServer to
translate requests from
the VO IMS to the ECS
and back again. This is a
user-initiated event.
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Table 4.4.3.5-1. VO GTWAY CSCI Process Int erface Events (2 of 2)

Event

Event
Frequency

Interface

Initiated By

Event Descript ion

Request
management
services

One per
command to
start or stop
network
applications

One per
profile
request

Script:
EcDmVO0Gateway
AppStart

Library:
MsAcClint
Class:
EcAcProfileMgr

Class:

Process:
EcMsAgSubAgent

Process:
EcDmVOToEcsGateway

DmGwRequestReceiver

The EcMsAgSubAgent and
EcMsAcRegUserSrvr provide
a basic management library
of services to the processes,
implemented as client or
server applications, using the
CSS Process Framework.
The basic management
library of services include:

Lifecycle commands - The
EcMsAgSubAgent process
forwards commands to
managed hosts in the
network to start and to stop
applications. On startup, it
passes a parameter
identifying the mode (e.qg.,
OPS, SHARED, test, training)
for the application to run.

User Prof ile Request - The
EcMsAcRegUserSrvr
provides requesting
processes with access to
User Profile parameters such
as e-mail address and
shipping address to support
their processing activities.

4.4.3.6 VO Gateway Data Stores

Table 4.4.3.6-1 provides descriptions of the data stores showhe VO GTWAY CSCI
archtecture diagram The VO to ECS and EG to VO Gaeway processes accedsetDaa
Dictionary data store.
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Table 4.4.3.6-1. VO GTWAY CSCI Data Store
Data Store Type Functionality

EcDmDictService | Database | The Data Dictionary database, EcDmDictService is a Sybase relational
database that persistently stores the collection and collection related
information on a physical disk medium. The DDICT database is
replicated wholly to each DAAC.

The data stores in the Data Dictionary database used by the VO
GTWAY CSCl are:

Collection Types: A list of all the data types within the ECS.

Collection Attributes and Keywords: Attributes and keywords associated
with collections originating within and outside the ECS are used by the
VO GTWAY CSCI to translate requests between the VO IMS and the
ECS.

4.4.4 Data Management Subsyst em Hardware

The primary componentswhich comprise the Data Management Subsystem include two
hardware Cs, Daa Managenant Hardware € (DMGHW) and Inerface HardwareCl (INTHW),
co-owna by thelnteropeability Subsysten, a desaibed bdow. Customcode and applications

are loaded on the internal disks of all hosts to prevent dependencies on specific hosts or
peripherals. The general-purpose workstations are standalone hosts widtileaxer capability.

In the event of a host failure, any of the available workstattookl be usedto supportenduser

DAAC maintenance.

4.4.4.1 Data Management Hardware Cl (DMGHW) Descript ion

The DMGHW CI includes general-purpose low-end SUN and HP workstadodsyne mid-
rangeHP Server. These worksttions are used as end user wakshs n maintenance of each

of the respectiveDAAC sites. The Server is used to support Sybase database replication and
backup.

4.4.4.2 Interface Hardware C1 (INTHW) Description, as used by t he Data
Management Subsyst em

The INTHW CI includes two Interfaceefvers. The Interface &vers supportthe Client
Subsystem and a portion of the Communications Subsysiém.serversare SUN class
machines with ddailed speifications in thesite speific hadwae design diagram, basdine
document number 920-TDx-001Because of their commaotonfiguration,thesehostscan be
configured interchangeably. DMS software runs on these hosts; DDICT, LIMGRvand
GTWAY. The Data Dictionary Server (EcDnDictServer) alows auhorized usersa perform

data searches, inserts, updates and deletions to data within the Data Dictionary Database. The
LIMGR execués a sngle process, EcDmmServer, b enabé the Informaton Managerto
accessdata and services from each DAAGite and accept and process requestie VO

GTWAY consistsof multiple processeso allow access to data and services between the ECS
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Data Server and the VO IMS System. Detailefibrmation can be found in the site-specific
hardware/software mapping, baseline document number 920-TDx-002.

A SUN SPARC Storage Array, Model 114, is dual ported between both hosts and provides
storage for the Data Dictionary Database dybase Replication software. A detailed
configuration is specified in baseline document number 920-TDx-009.

The Inerface @rvers are bdt “hot” and sharehe resilentRAID device. In the eveniof a host
failure, the opeationd saver assums totd ownaship of theRAID and all processes. In this
state, the server is recognized to be running in degraded mode until recovery is completed.

Recovery/Fail-over for Hardware ClIs is describedtha 920-TDx-014 seriesof documents.
Thereis a versionfor eachDAAC, indicated by the letter appearing in place of thé “The
docunrentprovides he recovery procedure for each host
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4.5 Interoperability Subsystem Overview

The InteroperabilitySubsysten{lOS) or Advertising Service allows ECS servers and non-ECS
usersto insert and subsequently search for Earth Science related services, advertisement
providers, and data.

The Advertising 8rvice provides interfaces for supportibgpbwsing,searchingandretrievingof
advertisements.Although thereis a single correct format for submitting advertisements to the
Advertisement &vice, different interfaces support database searchigng, searching,and
hyper-linked data access and retrieval according to the viewing styles such as [@HirieX6
interactive form, or HTML document.

There are two types of advertisements: service and prodtaxth type is associatedth the
provide submitting theadvertisement. Each typedso ha sub-typs. For &ample, the Saence
Data Sever submits signtare sevice advertisements, whid are atypeof sevice advertisement.

The SDSRV CSCI and non-ECS users advertise data collectionssanttes with the
AdvertisingServiceby adding ESDTs.An advertisement describes the data collection with a set

of product attributesSignature servicesrelated to an E®T are ato advelised Signature
services,suchasacquire, contain a signature and a server UR needed to retrieve granule data
from the Data Sever. The signdure is pasel by a dient gplication to deéermine wha
parametershouldbe passed to the server for this service. In addition, the Subscription Server
advertises Subscriptiokvents such as those registered by the Science Data Server.

Product advertisements include collection level metadata and therefoadtrithgesreflectedin
the Advertising Service include a subset of ECS Core Metadata collection level attributes.

The advertisements are stored in a relatiat@hbaseand the Advertising Serverprovidesa
COTs interface b the dasbase.

Int er operability Subsysem Context

Figure 4.5-1 is the Interoperability Subsystem context diagram. The diagram shows the events
sent to theInteropeability Subsysten and the events the Interopeability Subsysten sends to

other subsystems. Table 4.5-1provides descriptions of the interface events shdle in
Interopeability Subsysten context diagram.
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Figure 4.5- 1. Interoperabilit y Subsyst em Cont ext Diagram

Table 4.5-1. Interoperabilit y Subsyst em Interface Events (1 of 2)

Event

Interface Event Descript ion

Insert ESDT Ad

The IOS receives requests to insert advertisements for data types (ESDTs) from
the DSS that includes both data product and signature service advertisements.

Request
Communications
Support

The CSS provides a library of services available to each ECS subsystem. The
services required to perform the specific subsystem assignments are requested
by the subsystem from the CSS. These services include: DCE support, file
transfer services, Network & Distributed File Services, Bulk Data transfer services,
file copying services, name/address services, password services, Server Request
Framework (SRF), UR, Error/Event logging, message passing, Fault Handling
services, User authentication services, and Mode information.

Insert Subscription
Event Ad

The IOS receives requests to insert subscription event advertisements from the
CSS Subscription Server.

Search
Advertisements

The IOS receives requests to search for subscription event and signature service
advertisements from the PLS, CLS, DMS, DPS, and INS. These subsystems enter
subscriptions with the CSS Subscription Server or obtain the proper signatures for
acquiring data granules from the DSS (for the insert and update of metadata
within the DSS). Non-ECS users also search for advertisements, which are
essentially directory searches for the types of data that exist in the system.
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Table 4.5-1. Interoperabilit y Subsyst em Interface Events (2 of 2)

Event Interface Event Descript ion
Request The MSS provides a basic management library of services to the subsystems,
management implemented as client or server applications, using the CSS Process Framework.
services The basic management library of services include:

e Lifecycle commands - The MSS forwards commands to managed hosts in
the network to start and to stop applications. On startup, it passes a
parameter identifying the mode (e.g., OPS, SHARED, test, training) in which
the application should run.

Int eroperability Subsysem Structure

The 10Sis conprised of one GCI, ADSRV, andoneHWCI, the Interface HardwareCl. The
Interface Hardware Cis shared wth the Dah Managenent Subsysem

e The Advertising Service (EcloAdServer) is saftware configuration item. The
Advertising Service manages Earth Science related advertisemEmsadvertisement
information is stord pesistantly in areationd Database Management Systen (DBMS).
The Advertising Srvice data is replicated within each DAAGsing §base ©OTS
software.

e The Interoperability Subsystem contains one hardware CI,Intexface Hardware
(INTHW) co-owned by the Data Management Subsystem hardwahe. INTHW CI
provides processing and storage for the ADSRV (Advertising Sensofjvare
configuration item.

Useof COTS in the Interoperability Subsysem
e RogueWave’s Tod.h++

The Tools.h++ class libraries are used by the 10S to provide basic functionbjaots
sud as strings ad mllections. These libraries mustbe instdled with the 10S softwae
for any of the 10S processes to run.

e RogueWave’s DBools.h++

The DBTools.h++ C-+ class ibraries are usedtinteractwith the SybasedatabaseSQL

server. Theuse of DBTools buffers the IOS processes from the relational database used.
These libraries mustbeinstdled with the IOS for theAdvertising Sever to run ad dlow

client processes to perform queries of Advertising database information.

e Sybase Server

Sybase’s ®L server provides access for the Advertisirgvige to insert, updateand
delete advertisement database informatidrhe Sybase SQL Server mus running
during operationdor the AdvertisingServerto execute search and update requests on the
Advertisement database.

4-115 305-CD-100-005



* Netscape Ergrprise ®rver

Netscape s Enteprise saver is usel by the Advertising Sevice CSCI for intepreting
Hypertext Transport Protocol (HTTP) allowing useossearch,insert, and maintain
advertisementddypertext Markup Language (HTML) web pages are included as part of
the Adverising Service CSCI to alow access wa the Nescape Ergrprise ®rversat the
DAACs to make requests.

4.5.1 Advertising Service Sof tware Descript ion

4.5.1.1 Advertising Service Functional = Overview

The Advertising Service(ADSRV) CSCI is comprised of two processes, the Advertising Server
and he Earh Sience On-ine Drecbory (ESOD).

The Advertising Serveris a background process that interacts with the Advertising persistent
store for searching, inserting and updating advertisements.

The ESOD is a combination of HTML web pages and CGI programs called frddT e web
pagesd communicate with the Adverising Srver. The web pages pra¥e an nterface b alow
users to:

e Searchfor Adverisements: Users can search for Bargcience refted dat and serges
throughthe web interfacesof the Earth Sience On-line Directory.Searches are done
with speific atributes or with wild card text.

4.5.1.2 Advertising Service C ontext

Figure 4.5.1.2-1 is the Advertising Service CSCI context diagf@amdiagramshowsthe events
sentto the ADSRV CSCI and the events the ADSRV CSCI sends to other CSCls. Table 4.5.1.2-
1 provdes descptions of he nterface everg shown nthe ADSRV CSCI conext diagram
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Figure 4.5.1.2- 1. Advertising Service C SCI Context Diagram

Table 4.5.1.2-1. Advertising Service C SCI Interface Events (1 of 2)

Event

Interface Event Descript ion

Insert ESDT Ad

The ADSRYV CSCI receives requests to insert advertisements for data types
(ESDTs) from the SDSRV CSCI that includes both data product and signature
service advertisements.

Request
Communications
Support

The DCCI CSCI provides a library of services available to each ECS CSCI. The
services required to perform the specific CSCI assignments are requested by the
CSCI from the DCCI CSCI. These services include: DCE support, file transfer
services, Network & Distributed File Services, Bulk Data transfer services, file
copying services, name/address services, password services, Server Request
Framework (SRF), UR, Error/Event logging, message passing, Fault Handling
services, User authentication services, and Mode information.

Insert Subscription
Event Ad

The ADSRYV CSCI receives requests to insert subscription event advertisements
from the DCCI CSCI Subscription Server.

Search
Advertisements

The ADSRYV CSCI receives requests to search for subscription event and
signature service advertisements from the PLANG, WKBCH, DDICT, PRONG,
and INGEST CSCils. These CSCls enter subscriptions with the DCCI CSCI
Subscription Server or obtain the proper signatures for acquiring data granules
from the SDSRV CSCI (for the insert and update of metadata within the SDSRV
archives). Non-ECS users also search for advertisements, which are essentially
directory searches for the types of data that exist in the system.
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Table 4.5.1.2-1. Advertising Service C SCI Interface Events (2 of 2)

Event Interface Event Descript ion
Request The MACI CSCI provides a basic management library of services to the CSCls,
management implemented as client or server applications, using the CSS Process Framework.
services The basic management library of services include:

e Lifecycle commands - The MACI CSCI forwards commands to managed
hosts in the network to start and to stop applications. On startup, it passes a
parameter identifying the mode (e.g., OPS, SHARED, test, training) for the
application to run.

Request The DCCI CSCI provides a library of services available to each ECS CSCI. The
Communications services required to perform the specific CSCI assignments are requested by the
Support CSCI from the DCCI CSCI. These services include: DCE support, file transfer

services, Network & Distributed File Services, Bulk Data transfer services, file
copying services, name/address services, password services, Server Request
Framework (SRF), UR, Error/Event logging, message passing, Fault Handling
services, User Authentication services, and Mode information.

4.5.1.3 Advertising Service A rchit ecture

Figure4.5.1.3-listhe ADSRV CSCI architecture diagram. The diagram shows the events sent to
the ADSRV CSCI processes and the events the ADSRV CSCI processes send to other processes.
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Figure 4.5.1.3- 1. Advertising Service Architecture Diagram.

4.5.1.4 Advertising Service Process D escript ion

Table 4.5.1.4-1 provides descriptions of the processes shown in the Advertising Service

archtecture dagram
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Table 4.5.1.4-1. Advertising Service Processes

Process

Type

COTS/
Developed

Functionality

EcloAdServer

Server

Developed

The Advertising Server is the only CSCI within the Interoperability
subsystem. Users of the Advertising Server use it for searching,
inserting, deleting and updating various types of advertisements.
The Advertising server uses a relational DBMS server (Sybase)
for persistent storage of the advertisements. The Sybase server
is shared with the DMS software configuration items.

The Advertising Service offers two basic interfaces

e Advertising Search: The Advertising Server allows a user to
specify search requests on the Advertising database.
Searches include searches for data, signature service and
subscription event advertisements.

e Advertisement Insert and Delete: Provides a user with the
capability to insert and delete advertisements within the
Advertising database.

The Advertising Server supports:

e Multiple concurrent requests

e Synchronous request processing
e Asynchronous request processing

Earth Science
On-line
Directory
(ESOD)

HTML

Developed

The Advertising Service user interface uses generic HTML that is
accessible via common web browsers (no JAVA involved). This
is the CSC that uses the HTML Framework to build the actual
HTML files that are viewed by the users using a Web browser.
There are a number of programs associated with the HTML
interfaces. See the Common Gateway Interface (CGI) event for
details.

Netscape
Enterprise
Server

Server

COTS

The Netscape Enterprise Server runs at the DAACs and receives
and interprets the Hypertext Transport Protocol (HTTP) from the
ESOD web pages. Refer to Netscape Server administration
documentation for further information.

CGl

CGl

Developed

The Earth Science On-line Directory HTML interface
communicates with the Advertising Server through the use of CGI
programs. The CGI programs are run on the ADSHW CI after
being spawned from the Netscape Enterprise Server. A number
of these CGls exist within the Advertising Service for forwarding
requests to the Advertising server and receiving results back. The
CGI program process names are loAdEsodamGroups,
loAdEsodamGroupSearch, loAdEsodamModeration,
loAdEsodamModerationForm, loAdEsodamModerationGroups,
loAdEsodamModerationQueue, loAdEsodamObsoleteReqgs,
loAdEsodContributionForm, loAdEsodContributions,
IoAdEsodEntryDetail, loAdEsodExamples, loAdEsodGroupDetail,
loAdEsodScienceSearch, loAdEsodScienceSearchForm,
loAdEsodTextSearch, loAdEsodTextSearchForm,
loAdEsodUpdateTemplate, and loAdEsodWhatsNew.

Sybase Server

Server

COTS

The Sybase Server acts as a SQL server for the Advertising
Service. Refer to Sybase documentation for details.
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4.5.1.5 Advertising Service Int erface Descript ions

Table 4.5.1.5-1 provides descriptions of the interface events simothie Advertising Service
archtecure dagram

Table 4.5.1.5-1. Advertising Service Process Int erface Events (1 of 3)

Event Event Interface Initiated By Event Descript ion
Frequency
Search One per Library: CLS Process: The EcloAdServer receives
Advertise- |request to loAdSearch EcCIWbDtDART requests to search and retrieve
ments search Class: CLS Class: advertisements from
advertise- loAdApprovedAdy |Subscriptioninterface EcPIPREditor_IF, ECDpPrgEMm,
ments Searchcommand |PLS Library: EcInRequr.,
’ EcDmDdMaintenanceTool,
CUSTOM PiCorel EcCIWbDDART, and
libraries: PLS Class: EcSbSubServer; It also receives
loAdSearch, PlDataType requests to insert ESDTs from
loAdCore, DMS Process: EcDsScienceDataServer, and
loAdSubs EcDmDdMaintenanceTool |Subscription events from the
DMS Class: EcSbSubServer. All inserts are
’ performed at the master site
DmDdMtDatasetGroup Advertising Server only. Non-
DPS Library: ECS users also search for
PICorel advertisements, which are
DPS Class: essentially directory searches
PIDataType for the types of data that exist in
DMS Library: the system.
DmLmReqgProc
DMS Class:
DmLmProductPlan
INS Library:
InUpdateUR
INS Class:
InUpdateUR
Update One per COTS: Sybase SQL Server The Sybase Server updates
Data update Standard SQL data persistently stored on disk
request Engine based on update requests from
the Advertising Server.
Retrieve One per COTS: Sybase SQL Server The Sybase Server retrieves
Data search query |Standard SQL data persistently stored on disk

Engine

based on search queries from
the Advertising Server.
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Table 4.5.1.5-1. Advertising Service Process Int erface Events (2 of 3)

Event Event Interface Initiated By Event Descript ion
Frequency
Search Ads/|One per COTS libraries: Process: The EcloAdServer receives
Read Ads/ |requestto RWDBTools.h EcloAdServer requests to search and retrieve
Add Ads  |Insert. CUSTOM libraries: |Library: advertisements from
advertise- EcPIPREditor_IF, ECDpPreMm,
loAdSearch, loAdServer
ment EcinRegMgr,
loAdCore, EcDmDdMaintenanceTool,
loAdSubs EcCIWbDtDART, and
EcSbSubServer; It also receives
requests to insert ESDTs from
EcDsScienceDataServer, and
subscription events from the
EcSbSubServer. All inserts are
performed at the master site
Advertising Server only.
Insert One per Libraries: Library: The EcloAdServer receives
Subscription|request to loAdCore, EcSbSr requests to insert subscription
Event Ad insert loAdSubs Class: event advertisements from the
advertise- Classes: EcSbEvent EcSbSubServer. All inserts are
ment o . performed at the master site
loAdSignatureServi Advertising Server only.
ceAdv,
loAdApprovedAdyv,
loAdGroup,
loAdProvider
Insert ESDT |One per data |Libraries: Process: The EcloAdServer receives
Ad type being  |loAdcore, EcDsScienceDataServer |requests to insert ESDT
inserted loAdSubs Class: advertisements from the
Classes: DsDelOSController E chSmenceDataServer
_ _ including both data product and
loAdSignatureServi signature service
ceAdv, advertisements. All inserts are
loAdApprovedAdv, performed at the master site
loAdGroup, Advertising Server only.
loAdProvider
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Table 4.5.1.5-1. Advertising Service Process Int erface Events (3 of 3)

Event Event Interface Initiated By Event Descript ion
Frequency
Request One per To simplify the | Process: The CSS Process Framework
Communica |service interface table for|EcloAdServer provides a library of services
tions request. the Request available to each ECS process. The
Support Communications services required to perform the
Support event, specific process assignments are
refer to the CSS requested by the process from the
section of Process Framework. These
Appendix B, services include: DCE support, file
Software transfer services, Network &
Libraries, for the Distributed File Services, Bulk Data
libraries and transfer services, file copying
classes used as services, name/address services,
the interfaces to password services, Server Request
fulfill the services Framework (SRF), UR, Error/Event
requested by logging, message passing, Fault
ECS processes. Handling services, User
Authentication services, and Mode
information.
Request The EcMsAgSubAgent process
Manage- provides a basic management
ment library of services to the processes,
Services implemented as client or server
applications, using the CSS
Process Framework. The basic
management library of services
One per Script: Process: include:
command to |EcloAdServer EcMsAgSubAgent e Lifecycle commands - The

start or stop
an
application

EcMsAgSubAgent, process
forwards commands to
managed hosts in the network
to start and to stop applications.
On startup, it passes a
parameter identifying the mode
(e.g., OPS, SHARED, test,
training) in which the
application should run.

4.5.1.6 Advertising Service D ata Stores

Table 4.5.1.6-1 provides descriptions of the data stores slhowhe Advertising Service
archtecure dagram
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Table 4.5.1.6-1. Advertising Service D ata Stores
Data Store Type Functionality

EcloAdService Database | The Advertising Service database, EcloAdService, is a Sybase
relational database that persistently stores the advertisements and
advertisement related information on a physical disk.

The types of data stored in the Advertising Service database include:

« Data: A list of all the data collections along with their
associated metadata within the ECS.

e Signature Services: Signature services include the signature
required for one server to obtain the services of another server.
One example is the acquire signature required for users of the
DSS’ Science Data Server (EcDsScienceDataServer) to obtain
data granules.

e Subscription Events: Users or servers within the ECS can
subscribe to and be notified of available data.

4.5.2 Interoperability Subsystem Hardware Components

4.5.2.1 Interface Hardware C | (INTHW) Descript ion, as used by t he
Interoperabilit y Subsyst em

The INTHW CI consists oftwo Interface Servers. In addition, theerfaceServerssupportthe
Client Subsystem and a portion of the Communication Subsysiémarecomponents.Client
and Communication Subsystem related topics are discussed in their respective sections.

The Interface &vers are N Server class machines. Detail specifications camfob@d perthe
site-specific hardware design diagram, base-line document number 920-TDx-001. Because of
their commonconfiguration thesehostscanbe configured interchangeablythe ADSRYV is the

only Interoperability software component that runs on these syst@ims.Advertising Service
provides management of Earth Science related advertisements.

Detailed mappingscan be found per the site-specific hardware/software mapping, base line
document number 920-TDx-002.

A SUN SPARC StorageArray is dual ported between both hosts and provides storage for the
Advertising Database and Sybase Replication componerdstalledconfigurationis specified
per disk partition, base-line document number 922-TDx-009.

In general, custom code and applications are loantethe internal disks of all hosts. This
prevents dependencies on specific hosts or any peripherals.

Recovery/Fail-over for Hardware ClIs is describedtha 920-TDx-014 seriesof documents.
Thereis a versionfor eachDAAC, indicated by the letter appearing in place of tké “The
docunrentprovides he recovery procedure for each host
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4.6 Planning Subsystem Overview

ThePlanningSubsystem (PLS) manages the data production activities at ECS sites in support of
the opaations st#f by providing thefollowing capabilities:

» |dentifies the data processing tasks (via data processing requests) performed by a site
e Generates the data production plans for scheduling the identified processing tasks

e Coordinatesdata production with the DSS and the DPS to achieve an automated
production system.

Planning Subsysém Context Diagram

Figure 4.6-1 is the context diagram for the PLS. The diagram shewsentssentto otherECS
subsystemandthe events the PS receives from other ECS8ubsystems.Table 4.6-1 provides
descrptions of he nterface eversg shown n the Fannng Subsysem Context Diagram

CSS Reques
\Commun'caions M&O Staff MSS

|
Enter data & @ate Plan

Notify of

Subscription Request Management Services

Search Advertisements Planning Search Invetory

Subsyst em

oS |- DSS

Create DPR
Release PR

Cancel DPR
Creae GroundEvent

DPS

Figure 4.6- 1. Planning Subsyst em Context Diagram
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Table 4.6-1. Planning Subsyst em Interface Event s

Event Interface Event Descript ion

Enter data & The M&O staff enter production request data and issues commands to control the

Create Plan creation of a Production Plan.

Search The IOS receives search requests for subscription event and signature service

Advertisements advertisements from the PLS. The PLS enters subscriptions with the Subscription
Server within the CSS or obtains the proper signatures for acquiring data granules
from the DSS (for the insert and update of metadata within the DSS).

Submit The PLS creates a subscription, sent to the CSS, using the advertisement for

Subscription

subscribing to an insert event for an ESDT. In response, PLS receives a
corresponding subscription identifier.

Notify of
Subscription

A message passing callback in the PLS subscription manager is called, by the CSS,
with the UR of the granule inserted into the Data Server as one of the calling
parameters.

Search Inventory

The PLS sends inventory search or inspect requests to the DSS to search the ECS
inventory/archives (granules). In response, the PLS receives URs for the respective
granules satisfying the search.

Create DPR The PLS sends, to DPS, the Data Processing Request Identification (dprid) and
whether the DPR is waiting for external input data.

Release DPR The PLS sends the dprld to the DPS for DPR release.

Cancel DPR The PLS sends a request to cancel the dprld to the DPS for the deletion of a DPR.

Request The MSS provides a basic management library of services to the subsystems,

management implemented as client or server applications, using the CSS Process Framework.

services The basic management library of services include:

e Lifecycle commands - The MSS forwards commands to managed hosts in the
network to start and to stop applications. On startup, it passes a parameter
identifying the mode (e.g., OPS, SHARED, test, training) for the application to
run.

Create Ground
Event

The PLS sends the ground event id, resource id, and start time to the DPS.

Request
Communications
Support

The CSS provides a library of services available to each ECS subsystem. The

services required to perform the specific subsystem assignments are requested by
the subsystem from the CSS. These services include: DCE support, file transfer
services, Network & Distributed File Services, Bulk Data transfer services, file
copying services, hame/address services, password services, Server Request
Framework (SRF), UR, Error/Event logging, message passing, Fault Handling
services, User authentication services, and Mode information.

The following paragraphs describe the relationships between the PLS and other ECS subsystems.

DPSInterface

The PLSusesa database link with the DPS Processing CSCI to describe the Product Generation
Executives(PGEs)neededto fulfill the production goals. A Data Processing Request (DPR)
describesa PGErunto the DPS. A DPR describes the specific input granules, output filenames,

and run-timepaameers for aPGE, a wel as dgpendendes and pralicted run-times. The DPS
provides status and processing completion information to the PLS.
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DSS Interface

The PLS queries the DSS inventory for data required for processing.dathexists,the DSS
responds to the PLS with granule information (identification, metadatdocation).If the data
does not exist, an error message or notification is sent to the PLS.

CSS Interface

The CSS Subscription server provides a notification on the arrival of d&t&s The ECS
Advertising service provides the advertisement data required by the PLS to generate
subscrptions. The PLS exchangesmode managenent information with and receies event
notifications from theCSS.

MSS Interface

The PLS sends fault management, accounting, security, and performante ttiatMSS for
logging. The PLS receivesconfiguration management resource information from theS N¢®
Resource Planning and initializes the PLS database. The PLS receives the actudlginesd
events from theMSS log.

Planning Subsysem Structure

The PLS is comprised of one computer software Cl, Production Planning (PLANG @&CI)
one hardware CIProduction Planning (PLNHW).

The Planningand Data Processing Subsystems (PDPS) database resides in the PLNHW and
saves both planing and sdheduling activities.

Use of COTS in the Planning Subsysém
e Hughes- Delphi Scheduling Class Libraries.

The PLS uses Delphi for scheduling of the ResoWRtanning Workbenchand the
Production Planning WorkbenchDelphi uses C++ classes to providser-oriented,
integrated, and modular planning and scheduling software utilities.

e RogueWave’s Tod.h++

The Tools.h++ class libraries provide libraries of object strings and collectidhese
libraries must beanstdled for thePLS proesses to run.

e RogueWave’s DBools.h++

The DBTools.h++ G-+ class ibraries nteractwith the SybasedatbaseStructuredQuery
Language (SQL) server and buffer the processes from the relational database used.

e ICS Builder Xcessory

The Builder Xcessory GUI builder tool modifies displaysThe Builder generates the
C++ codeto produce the Mtool display at run tim&here is no operational component
of Builder Xcessory neded & run-time
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e Sybase Server
The SybaseSQL serverprovides the capabilities to insert, update and delete PDPS
database content. The Sybase SQL Server must be operational during the PLS operations.
4.6.1 Production Planning (PLANG) Software Description

4.6.1.1 Production Planning Functional Overview

The PLANG CSCI manages the data production activities at each site by providing the
Opeations stéf with the following capabilities:

e Defining the data processing tasks (via data processing requests) to perform at the site
e Generating data production plans for scheduling processing tasks
e Coordinating data production with the DSS and the DPS to automate the production
system.
4.6.1.2 Production Planning Context

Figure 4.6.1.2-1is the PLANG CSCI context diagram. The diagram shows the events sent to the
PLANG CSCI and the events thdlRNG CSCI sendgo other CSCls andthe Operationsstaff.

Table 4.6.1.2-1 provides descriptions of the interface events shawaPLANG CSCI context
diagram.

DCCI CSCI Reques
(CSS) Communicaions MEO staff MACI CSCI

(MSS)

Support

Enter data &

Notify of ubscription Create Plan

Subscription Request Management Services

ADSRV Search Advertisements Search Invatory SDSRV CClI
CSCl - > (DSS)
(109)

Create DPR
Release PR
Cancel DPR

Creae GroundEvent

PRONG CXCl
(DPS)

Figure 4.6.1.2-1. PLANG CSCI Context Diagram

4-128 305-CD-100-005



Table 4.6.1.2-1. PLANG CSCI Interface Event s

Event Interface Event Descript ion

Enter data & The M&O staff enter production request data and issues commands to control the

Create Plan creation of a Production Plan.

Search The ADSRYV CSCI receives search requests for subscription event and signature

Advertisements service advertisements from the PLANG CSCI. The PL ANG CSCI enters
subscriptions with the Subscription Server within the CSS or obtains the proper
signatures for acquiring data granules from the SDSRV CSCI (for the insert and
update of metadata within the SDSRYV inventory).

Submit The PLANG CSCI creates a subscription using the advertisement for subscribing to

Subscription

an ESDT insert event. In response, the PLANG CSCI receives a subscription
identifier.

Notify of
Subscription

A message passing callback in the PLANG CSCI subscription manager is called with
the granule UR inserted into the SDSRV inventory as a calling parameter.

Search Inventory

The PLANG CSCI sends inventory search or inspect requests to the SDSRV CSCI to
search the ECS inventory/archives (granules). In response, the PLANG CSCI
receives granule URs satisfying the search.

Create DPR The PLANG CSCI sends the Data Processing Request Identification (dprld) and
whether the DPR is waiting for external input data to the PRONG CSCI.

Release DPR The PLANG CSCI sends the dprld to the PRONG CSCI.

Cancel DPR The PLANG CSCI sends a request to cancel the dprid to the PRONG CSCI for the
deletion of a DPR.

Request The MACI CSCI provides a basic management library of services to the CSCls,

management implemented as client or server applications, using the CSS Process Framework.

services The basic management library of services include:

e Lifecycle commands - The MACI CSCI forwards commands to managed hosts
in the network to start and to stop applications. On startup, it passes a parameter
identifying the mode (e.g., OPS, SHARED, test, training) for the application to
run.

Create Ground
Event

The PLANG CSCI sends the ground event id, resource id, and start time to the
PRONG CSCI.

Request
Communications
Support

The DCCI CSCI provides a library of services available to each ECS CSCI. The
services required to perform the specific CSCI assignments are requested by the
CSCI from the DCCI CSCI. These services include: DCE support, file transfer
services, Network & Distributed File Services, Bulk Data transfer services, file
copying services, name/address services, password services, Server Request
Framework (SRF), UR, Error/Event logging, message passing, Fault Handling
services, User authentication services, and Mode information.

PLANG CSCI interfaces include:
PDPS Databaselnterface (Common databasepsaudo-interface with DPS)

The PLS retrieves PGE data stored by the DPS Algorithm Integratiof estd ools CSCI.

This PGE data includes the PGE executable, the input data type(s) it requires, the output data
type(s) it generates, and the resource requirements (e.g., hardware platform, memory, and disk
storage). The PLS uses the PGE data to schedule data processing requests with the DPS.
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Operator Interface

The Operationsstaff personnel enter Production Requests into the PLS via the Planning User
Interface Production Requests describe the order for data to be produced byS$hErBdRuction
Requests are used to process new data (Routine Production Requests, alsasstanting
orders) or for reprocessing data (Reprocessing Production ReqUé®$)LS usesthe PGE
profile information from the Production Requests to geneits#eDPRs neededto fulfill the
requesfor data.The Planning User Interface also issues commands to initiate plan creation, plan
activation and plan cancellations,and provide reports and status of plan progressThe
Operationsstaff performsresource planning for the entire DAAC through the Planning User
Interface with awareness of the impact of ground events on data processing resources.

4.6.1.3 Production Planning Architecture

Figure 4.6.1.3-1is the PLANG CSCI architecture. The diagram shows the events sent to the
PLANG CSCI processes and the events sent by theN&G CSCI processes to other processes.

Seach Advertlserrents Search Inventory ]
EcloAdSener| - Ecp|pREd|tor IE » EchS‘clgrggDaaS‘erver
(10S) (DSS)
Delete DPR
Updae/
Enter Prodiction Rey Retiieve EchPch_ngmt A
Creae Ran daa EcDpPrViewJdbStates
Production cFiequest o Crede DPR
Scheduler ommunications anc
Searh Inventory
(Operations Sypport Creae Ground Evert Releas DPR
Staff) Updaelretieve dda
PDPS Dibase % @
EcPIPr r
¢ odStrat Updae Strategies
Update! Update/
Sulmit Esgleve Retieve
Sulscriptio

EcPIRpRe
Notify of Subscription | >
EcSbSthSaver ¢RequestManagement Services

(CSS)

Figure 4.6.1.3-1. PLANG CSCI Archit ecture Diagram

4.6.1.4 Production Planning Process Descriptions

Table 4.6.1.4-1 provides descriptions of the Production Planning processes shown in the PLANG
CSCI archtecure dagram
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Table 4.6.1.4-1.

PLANG CSCI Processes ( 1 of 2)

Process Type COoTS/ Functionality
Developed
EcPIRpRe GUI Developed | The Resource Planning Workbench prepares a schedule for
code using | the resources at each respective site, and forecasts the start
Delphi and completion times of the ground events and the impact on
Class the resources used within the schedule.
Libraries. The workbench allows the Operations staff to:
- Edit the resources currently available at a site
e Associate the resources with production strings (logical
groupings of resources used by AutoSys and Data
Processing) when allocating resources for a particular
PGE.
e Create ground events (maintenance, etc.) on the allocated
resources
EcPIWb GUI Developed | The Production Planning Workbench prepares a schedule for
code using | the production at a site, and forecasts the start and completion
Delphi times of the activities within the schedule.
C.Iass. Specifically, the Workbench allows:
Libraries. - Candidate Plan Creation—from the production requests
prepared by the Production Request Editor
e Plan Activation—activating a candidate plan
» Update of the Active Plan—feedback from the DPS
activities are incorporated into the active plan
e Cancellation/Modification of the Active Plan.
Activating a plan entails rolling a portion of a selected plan into
the AutoSys COTS via the DPS. The “schedule” is managed
within the DPS. The forecast times generated by the planner
are used to set up operator alerts to gross departures from the
predicted schedule.
EcPIPREditor_IF | GUI Developed | The Planning User Interface (Production Request Editor)

allows the Operations staff to submit production requests to
describing the data products to generate. The production
request uses the PGE descriptions (profiles) entered during
Algorithm Integration and Test (AI&T) to define the Data
Processing Requests. The request adds, modifies, and deletes
Production Requests, and reviews and modifies the resulting
Data Processing Requests. The user specifies rules for
producing the individual DPRs for the reprocessing requests.
The production request editor is a distinct application and
separate from the workbench because defining a production
request is unrelated to the planning of a production request.
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Table 4.6.1.4-1.

PLANG CSCI Processes ( 2 of 2)

Process Type COTS/ Functionality
Developed
EcPISubMgr server | Developed | The Subscription Manager receives subscription notifications

from the DSS via the CSS. Subscription notification notifies
planning of the arrival of required input data. The Subscription
Notification is handled through the Infrastructure message
passing service and contains URs pointing to the data objects
stored in the DSS. The Subscription Manager updates the
PDPS database when data is available. When all input data
for a DPR is available, the job defined for that DPR is released
within the DPS.

EcPIProdStrat

Developed

The Production Strategies GUI is used to create a set of
planning priorities to be applied to each DPR in a plan. This
strategy takes user, PGE type, PGE instance, and Production
Request priorities into account. This strategy is then saved to
the PDPS database.

4.6.1.5 Production Planning Process Interface Descriptions

Table 4.6.1.5-1 provides descriptions of the interface events showhneiRLANG CSCI

archtecure dagram

Table 4.6.1.5-1. PLANG CSCI Process Int erface Events (1 of 3)

Event Event Interface Initiated By Event Descript ion
Frequency
Enter One per GUI: Operator The M&O staff request production by
Production |production |production selecting PGE type and the time duration
Request |request Request Editor for the PGE to process the input data.
Create One per GUI: Operator The M&O staff create and activate a plan.
Plan created and |Planning
activated Workbench
plan
Update/Ret|One per GUI: Process: Requests to update/retrieve data defining a
rieve data |update/retri |Production EcSbSubServer |PGE. Also, allows the PGE to be
eve request |Request Editor scheduled and executed. Requests allow
Process: updates of granule information (location,
EcPISubMgr siz.e, 'etc.), processing status, and check
pointing.
Update One per GUI: Operator The M&O staff create strategies when
Strategies |strategy Production certain jobs need to be prioritized over
created. Strategies GUI others. The strategy is saved by name and
later can be read by the Planning
Workbench to prioritize the DPRs in a plan.
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Table 4.6.1.5-1. PLANG CSCI Process Int erface Events (2 of 3)

Event Event Interface Initiated By Event Descript ion
Frequency
Search One per Library: Library: The EcloAdServer process receives
Advertise- |advertise- loAdSearch PICorel requests to search for subscription event
ments ment search |~/ Class: and signature service advertisements from
request loAdApprovedAdv |PIDataType the EcPIPREd|tor_IF process. The
SearchCommand EcPIPRE'dltor_I'F process er!ters '
subscriptions via the Subscription Service
(within the CSS) or obtains the proper
signatures for acquiring data granules from
the EcDsScienceDataServer process
(within the DSS) for the insert and update
of metadata within the DSS inventory.
Submit One per Library: Library:. The EcPIPREditor_IF process creates
Subscrip- |subscription (EcShSr PICorel subscriptions using the advertisement for
tion created Class: Class: subscribing to an ESDT insert event.
EcSbSubscription |PlDataType
Notify of |One per Process: Process: The SBSRV process calls a message
Subscrip- [message EcPISubMgr EcSbSubServer |passing callback in the Subscription
tion passing Class: Service, with the granule UR inserted into
callback PISubMsgCh the data server as a calling parameter.
Search One per Library: Processes: The EcPIPREditor_IF and EcPISubMgr
Inventory |query DsClI EcPIPREditor IF |processes create two types of queries.
Class: EcPISubMgr - One type only has the ESDT short name
. ) and data start and stop times and the other
DsCIQuery Library: : : :
type also includes spatial coordinates. The
DpPrDsslF EcPIPREditor_IF process queries when the
Class: predicted data is available. The
DpPrDSSinterface |EcPIPREditor_IF process creates an
ESDT Reference from a UR after receiving
an ESDT Reference from a query. The
EcDsScienceDataServer returns ESDT
References for granules to satisfy the
query. The EcPISubMgr process creates
an ESDT Reference from a UR after
receiving a subscription notification or
receiving an ESDT reference from a query.
The EcPISubMgr process queries when
predicted data is not available. The
EcDsScienceDataServer returns metadata
information about the granule being
inspected.
Create One per list |Library: Process: The EcPIWb process sends the dprid and
DPR of DpPrJM EcPIWb whether the DPR is waiting for external
predecessor | jass: Class: data to the EcDpPrJobMgmt process.
DPRs DpPrScheduler PIWbScheduler
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Table 4.6.1.5-1. PLANG CSCI Process Int erface Events (3 of 3)

Event Event Interface Initiated By Event Descript ion
Frequency
Release |One per Library: Library: The EcPISubMgr process Subscription
DPR dprid send  |DpPrim PICorel Manager sends the dprld to the
Class: Class: EcDpPrJobMgmt process.
DpPrScheduler PIDpr
Cancel One per Library: Process: The EcPIWD process sends a request to
DPR dprid send  |DpPrim EcPIWb cancel the dprld to the EcDpPrJobMgmt
Class: Library: process for the deletion of a DPR.
DpPrScheduler PlCorel
Class:
PIDpr
Create Library: Process: The EcPIWb process sends the ground
Ground DpPrIM EcPIWb event id, resource id, and start time to the
Event Class: EcDpPrJobMgmt process.
DpPrScheduler
Request Process: Processes: The EcMsAgSubAgent provides a basic
manage- EcPISubMgr EcMsAgSubAgent |Management library of services to the
ment ) processes, implemented as client or server
. Class: e :
services L applications, using the CSS Process
PISubscriptionMa Framework. The basic management
nager library of services include:
One per Lifecycle commands - The M&O staff use
command the OVW Map (COTS SW) to send
to start or commands to managed hosts in the
stop network to start and to stop applications.
network On startup, the OVW Map passes a
applications parameter identifying the mode (e.g., OPS,
SHARED, test, training) for the application
to run.
Request  [One per To simplify the Process: The Process Framework provides a library
Communi- |process interface table for |EcPIPREditor of services available to each ECS process.
cations request. the Request The services required to perform the
Support Communications specific process assignments are

Support event,
refer to the CSS
section of
Appendix B,
Software
Libraries, for the
libraries and
classes used as
the interface to
fulfill the services
requested by ECS
processes.

requested by the process from the Process
Framework. These services include: DCE
support, file transfer services, Network &
Distributed File Services, Bulk Data
transfer services, file copying services,
name/address services, password
services, Server Request Framework
(SRF), UR, Error/Event logging, message
passing, Fault Handling services, User
authentication services, and Mode
information.
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4.6.1.6 Production Planning Data Stores

Table 4.6.1.6-1 provides descriptions of the production planning statas shown in the
PLANG CSCI architecture diagram.

Table 4.6.1.6-1. PLANG CSCI Data Stores

Data Store Type Functionality
PDPS Database | The PDPS database is replicated within each site for fault handling purposes.
Database This PDPS database holds all the persistent data (and facilitates the sharing of

this data) including, but not limited to:

e resource information entered with the Resource Planning utilities

e PGE and data type information entered at SSIT

e Production Request, Data Processing Request and Data Granule
information entered using the Production Request Editor

< plan information entered using the Production Planning Workbench
e task recovery information

The PDPS database also provides security, fault tolerance, and verifies
requests for concurrent access to data.

4.6.2 Planning Subsystem Hardware Components

4.6.2.1 Planning H ardware C | (PLNHW) Descript ion

The PLNHW hardware (PLNHW) consists of an SNMP server lith Sybasedatabase
managemensystem(DBMS) and the workstations to support the Operations staff by providing
the Planning Workbench.

The PDPS DBMS Server runs on either a four processor SUN Server or a dual-processor Sun
workstations (see 920-TDx-001 series of baseline documents) with 64kb#-SPARC
processors. Each PDPS DBMS Server is equipped with 512 MB of memory (see 920-TDx-001
series of baseline documents) required by the workstation processors and the Sybase DBMS.

The nternal disks provide swap space anddisysem space fortie operang sysemandthefile
space for applications software (see 920-TDx-001 series of baseline documents).

Either a Storage Array or an appropriately sized storage unit configurethdatatabase
applicaion provdes sbrage for he FDPS datbase. These agtage urts are atachedto the host

via a fast-wide small computersystem (SCSI). Additionally, this storage unit backs up the
Queuing Server database (see Section 4.7.3.1: Data Processing Hardware).

A Fiber Distributed Data Interface DPI) sub-network is implemented at each site to support
the PDPS.Eachprocessingunit of SPRHW (including the Queuing Server) is dual-attached to
the PDPSFDDI sub-network (see 920-TDx-001, 921-TDx-002, 921-TDx-003, and 921-TDx-004
series of baseline documents).
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The PDPSdatabasen the PDPSDBMS Server is replicated by the MSS Backup Server (see
Section 4.9.16: MHWCI Descriptigrio a physical location on a storage unit of the Queuing
Server Whenadisk or PDPSdatabase failure occurs on a primary database, the backup database
is used on the Queuing Server.

The dud-ring FDDI implementation provides afault tolerance capability. Media failures within

the FDDI fabric do not result in a loss of service and do no require a re-configuration. With the
inherent fault tolerance of FDDI, multiple physical communications paths to each hosit are
necessary.

Recovery/Fail-over for Hardware Clis is describedtha 920-TDx-014 seriesof documents.
Thereis a version for each DAACIindicated by the letter appearing in place of tké The
docunrentprovides he recovery procedure for each host

4.6.2.2 Planning W orkst ation D escript ion

The Planningworkstationcontainsand runs the Planning Workbench software. The Planning
Workbench is the Production Planning function and the Resource Planning fuiiieor
more workstations are used to ruro@uction Panning and/oResourcePlanningat eachsite
based on the site size.

The Plannng worksiation is a SUN worksttion class nachne wih ether a angle SPARC or
Ultra-SPARC based processor (see 920-TDx-001 series of baseline documents).

The Planning workstation has 384 MB of memory (see 920-TDx-001 series of baseline
docunens) and each has a faside SCS| contoller to atach b a sbrage subsysin.

The internal disks provide swap space forme operang sysem and fle sysem space for hie
operating system and applications (see 920-TDx-001 serieasefinedocuments)Additional
storage for the Planning workstations can be attached to the SCSI controller.

A FDDI sub-network is implemented at each stte support the PDPS. The Planning
workstationause a single-attachedBl interface to connect with the remaining members of the
PDPSsuite (see 920-TDx-001, 921-TDx-002, 921-TDx-003, and 921-TDx-004 series of baseline
documents). The Planning workstations also communicateothir ECS hardwareitems and

the external world via the DAACDDI switch.

Sites generally have a minimum of two Planning workstations.plaaningworkstationfails,
anothe planning workstdion assume the Planning Workbench fundiondity from the failed
workstation.In caseswith one Planning workstation, the Planning workstation tasks are assumed
by an available equivalent workstationauty hardware is either repaired or replaced by a
cerified techncian.

Recovery/Fail-over for Hardware ClIs is describedtha 920-TDx-014 seriesof documents.
Thereis a version for each DAACIindicated by the letter appearing in place of the “x.” The
docunentprovides he recovery procedure for each host
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4.7 Data Processing Subsystem Overview

The Data Processing Subsystem (DPS) provides the Data Processaiglitiesat eachECS
site TheDPS @pabilities indude

A gqueued processing environment to support data product generation. Thex&dRgs

DPRs on available processing resources as an assquiatessingob containingall the
information needed to accomplish the processing. D&Bsubmittedby the PLS and
triggered by the arrival of data or triggered internally by the PLS (i.e., reprocessing).
PGEs rsulting from theintegration and test of ddivered sa@ence algorithmsjref.. ECS

White Paper 193-00118] and encapsulated into the ECS with the Science Data Processing
(SDP) Toolkit areusedby DPRs to process data. User-specified methods are also used
for processing specific data types

The Operabnal interfaces requed b monitor the execubn of the science software
(PGESs).

Support for science algorithm execution via the SDP Toolkit. The Biokkit is a setof

tools © provide a cormon interface for encapsaling eachscience algorithm into the

SDPS environment (See the SDP_ Tookit Users Guile for he EG Project
(333-CD-003-002))and PGS Toolkit Requirements Specification for the ECS Project
(193-801-SD4-001, a.k.a. GSFC 423-06-02) for guidance on the roles and responsibilities
of the SDP Toolkit to support the execution of science software.

Support for the preliminary format processing of data setslédt@products)requiredby
the sdence dgorithms

Providing an Algorithm Integration and Test (AI&T) environmentimbegrate new
sciencealgorithms,new versions of existing science algorithms, and user methods into
the SDPS environment. The system acquiresatigerithm or method via an ingest
process reéicing local site policies for accepnce of sofivare for ntegraion into the
environment. (See Section 4.7.2 “Algorithm Integration and Tests (AITTL) CSCI
Description).

The DAAC Quality Assurance (QA) procedures and conditionyetofy each data
product by the scientific personnel at each DAAQIl data products, both those
generatedby and input to a submitted job, are available for examination by DAAC
scientific personnel to verify data content to be in accordance with quality standards set
by the DAAC.
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Data Processing Subsystm Context

Figure4.7-1is the Data Processing Subsystem Context Diagram. The diagram shows the events
sent to the DPS and the events the DPS sends to other ECS subsystems and the Operations staff.

M&O staff

MSS

CSS Requeg _
Communicaions

uobort

Contro| & Status Reauest Manaement Services

Data Processim » | pss
I0S Get ESDT Service Subs/stem Reauest Data hset
Provider Reaues MCF
Requeg Granuk Dektion
Regqueg Data

Acquire FGE tar file

Create, Rlease, @Gncel DPR
Creae Ground Eveniob
Cancel Ground Eventlob

PLS

Figure 4.7- 1. Data Processing Subsyst em Context Diagram

Table 4.7-1 provides descriptions of the interface events showthme Data Processing
Subsystem context diagram.

Table 4.7-1. Data Processing Subsyst em Interface Events (1 of 2)

Event Interface Event Descript ion
Control & Status | The M&O staff provide Data processing control and supports DPR status activities.
Request The CSS provides a library of services available to each ECS subsystem. The
Communications | services required to perform the specific subsystem assignments are requested by the
Support subsystem from the CSS. These services include: DCE support, file transfer services,

Network & Distributed File Services, Bulk Data transfer services, file copying services,
name/address services, password services, Server Request Framework (SRF), UR,
Error/Event logging, message passing, Fault Handling services, User Authentication
services, and Mode information.

Get ESDT The IOS receives requests to search for signature service advertisements from the
Service Provider | DPS. The DPS obtains the proper signatures for communicating with the DSS.
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Table 4.7-1. Data Processing Subsyst em Interface Events (2 of 2)

Event Interface Event Descript ion

Create DPR The DPS uses the dprld to insert a job box for a DPR into AutoSys if all the required
input data is available. If the input data is not available, information used to construct
the job in AutoSys is queued by the Job Management CSC to not adversely impact the
performance of AutoSys.

Release DPR The DPS uses the dprld to release jobs currently waiting for external data in the Job
Management queue into AutoSys.
Cancel DPR The DPS uses the dprld to delete jobs in AutoSys or from the queue.

Create Ground The DPS uses the ground event Id to create a ground event job in AutoSys.
Event Job

Cancel Ground The DPS uses the ground event Id to delete a ground event job.

Event Job
Request Data The DPS sends requests to the DSS to insert a particular file or files into the archive,
Insert and the associated metadata cataloged into the SDSRYV inventory, as a granule of a

particular ESDT short name and version. These files can be processing output, static
files received with PGEs, PGE tar files, APs, SSAPs or DAPS, failed PGE tar files, or
production history files.

Request MCF The INS and DPS request the MCF template, from the DSS, prior to a data insert

request.
Acquire PGE tar | The DPS acquires a tar file for any PGE not currently local to the science processor
file from the DSS. The tar file is removed from the tape archive and used during PGE
execution.

Request Data The DPS sends requests to the DSS for a particular data granule to be FTP pushed
onto the DPS science processor and used as input for data processing or for SSIT

work.
Request Granule | The DPS sends delete requests, to the DSS, for particular granules (interim data) in
Deletion the archive and the associated metadata to be deleted from the SDSRV inventory.
Request The MSS provides a basic management library of services to the subsystems,
management implemented as client or server applications, using the CSS Process Framework. The
services basic management library of services include:

e Lifecycle commands - The MSS forwards commands to managed hosts in the
network to start and to stop applications. On startup, it passes a parameter
identifying the mode (e.g., OPS, SHARED, test, training) for the application to run.

The DFS has an internal interface to ti@OTS softwareproduct AutoSys. The DPS creates,
starts, and deletes job boxes in AuteSia this interface.

The PLS determineghe processingactivities required to generate data products specified by the
Operationsstaff in a Production RequesEach processing activity is called a DPR. The PLS
creaes, reéases or deles DPRsin AutoSys via the DFS.

The DSS accessedhe dah archives va auhorized user request The DS requess the requred

input datafor a PGE and Metadata Configuration Files (MCFs) from the DSS. The DPS also
inserts PGE generated products, provides product production historigzoartesfailed PGE
information for debugging purposes. The DPS uses the DSS as a permanent repo$GE for
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tar files, Algorithm packages (A$), Science Software Archive PackagegSSAPs) andDelivered
Algorithm Packages (DAB).

Data Processing Subsystm Structure
The DFS is conprised of hree GCls:

The Rocessing (RONG) C<I manages and monitors thei€hce Data Processing
(SDP) envronment to execu¢ Science Sftware and algorithms (caled PGEs) and
generates data products.

The Algorithm Integration and Test Tools (AITTL) CSCI is a set of tools for test and
integration of new science software, new versions of existing scearftveare,and user
methods in the SDP operational environment. AITTL combines custom developed code
with COTS softwee stating from acentrd agpplication caled theSSIT Manager.

The SDPToolkit (SDPTK) CSCl providesa set of software libraries to integrate Science
Software into the ECS environment. By promoting the POSIX standard, libhesees
allow the SDP environment to support the generation offtatiuctsin a heterogeneous
computer hardware environment. (Se&€DP Toolkit Design Specification
(455-TP-001-001) for the SDPTK architecture).

Use of COTS in the Data Processin§ubsysem

Platinum Technology’s AutoSys is ajob sheduling softwaie application to aitomde
operations in a distributed UNIX environment. AutoSys perfoant®matedob control
functions for scheduling, monitoring, and reporting on the jobs resiingny Unix
machne atached ¢ an EGS netwvork onthe Science Data Processng hardware AutoSys
provides job-scheduling support with an Operator Console for monitoringhaman
intervenionin thejob stream The Operadr consoé alows the Operabns saff to resart

failed jobs and to view the status of events related to the job’s execution. The Operator
consoleincludesanalarmmanager, set in the job definition, to assist the Operations staff
when responding to fault situations.

Platinum Technology’s AutoXpert is a GUI providing different methods of viewing a

job scheduleprogress. Noting color changes on the JOBSCAPE GUI can monitor the
progressiorof DPR execution. Failed jobs can be detected and restarted if the job has
failed dueto the unavailability of an externd resoure. The HostSape GUI can beusel

to view the status of the science processors.

SybaseSe ver

The SybaseSQL serverprovides the capabilities to insert, update and delete PDPS
database content. The Sybase SQL Server must be operational during the DPS operations.
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The DPS provides the hardware resources for science software execution, queuing, dispatching,
and managing in a distributed environment of compufihatforms. The DFS hardware
comprises three hardwaresC

e Science Processing - The Science Processing H@®ERHW) contains processing
resourcegcentralprocessingunits, memory, disk storage, and input/output subsystems)
necessary to perform first-time processing, reprocessingAlgadithm Integrationand
Test (AI&T). Also, SPRHW provides the hardware resources (a Quebenger)to
support management of the science processes.

e Algorithm Quality Assurance - The Algorithm Quality Assurard®/Cl (AQAHW)
supports the DAAC Operations staff in performing the planned science and non-science
product data quality validation procedures.

e Algorithm Integration and Test - The AI&T HWCI (AITHW) resourcpsovide the
operating system and support for the integration and test of science sdtveseh
DAAC. AITHW is the workstations and hardware tools required for software integration
and test. AITHW does not, in this case, provide the computer capacity required for
science software test (SPRHW provides the test capacity).

4.7.1 Processing Sof tware Descript ion

4.7.1.1 Processing Functional Overview

The Processing (PRONG) CSCI initiates, monitors, and manages the execution of science
software algorithms (referred to as BEs). The RONG C&CI is informed of the required
executionof a PGE througha DPR received from the IPS. When all necessary input data
becomes available, PRONG initiates the execution of the PGE. (N.B.: @@ténput datacan

reside in a Datae®ver not at the DAAC site.)

The PRONG CSCI has the following capabilities:
e Manages execution of science software algorithms
e Manages SDP computer hardware resources
e Manages the data flow required to execute a science software algorithm
e Manages the data flow generated by the execution of a science software algorithm

e Monitors processing status, and allows manual intervention, whegssaryin the SDP
operations environment, including processing queue control

e Supports validation of product data quality

4.7.1.2 Processing C ontext

Figure4.7.1.2-1is the PRONGCSCI context diagram. The diagram shows the events sent to the
PRONG C&CI and the events theR®DNG CSCI sends to other G@3s and the Operations staff.
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Table4.7.1.2-1 provides descriptions of the interface events shown irRB&IB CSCI context

diagram.
MACI CSCI
DCCI CSClI Reguest (MS9
(CSS) Communications
w .
Request Management Sevices
SDSRV CSC
ADS&::‘)OVS?SCI Get ESDT Service Ezqq::: Ia?:t? isert (DSS)
Provider Request Granule Deletion
Request Data
Acquire FGE tar file
DPR Catrol,
Staus Creat, RekeaseCartel DPRs
M&O & QA Create GroundEvent Job
Staff Cancel Grourd Event Job
PLANG CSCI
(PLY
Figure 4.7.1.2- 1. PRONG CSCI Context Diagram
Table 4.7.1.2-1. PRONG CSCI Interface Events (1 of 2)
Event Interface Event Descript ion
DPR Control, The M&O staff controls DPR activity with the capability to cancel, suspend, resume,

Status & Q/A

and modify a DPR. The M&O staff supports status collecting, PRONG hardware
resource monitoring and Quality Assurance validating processes.

Request
Communications
Support

The DCCI CSCI provides a library of services available to each ECS CSCI. The
services required to perform the specific CSCI assignments are requested by the
CSCI from the DCCI CSCI. These services include: DCE support, file transfer
services, Network & Distributed File Services, Bulk Data transfer services, file copying
services, name/address services, password services, Server Request Framework
(SRF), UR, Error/Event logging, message passing, Fault Handling services, User
Authentication services, and Mode information.

Get ESDT
Service Provider

The ADSRYV CSCI receives search requests for signature service advertisements from
the PRONG CSCI. The PRONG CSCI obtains the proper signatures for
communicating with the SDSRV CSCI.
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Table 4.7.1.2-1. PRONG CSCI Interface Events (2 of 2)

Event Interface Event Descript ion

Create DPR The DPS uses the dprld to insert a job box for a DPR into AutoSys if all the input data
that is required for the DPR is available. If the input data is not available, information
used to construct the job in AutoSys is queued by the Job Management CSC to not
adversely impact the performance of AutoSys.

Release DPR The DPS uses the dprld to release jobs currently waiting for external data in the Job
Management queue into AutoSys.

Cancel DPR The DPS uses the dprld to delete jobs in AutoSys or from the queue.

Create Ground The DPS uses the ground event Id to create a ground event job in AutoSys.

Event Job

Cancel Ground The DPS uses the ground event Id to delete a ground event job.

Event Job

Request Data

The PRONG CSCI sends requests to the SDSRV CSCI for a particular data granule to
be FTP pushed onto the DPS science processor and used as input for data
processing or for SSIT work.

Request Granule
Deletion

The PRONG CSCI sends delete requests to the SDSRV CSCI for particular granules
(interim data) in the archive and associated metadata to be deleted from the SDSRV
inventory.

Request MCF

The PRONG CSCI requests a MCF template for each output data type for specific
PGEs from the SDSRV CSCI and the MCF template is populated with metadata from
the output granule.

Acquire PGE tar
file

The PRONG CSCI acquires a tar file for any PGE not currently local to the science
processor from the SDSRV CSCI. The tar file is removed from the tape archive and
used during PGE execution.

Request Data
Insert

The DPS sends requests to the DSS to insert a particular file or files into the archive,
and the associated metadata cataloged into the SDSRYV inventory, as a granule of a

particular ESDT short name and version. These files can be processing output, static
files received with PGEs, PGE tar files, APs, SSAPs or DAPS, failed PGE tar files, or
production history files.

Request
management
services

The MACI CSCI provides a basic management library of services to the CSCls,

implemented as client or server applications, using the CSS Process Framework. The

basic management library of services include:

e Lifecycle commands - The MACI CSCI forwards commands to managed hosts
in the network to start and to stop applications. On startup, it passes a parameter
identifying the mode (e.g., OPS, SHARED, test, training) for the application to run.

4.7.1.3 Processing A rchit ecture

Figure4.7.1.3-1is thePRONG CSCI architecture diagram. The diagram shows the events sent to
the PRONG CSCI processeand the events theRONG CSCI processes send to other processes.
The FRONG C£CI consists of COTSoftware and EC8eveloped processes.
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The FRONG CSCI has interfaces with:

Planning Subsystem — The PLS creates a production plan exéguteePRONGCSCI
through the use of DPRs. Each DPR represents one processing job performb@%®y a
computerresource. The RONG CSCI provides DR status information to thelS to
assist in production management activities.

Data Server Subsystem — The PRONG CSCI supports ECS data gerngyaqnesting
and receiing daa (Data Saging) from a Dak Server meintaining the raw dat and
generated products. Also, the PRONG CSCI transfers data (Data de-stagmnDat®
Server to archive generated data products.

SDPToolkit — The PRONG CSCI provides the location of input data and the location for
the generated output data products. While a PGE is executim@RIDEGCSCImonitors

the executionand provides current status to the Operations staff. Status includes current
processingevent history (e.g., data staging, and execution). Process monitoring includes
checkingresourceusageby the PGE. At PGE execution completion, the PRONG CSCI
informs the PLS andasneedednitiates the transfer of the generated data product to the
respedive Dat Server.

System ManagementuBsystem — The RONG CSCI relies onthe MSS servicesfor
resourcemanagemendnd thus provides system management information including fault,
accounting, configuration, security, performance, and accountability to the MSS.

Operations — Supports PGE execution managementandoringandthe generatiorof

SDPS Data Poducts via a Human Machine Interface (HMIhe HMI supportsstatus
information collection for a DPR, controlling DPR executions, and monitdhegtatus

of the DPS hardware resources. The HMI also supports manual quality assurance
activities performed at the DAAC.
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Figure 4.7.1.3- 1. PRONG CSCI Archit ecture Diagram

4.7.1.4 Processing Process D escript ions

Table 4.7.1.4-1 provides descriptions of the processes shown in the PRONG CSCI architecture
diagram.
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Table 4.7.1.4-1. PRONG CSCI Processes (1 of 3)

Process Type COTS/ Functionality
Developed
EcDpPrDM Other Developed | The Data Management process manages the flow

of science data to and from science processing
resources including communication mechanisms to
interface with the EcDsScienceDataServer. Data
Management manages data retention on science
processing resources to support PGE executions.

EcDpPreM Other Developed | The Execution Management process initiates the
execution of PGEs (via the COTS product
AutoSys). EcDpPrEM supports the preparation
activities prior to the execution of PGEs and
subsequent activities to the execution of PGEs.

EcDpPrRunPGE Other Developed | The PGE Execution Manager process controls and
EcDpPrRusage monitors PGE executions including Process
Control File creation and output product storage
growth. EcDpPrRusage measures the actual
resources used by the PGE and reports to AutoSys
unexpected resource usage.

EcDpPrDeletion Server | Developed | This DCE Server notifies the
EcDsScienceDataServer to remove interim
granules via the data management process
(EcDpPrDM) when they are no longer needed. The
interim products are removed after the last PGE in
the chain has used them or a pre set time has
expired after the last use of the interim product.

AutoSys GUI COTS AutoSys is a job scheduling software application
used to automate operations in a distributed UNIX
environment. AutoSys executes jobs to automate
support for PGE execution. AutoSys creates job
boxes consisting of a series of related jobs, and
manages job dependencies. AutoSys provides
graphical depictions of completed jobs and jobs
being processed. It includes the Operator Console
GUI to allow human intervention into monitoring
and altering the AutoSys job stream. The daily job
schedule is submitted to the Job Management
server at the start of the processing day. Jobs,
which have data available, are released into
AutoSys. To support job executions, AutoSys
requires additional help for:

e Allocation of sufficient resources (e.g., disk
space) to support executions. The EcDpPrDM
provides the capabilities to manage disk space
and monitor resources

e Managing remote host data acquisition, data
retention on the DPS processing host, and
data distribution from the DPS processing host

e Initialization and PGE executions.
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Table 4.7.1.4-1. PRONG CSCI Processes ( 2 of 3)

Process Type COTSs/ Functionality
Developed
EcDpPrJobMgmt Server | Developed | The Job Management process uses the
EcDpPrJobMgmtClient AutoSys COTS product to create and initiate
EcDpPrViewJobStates execution of PRONG administrative jobs for

managing SPRHW assets and for PGE
execution. This work is performed by seven
Unix processes bundled together into an
AutoSys job box. Job Management is
responsible for efficient AutoSys management
so the maximum number of jobs possible can be
continuously run using the product. This
involves controlling the flow of jobs through
AutoSys by only allowing jobs ready to run into
the product and by removing jobs as they
complete. Job Management also creates and
starts execution of Ground Event jobs in
AutoSys.

The Job Management Client process is used by
programs that need access to the Job
Management Server services to modify jobs in
AutoSys to change the priority of the jobs.

The various events this process provides are:
CreateDPR: A data processing request
identified is then translated into seven standard
process steps (one, the PGE execution, the
remaining performing support activities). If the
science data is available, the job box containing
the seven individual jobs is released into
AutoSys.

ReleaseDPR: A previously created data
processing request waiting for the availability of
science data is released into AutoSys to begin
execution.

CancelDPR: This provides the capability to
cancel/terminate a data processing request.
CreateGEvntJob: Create a Ground Event Job in
AutoSys.

CancelGEvntJob: Cancel a Ground Event Job.

The View Job States process allows the
Operations Staff to view jobs in the queue to
determine the jobs that have completed, the
jobs executing, and the jobs awaiting execution.
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Table 4.7.1.4-1. PRONG CSCI Processes ( 3 of 3)

Process

Type

COTS/
Developed

Functionality

EcDpPrQaMonitorGUI

GUI

Developed

This process provides the capability to
transfer science data from the archives,
browse data images, and examine and
update science metadata. It is an automated
tool for performing data analysis in support
of DAAC Quality Assurance activities.

EcDpPrAml1AncilliaryDPREP,
EcDpPrAml1AncillaryDPREP,
EcDpPrAm1EphemerisGapFillDP
REP,
EcDpPrAm1FddAttitudeDPREP,
EcDpPrAml1FddReplaceEphemeri
sDPREP,
EcDpPrAm1ToolkitToHdfDPREP,
EcDpPrDumpAttitudeDPREP,
EcDpPrDumpEphemerisDPREP

Other

Developed

Data Preprocessing manages LO attitude
and ephemeris ancillary data preprocessing
for inputs to PGEs. Data preprocessing is
the preliminary processing or application of
an operation on a data set that does not
alter or modify scientific content of the data
set. Preprocessing includes data set format
changes by reordering the lower level byte
structure, data set reorganization (ordering
data items within and between physical
files), and preparing additional metadata
based on lower level metadata.

DpPrRm

Other

Developed

Resource Management is a library to
support efficient use of computer resources
required for science production processing
based upon mappings of logical to physical
resources. It is used for the allocation of
resources (i.e., disk space, memory, and
Central Processing Unit (CPU)) to execute
PGEs. Prior to PGE execution, all required
resources must be satisfied. After PGE
execution completes, the CPU and memory
allocated are available for other PGE
executions. Files on the production disk are
removed as space is needed.

Sybase Server

Server

COTS

The Sybase Server acts as a SQL server for
the PDPS database.

EcDpPrGE

Other

Developed

The EcDpPrJobMgmt server initiates the
EcDpPrGE when the server gets a ground
event request. The ground event process
starts at a specified time and runs a
specified duration. During the time the
ground event process runs, it sets a
computer resource (cpu, ram, etc.) off-line
and the computer resource is not available
for PGEs.

4.7.1.5 Processing Process Int erface Descript ions

Table 4.7.1.5-1 provides descriptions of the interface events shown in tRORG C<CI

archtecure dagram
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Table 4.7.1.5-1. PRONG CSCI Process Int erface Events (1 of 5)

Event Event Interface Initiated By Event Process Descript ion
Frequency

Initiate One per Library: Process: AutoSys initiates the execution of the

execution [PGE job DpPrIM EcDpPrJobMgmt |ECDpPrDM, the EcDpPrEM and the

of job execution | ~jass: EcDpPrRunPGE processes to control the

(control) DpPrScheduler prepgratioq (data staging), executiqn,
archiving higher level products, which are
produced, and cleanup of each
PGE run.

Initiate One per AutoSys Job Successful The EcDpPrRunPGE provides a buffer

execution [PGE job Dependency completion of between AutoSys and the PGE. This

(control)  |execution Preprocessing job (serves as a wrapper to the PGE process,
initiates the PGE execution and captures
the PGE's exit status. The
EcDpPrJobMgmt process initiates the
EcDpPrGE process when ground events
occur.

Monitor One per AutoSys Job Successful The EcDpPrRunPGE process, apart from

status PGE job Dependency completion of initiating the PGE process, also monitors

(status) execution Preprocessing job [the PGE’s computer resources. If the
PGE'’s computer resources exceed its
expected usage an alarm is sent to the
AutoSys. This wrapper also captures the
PGE's resource usage and its exit code.

Request/Al |One per Library: Process: The EcDpPrDM requests disk space via

locate Disk |disk request|ppPrRM EcDpPrDM use of the DpPrRm library software for

Space Class: each input granule that needs to be staged
to the local processing disk and output

rl?;;er:?esourceMa granule needed by a PGE.

Request |One per Library: Process: EcDpPrEM requests CPU and RAM

CPU and |PGE job DpPrRM EcDpPrEM allocations from ResourceMgmt for each

RAM execution | jass: PGE based on values entered at SSIT.

Allocation DpPrResourceMa

nager

Acquire/Ins|One per Library: Process: The EcDpPrDM acquires the input

ert acquire DpPrDssIF EcDpPrDM granules needed by a PGE not currently

Granules |granule Class: local on a science processor from the

(Request DpPrDSSInterface EcDsScienceDataServer. After the PGE

data, has successfully completed executing, the

Request EcDpPrDM sends insert requests for the

Data EcDsScienceDataServer to store the

Insert) output granules into the SDSRV

inventory/archives.
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Table 4.7.1.5-1. PRONG CSCI Process Int erface Events (2 of 5)

Event Event Interface Initiated By Event Process Descript ion
Frequency
Insert One per Library: Process: After the PGE has successfully completed
Production |successful |DpPrDssIF EcDpPrDM executing and archiving the resulting
History Tar |PGE Class: outputs, EcDpPrDM requests the PGE
files execution Production History Tar file be inserted into
DpPrDSSinterface ;
the Science Data Server for permanent
archive.
Insert Fail |One per Library: Process: After an unsuccessful execution of PGE,
PGE Tar |unsuccessf |DpPrDssIF EcDpPrEM EcDpPrEM requests the Tar file containing
file ul PGE Class: the PGE log files, core dump (if any), PCF
execution and other files, be inserted into the Science
DpPrDSSinterface .
Data Server for permanent archive.
Acquire One per tar |Library: Process: The EcDpPrEM acquires a tar file for any
PGE Tar |file acquire |DpPrDssIF EcDpPrEM PGE not currently local to the science
file Class: processor from the
DpPrDSSInterface EcDsScienceDataServer. The tar file is
removed from the tape archive and used
during PGE execution.
Request  |One per Library: Process: The EcDpPrEM requests a MCF template
MCF MCF DpPrDssIF EcDpPrEM for each output data type for specific PGEs
request Class: from the EcDsScienceDataServer and the
DpPrDSSInterface MCF template is populated with metadata
from the output granule.
Create Job |One per Library: Process: The EcPIWb (of the PLANG CSCI) uses
Box execution of  ppPrim EcDpPrJobMgmt [this interface to inform the
job box Class: EcDpPrJobMgmt process that a DPR is
creation DpPrScheduler ready .for ex_ecu'uon, pr_owded all input data
is available in the archive. The
EcDpPrJobMgmt, which acts as an
interface between EcPIWb and AutoSys,
places the DPR in AutoSys when all input
data is available using Job Interface
Language (JIL). If all the input data is not
available, the EcDpPrJobMgmt stores the
DPR in a priority-based queue.
Release |One per Library: Process: When all input data is available to execute
Job Box execution of  DpPrim EcPISubMgr a DPR, EcPISubMgr (of the PLANG CSCI)
a DPRin Class: notifies the Jobmgmt server that a DPR is
the ready for execution. The EcDpPrJobMgmt
jobmgmt DpPrScheduler uses the Job Interface Language (JIL) to
gqueue place the DPR in AutoSys and begins

execution.
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Table 4.7.1.5-1. PRONG CSCI Process Int erface Events (3 of 5)

Event Event Interface Initiated By Event Process Descript ion
Frequency
Delete Job |One per job |Library: Process: The EcDpPrJobMgmt deletes a job box in
Box box deletion|ppPrim EcPIPREditor AutoSys and performs any cleanup when
Class: an operator requests a DPR to be
DpPrScheduler canceled.
Access One per Sybase Database |Most PRONG The EcDpPrJobMgmt, EcDpPrDM,
Database |update/retri processes EcDpPreM, and DpPrRM processes
eve data request update and retrieval of data in the
request database that defines a PGE and allows
the PGE to be scheduled and executed by
AutoSys. The processes also allow
updates for granule information (location,
size, etc.), processing status, and check-
pointing information stored in the database.
Query One per DPS Library: Process: The QA Monitor submits requests of this
Data query DpPrQaMonitor  |EcDpPrQaMonitor |type to the Science data Server. It
DPS Class: GUI searches the archive for granules that
match the user-supplied selection criteria:
azPrQaDataGran data type and begin/end date. Results are
. displayed to the user.
DSS Library:
DsCl
DSS Class:
DsCIESDTRefere
nceCollector
Retrieve  |One per DPS Library: Process: The QA Monitor submits requests of this
Data request DpPrQaMonitor  |EcDpPrQaMonitor |type to the Science data Server. It
DPS Class: GUI transfers a granule from the Science Data
DpPrQaMonitor archive to the user’s host machine.
DSS Library:
DsCl
DSS Class:
DsCIAcquireCom
mand
Retrieve  |One per DPS Library: Process: The QA Monitor submits requests of this
Product request DpPrQaMonitor  |EcDpPrQaMonitor |type to the Science data Server. It
History DPS Class: GUI transfers the Production History tar file
. from the Science Data archive to the user’s
DpPrQaMonitor .
) host machine.
DSS Library:
DsCl
DSS Class:
DsCIAcquireCom
mand
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Table 4.7.1.5-1. PRONG CSCI Process Int erface Events (4 of 5)

Event Event Interface Initiated By Event Process Descript ion
Frequency
Manage One per Library: Processes: The EcPIWDb process sends
DPRs control DpPrIM EcPIWD, requests to the EcDpPrJobMgmt
request Class: EcPISubMgr, to create and cancel (delete) DPR
DpPrScheduler EcPIPREditor jobs in AutoSys. The EcPISubMgr
process sends requests to the
EcDpPrJobMgmt to release DPR
jobs in AutoSys.
Update One per DPS Library: Process: The EcDpPrQaMonitorGUI
Product metadata  |DpPrQaMonitor EcDpPrQaMonitorGUI |provides the operator with
Metadata |product DPS Class: capabilities to update product
update DpPrOAGranuleQaF! metadata.
ags
DSS Library:
DsCI
DSS Classes:
DsClCommand,
DsCIRequest,
DsCIESDTReference
Collector
Get ESDT |One per Library: Processes: The EcDpPrDM and EcDpPrEM
Service Advertising [pPICorel EcDpPrEM, send requests to the
provider search Class: EcDpPrDM EcloAdServer, using the Universal
PIDataType Reference obtained from the
EcDsScienceDataServer, for a
particular ESDT.
Request  |One per Library: Process: The EcDpPrDM sends requests to
Granule granule DpPrDssIF EcDpPrDeletion the EcDpPrDeletion process to
Deletion |delete Class: Class: delete interim granules a PGE had
request DpPrDSSinterface DpDeletion usgd N processing or after a
defined storage period has
elapsed.
Job States |Per Class: Process: The AutoSys provides the job
AutoSys  |DpPrListJobs EcDpPrViewJobStates |state (completed, executing, or
Status gueued to be executed) to the
update. EcDpPrViewJobStates process.
View Job |Per Operations Staff Operations Staff The Operations staff can view the
States Operations |terminal job state via the
Staff EcDpPrViewJobStates process, as
request. an aid in scheduling jobs.
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Table 4.7.1.5-1. PRONG CSCI Process Int erface Events (5 of 5)

Event Event Interface Initiated By Event Process Descript ion
Frequency
Request |Per Library: Processes: The EcMsAgSubAgent process provides a
Manage- |applications |EcAginstrm All basic management library of services to
ment need. Class: the processes, implemented as client or
Services EcAgManager server applications, using the CSS
Process Framework. The basic
management library of services include:
e Lifecycle commands - The MACI
CSCI forwards commands to managed
hosts in the network to start and to
stop applications. On startup, it passes
a parameter identifying the mode (e.g.,
OPS, SHARED, test, training) for the
application to run.
Request |One service|To simplify the Process: The CSS Process Framework provides a
Communi- |per request. interface table for |4y library of services available to each ECS
cations the Request for process. The services required to perform
Support Communications the specific process assignments are

Support event,
refer to the CSS
section of
Appendix B,
Software
Libraries, for the
libraries and
classes used as
the interfaces to
fulfill the services
requested by ECS
processes.

requested by the process from the Process
Framework. These services include: DCE
support, file transfer services, Network &
Distributed File Services, Bulk Data
transfer services, file copying services,
name/address services, password
services, Server Request Framework
(SRF), UR, Error/Event logging, message
passing, Fault Handling services, User
Authentication services, and Mode
information.

4.7.1.6 Processing D ata Stores

Table 4.7.1.6-1 provides descriptions of the data stores shown in the PRONGrCI8tekture

diagram.
Table 4.7.1.6-1. PRONG CSCI Data Stores
Data Store Type Functionality
PDPS database Database | The PDPS database is replicated within the same site and holds the

persistent data for PDPS. The persistent data includes, but is not
limited to, resource information entered with the Resource Planning
utilities, PGE and data type information entered at SSIT, Production
Requests, Data Processing Requests and Data Granule information
entered using the Production Request Editor and plan information
entered using the Production Planning Workbench.
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4.7.2 Algorithm Integration and Test Tools Software Description

4.7.2.1 Functional Overview

The Algorithm Integrationand TestTools (AITTL) are used by the DAAC Integration and Test
(I&T) team to:

Rerieve sdence softwae and submit it for onfiguraion control
Compileand link theddivered soure files

Execut test cases

Provide error diagnosis using interactive debuggers, and data viewers

Collectresourcemetricsof CPU time, memory, and disk space to build the PGE Profile
and thus enable thd.RNG and IRONG C&Cls to execute the science software

Updak the systmdabases aér the scence softvare conpletes accepnce esting

The AITTL tools are in the following categories:

Compilers, linkers, debuggers, and other development and operating system tools
Tools for viewing science software documentation

Tools for checking compliance of science software to EactenceDataandInformation
System (ESDIS)-specified coding standards

Code analysis tools (e.g., Sparc Works, CASEVision)

Data viewing tools (e.g., EOSView).

Tools for comparing HDF files

Tools for comparing Binary files

Tools for providing executable profiles (to get a PGE performance profile)

Tools to register the science software with the Planning and Data Procgsbksygtems

Tools to add and update Science Software Archive Packages (SSAPSs) in the Data Server
Tools for writing reports and maintaining the I&T logs

Tools for checking Process Control Files and for prohibited functions

Tools to display product metadata

For information on science software integration and pesteduresseeScienceUser'sGuide
andOperationProcedures Handbook for the ECS Project (205-CD-002-001) Part 4, and Science
Software Integrationand Test (JU9403V1). For information on the ESDIS science software
coding standards and guidelines, see Data Produsbéiwareand ScienceComputingFacility

(SCF) Standards and Guidelines (423-16-01).
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4.7.2.2 Algorithm Integration and Test Tools Context

Figure 4.7.2.2-1 is the AITTL CSCI context diagram. The diagram shows the events sent to the
AITTL CSCI and the events the AITTL CSCI sends to other ECS subsystems.

MACI CSCI
(MSS)

Request Management Services,

Search Advertisements

ADSRV CSCI| -€—— » | SDSRVCSCI
(10S) (DSS)

Reques MCF,
Request Data hset,
Reques SSAP Informatim,
Request SSAPs/DAPS,
Reques Product

Figure 4.7.2.2-1. AITTL Context Diagram

Table 4.7.2.2-1 provides descriptions of the interface events shown iAITA¢ Context
Diagram.

Table 4.7.2.2-1. AITTL Interface Events (1 of 2)

Event Interface Event Descript ion

Request Data Insert The AITTL CSCI puts various types of data into the SDSRV inventory,
from SSAP information to Static files and PGE executables. In response,
the AITTL CSCI gets the results of the insert and the UR to perform
acquires requests.

Request SSAPs/DAPs The AITTL CSCI requests DAPs and SSAPs based on URs from the
SDSRV CSCI. The DAPs and SSAPs are placed on a local AITTL disk.
Search Advertisements The ADSRV CSCI receives search requests for subscription event and

signature service advertisements from the AITTL CSCI. The AITTL CSCI
obtains the proper signatures for acquiring and inserting data granules
from/to the SDSRV CSCI.
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Table 4.7.2.2-1. AITTL Interface Events (2 of 2)

Event Interface Event Descript ion

Request SSAP Information | Requests for SSAP information, including names of existing SSAPs and
the information associated with a specific SSAP. In response, the SDSRV
CSCI sends lists of SSAPs and related information.

Request MCF The AITTL CSCI requests the MCF template for use during SSI&T. The
PRONG CSCI also requests the MCF template from the SDSRV CSCI
prior to a data insert request.

Request Product The AITTL CSCI sends requests, to the SDSRV CSCI, for particular data
granules to be FTP pushed onto the DPS science processor as input for
data processing or for SSIT work.

Request Management The MACI CSCI provides a basic management library of services to the

Services CSCils, implemented as client or server applications, using the CSS

Process Framework. The basic management library of services include:

e Lifecycle commands - The MACI CSCI forwards commands to
managed hosts in the network to start and to stop applications. On
startup, it passes a parameter identifying the mode (e.g., OPS,
SHARED, test, training) for the application to run.

4.7.2.3 Algorithm Integration and Test Tools Architecture

Figure 4.7.2.3-1 is the AITTL CSCI architecture diagrdine diagramshowsthe eventsthat
launch the AITTL CSCI processes and the eventtiid@L CSClIprocessesendto processes
in other CSCls.
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Figure 4.7.2.3-1. AITTL CSCI Architecture Diagram
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4.7.2.4 Algorithm and Test Tools Process Description

Table 4.7.2.4-1 provides descriptions of the processes shown ATh& CSCI architecture
diagram.

Table 4.7.2.4-1. AITTL Processes (1 of 2)

Process Type COTS/ Functionality
Developed
EcDpAtSSAPGuI GUI Developed | This GUI allows operators to create, update

and delete SSAPs and to acquire information
about a SSAP for modification or testing (such
as test plans).

EcDpAtMgr GUI Developed | This application provides menus to launch
other SSIT applications and provides a
checklist to users for marking each SSIT
function as completed.

ECDpAtRegisterPGE, GUl and | Developed | This application group allows a PGE to be
EcDpAtCheckODL, cmd line defined in the PDPS database. ODL is read
EcDpAtCreateODLTemplate, | interface and checked by the tools and translated into
EcDpAtOpDbGU (I/F) the fields defining a PGE in the PDPS

database. If the ODL files are valid, each row
already existing in the PDPS database is
updated and non-existent rows are inserted.
Performance information is input by the SSIT
personnel via a GUI.

EcDpAtBinDiffGui, GUland | Developed | This application group supports data file

hdiff, cmd line | and COTS | viewing and comparisons. The group includes
EcDpAtCheckhdfFile I/F EOSView, the COTS language IDL, and tools
EcDpAtMgrxdiff to compare binary and HDF files. SSIT

personnel to compare actual PGE outputs
versus expected outputs use these tools.

EcDpAtBadFunc, GUI Developed | This applications group checks the source
EcDpAtBadFuncGui, and COTS | code for PGEs and PGE PCFs for errors or
EcDpAtPrologs prohibited functions. The Sparc Works COTS

product is included for editing and debugging

EcDpAtCheckPCF functions, and a checker is provided for use
during testing. Also provided is a checker to
monitor the software for any prohibited calls

EcDpAtinsertExeTarFile, cmd line | Developed | This applications group provides mechanisms

EcDpAtinsertStaticFile, I/F to insert and acquire data items from the

EcDpAtinsertTestFile EcDsScienceDataServer in the SDSRV CSCI.

EcDpAtStageDAP Static Files and PGE executables are inserted

into the SDSRYV archives by these tools, and
the respective PDPS database tables are
updated with the results. The Delivery Archive
Package (DAP) and MCFs are acquired via
these tools for command line testing the PGE.
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Table 4.7.2.4-1. AITTL Processes (2 of 2)

Process Type COoTSs/ Functionality
Developed
EcDpAtGetMCF Cmd line | Developed | Command line interface operations staff tool
I/F invoked from the SSIT Manager GUI. The
EcDpAtGetMCF accepts the ESDT short
name, version and a directory location from
the operations staff and acquires the MCF for
the ESDT from the EcDsScienceDataServer.
EcDpAtGetMCF writes the MCF to a
predetermined specified location.
EcDpAtMgrLogDump Cmd line | Developed | Command line interface to dump the SSIT
I/F checks list database to a file that can be sent
to the printer.

4.7.2.5 Algorithm and Test Tools Process Interface Descriptions

Table 4.7.2.5-1 provides descriptions of the interface events shown in the AITOL CS
archtecture dagram

Table 4.7.2.5-1. AITTL Process Interface Events (1 of 4)

Event Event Interface Initiated By Event Descript ion
Frequency
Request  |One per Library: Process: The EcDpAtSSAGuUI sends requests to
SSAP SSAP DpAtDsrv EcDpAtSSAGuUI the EcDsScienceDataServer for
Information |information | ~/5ss: Class: information about SSAPs, including
request DpAIDSIV DpAtSSAPManager names of existing SSAPs and the
components associated with a specific
SSAP.
Initiate One per tool |UNIX system Process: The EcDpAtMgr initiates the tools and
Execution |initialization |calls EcDpAtMgr GUI interface from a menu.
Request |One per ODL|Library: Processes: In response to a request for an ODL
ODL File |file request |DpAtMetadata |EcDpAtCheckODL, |File, the EcDpAtCheckODL and
Class- EcDpAtRegisterPGE EcDpAtRegisterPGE processes receive
DpAtScienceMd |Classes: data in “parameter = value” format
’ about a PGE, its inputs and outputs,
DpAtDatabase and scheduling information.
DpAtCheckOdI
Request |One per Library: Process: The EcDpAtinsertExeTarFile sends
PGE insert/update |pP|Core2 EcDpAtinsertExeTar |PGE and data insert/update requests to
Insertion or|request Class: File the EcDsScienceDataServer for data
Update PIResourceRequ | C/ass: that defines a PGE and allows it to be
. scheduled and executed.
irement DpAtDsrv
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Table 4.7.2.5-1. AITTL Process Interface Events (2 of 4)

Event

Event
Frequency

Interface

Initiated By

Event Descript ion

Insert/
Update

One per
insert/update
request

Library:
PlCorel
Classes:
PIOutputYield
PIPge
PIDataType

PITileSchema
PISnapshotScheduled

PIDataSource

PIDataTypeReq
PITileScheduled

PITimeScheduled
PIDataScheduled
Library:
PiCorellF
Classes:
PlDataSource

PIDataTypeReq
PITileScheduled

PITimeScheduled
PIDataScheduled

Library:

PICore2

Classes:
PIRoutineArrival
PINonRoutineArrival
PlUserParameters
Library:

PISSIT

Classes:
PIDataTypeFiles
PIExitMessage
Library:

PIUtil

Classes:
PIOrbitModel
PIPathModel

Process:
EcDpAtRegisterPGE
Class:
DpAtDatabase

The EcDpAtRegisterPGE sends
requests to the Sybase Server to
insert/update data (inputs/outputs
and scheduling information) in the
database that defines a PGE.

Insert/
Update
Granules
and PGE
information

One per
insert/update
of granule
information

Library:
PICorel
Class:
PIDataGranule

Process:
EcDpAtinsertStaticFile
Class:

DpAtDsrv

Insert/update granule information

received from an insert request or
with data about modified existing

PGEs.
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Table 4.7.2.5-1. AITTL Process Interface Events (3 of 4)

Event Event Interface Initiated By Event Descript ion
Frequency
Request  |One per Library: Process: The EcDpAtStageDAP requests
DAPs DAPs DpAtDsrv EcDpAtAcquireDAP DAPs from the SDSRV Archives
request Class: Class: based on the UR. In response, the
DAPs are returned and stored on the
DpAtDsrv DpAtDsrv local AITTL disk.
Request  |One per Library: Process: The EcDpAtGetMCF application
MCF MCF DpAtDsrv EcDpAtGetMCF processes a request for a MCF
request Class: Class: template. In response, the MCF
DpAIDSIV DpAIDSIV template is returned and populated.
Request  |One per Library: Processes: The EcDpAtinsertStaticFile,
PGE & data put DpAtDstv EcDpAtinsertTestFile, EcDpAtinsertTestFile and
Data into the Class: EcDpAtinsertExeTarFile EcDpAtinsertExeTarFile processes
Insertion  |archive. . _. " |put various types of data into the
DpAtDsrv Ech,.AtInsertStathlle archive, from SSAP information to
Class: Static files and PGE executables. In
DpAtDsrv response,
The EcDpAtinsertExeTarFile,
EcDpAtinsertStaticFile, and
EcDpAtinsertTestFile processes get
the results of the inserts, including
the UR, for
future acquires requests.
Search One the Libraries: Processes: The EcloAdServer receives search
Advertise- |firsttime |pPICorel EcDpAtinsertTestFile, requests for subscription event and
ments each . PICorellF EcDpAtinsertExeTarFile, signature service advertisemeqts
ESDT is Class: EcDpAtInsertStaticFile from the EcDpAtinsertExeTarFile,
used. ) P . EcDpAtinsertStaticFile, and the
PIDataType ECDpAtSSAPGuI EcDpAtinsertTestFile processes or
Class: the ECDpAtSSAPGLUI. The same
DpAtDsrv processes or GUI obtains the proper
signatures for acquiring data
granules from the
EcDsScienceDataServer (for the
insert and update of metadata within
the SDSRYV archives).
Request  |One per Library: Process: The EcDpAtStageDAP sends
Product user DpAtDsrv EcDpAtStageDAP requests to the
request. Class: EcDsScienceDataServer for
DpAIDSIV particular data granules to be FTP

pushed onto the DPS science
processor as input for data
processing or for SSIT work.
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Table 4.7.2.5-1. AITTL Process Interface Events (4 of 4)

Event Event Interface Initiated By Event Descript ion
Frequency
Request |Per process Processes: The EcMsAgSubAgent provides a basic
Manage- |request. All AITTL management library of services to the
ment Processes processes, implemented as client or server
Services applications, using the CSS Process

Framework. The basic library management
of services include:

e Lifecycle commands - The

Library: EcMsAgSubAgent forwards
EcAglnstrm commands to managed hosts in the
Class: network to start and to stop
EcAgManager applications. On startup, it passes a

parameter identifying the mode (e.g.,
OPS, SHARED, test, training) for the
application to run.

4.7.2.6 Algorithm and Test Tools Data Stores

Table 4.7.2.6-1 provides descriptions of the data stores shown in the AITTL CSCI architecture
diagram.
Table 4.7.2.6-1. AITTL Data Stores

Data Store Type Functionality

PGE/ESDT ODL files | Files These files are written in parameter = value formats to define the
inputs and outputs of a PGE and any relevant scheduling
information (including Production Rules), and are created by the
Instrument Teams and the SSIT personnel.

PDPS database Database The PDPS database is replicated at each site for fault handling and

recording purposes. The PDPS database holds all the persistent

data including:

* Resource information entered with the Resource Planning
utilities

e PGE and data type information entered at SSIT

e Production Request, Data Processing Request and Data

Granule information entered using the Production Request
Editor

e Plan information entered using the Production Planning
Workbench
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4.7.3 Data Processing Hardware Components

4.7.3.1 Science Processor H ardware C | (SPRHW) Descript ion

Science Pocessor hardware PRHW) consists of the &ence ProcessorHardware and the
Queuing ®@rver Hardware.

The Science Processor Hardware features Redundant ArraysexgiensiveDisks (RAID)
devices setat RAID Level 3. The Queuig Server Hardware feates attacheddisk packsfor
additional storage. X-terminals are also provided as pathe@SPRHW for additional user
accessd ECS.

Science Processor

The Science Rocessors based on a 64-b8GI machne. Each 8ence Rocessor consis of 12

or 16 processors (See 920-TDx-001 series of base-line documents to see how the configuration is
determined). Each Séence Proassor ha oneto six GB of menory with eght-way interleaving

to improve the input/output (1/O) performance between the processatanemory (see
920-TDx-001 series of base-line documents). The SGI architecturenfggured with 1/O
subsystems attached to the back plane and referred to as PowerChaihél2ands.EachlO4

provides serial and parallel connections, two fast-wide differential SCSI-2 channekspaaed

for two High Input Output (HIO) controller cards. HIO controller card includes a HIPPI card, a
FDDI card, and a card to support three SCSI-2 channels.

The nunber of 10 cardsspecfied for each 8ence Rocessors deermined by dlocaing HIO

slots to the BDI and HIFPI interfaces, and counting the number &fSBE2 interfaces required.

The number of internal and external SCSI-2 devagsportedby the systemdeterminesthe
requred nuniber of SCSI-2 interfaces. The fist SCSI-2 channelis delegaied to internal devices,

i.e., CD-ROMs, floppy disk drives, and tape drives. Internal disks ranging in aggregate size from
eightGB to 12 GB are allocated to the second SCSI-2 channel. External disk arrays are allocated
to subsequent SCSI-2 channels; the number of channels is based on the required thodughput
the external file systems (see 920-TDx-001 and 922-TDx-015 series of base-line documents).

Theinternal disksof the ScienceProcessoiare ony used ¢ provide swap space fohé operang
sysem and to provide file sysem space for he operahg sysem and appkaions
(see 920-TDx-001 and 922-TDx-015 series of base-line documents).

A FDDI sub-network is implemented at each site to support thenihgand Data Processing
Subsystems (PDPS). Each processing unit of Science Processor (including the Queuing Server)
is dual-attachedto the PDPS FDDI sub-network (see 920-TDx-001, 921-TDx-002,
921-TDx-003, and 921-TDx-004 series of base-line documents).

Data transfa requirements béween the Sdence Proessor ad theDSS ae me with a switched

HIPPI network implemented via a central HIPswitch withswitched800 Mbps interfaceports.

The Science Processor connects directly to the DSS hosts (see 920-TDx-001, 921-TDx-002,
921-TDx-003, and 921-TDx-004 series of base-line documents).
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Becausethe Science Processordoes not provide long term, secure storage, data backup and
recovery are not provided. The Sdence Proessor storgeis usel to hold adllary daa files and

daa granules for short peods of time If afile systen failure occurs within a Saence Proassor,
thedgorithms, adllary daafiles, and dda granules are recoverable from theData Sever.

The dud-ring implementaion of FDDI provide fault tolerance. Media failures within the FDDI
fabric do not result in any loss of service and does not require re-configuitdébher is it
required to have multiple physical communications paths to le@sthHostswithin the Science
Processor use dualtached sdtion cards.

Failure recovery forite HIFPI switch used $ suppled by sbcking spard.ine Replaceabd Units

of the swich power suppeés, interface cards, fan. If amdividualinterface card fds, a hostisre-
configuredto a hot spare mterface card by mving wo cabkes and sendig the acivating
softwarecommandgo the switch. If the control module fails, it is replaced with a spare module
and the switch is re-configured. In theevent of afailure of the entire switch, theswitch is ather
replaced or repagd.

Recovery/Fail-over for Hardware Clis is describedtha 920-TDx-014 seriesof documents.
Thereis a version for each DAACIindicated by the letter appearing in place of tké The
docunrentprovides he recovery procedure for each host

Queuing Server

The Queung Srver with a Sbase dabase, diects AutoSys to load and execue the daily
production schedule of a DAAC.

The Queuing Server is based on the SUN Server oSt workstationdependingon the

DAAC site capacity requirements. With a load requirement on the Astafd $basedatabase

for a 24-hour production run of 187,200 jobs, the Queuing Server usedJlivarSPARC
processorsDAAC sites with smaller production runs are equipped with a Queuing Server based
on a dual-processor, SPARC-based workstation (see 920-TDx-001 series of baseline documents).

EachQueuingServeris equipped with a minimum of 384 MB of memdry meet the AutoSys
and Sybase database processing requirements (see 920-TDx-001 series of baseline documents).

The nternal disks on a Queng Server are on} used ¢ provide swapspacefor the operaing
sysem and b provide file sysem space for e operahg sysem and appicatons (see
920-TDx-001 and 922-TDx-014 series of baseline documents).

Additional storage needed to support the Sybase database and to baeklagabasdrom the
Planning and Data Processing Subsystems (PDPS) Database Management Systenviaeaver is
SCSI-2 interface. To support failure recovery of the Sybase databases, two times the normal
operating storage is available (see 920-TDx-001 and 922-TDx-014 series of baseline documents).

A FDDI sub-network is implemented at each site to support thenihgand Data Processing
Subsystems (PDPS). Each processing unit of a Scieramessorand the Queuing Serveris
dual-attached to the PDPS FDDI sub-network @2@ TDx-001,921-TDx-002,921-TDx-003,
and 921-TDx-004 series of baseline documents).
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The AutoSys database located on the Queuing Server is replimated MSS Backup Server
(See Section 4.9.16: MHWCI Description) to a physical locationtten PDPS Database
Management System Server. When a disk or database failure occtims primary database,
AutoSys continues to operate using the backup database &D®P®DatabaseManagement
Systen Saver.

The dud-ring implementaion of the FDDI provides fault tolerance. Most maelia failures within

the FDDI fabric do not result in any loss of service or require re-configuration of the hardware.
Given the fault tolerance of FDDI, it is nmgquiredto have multiple physicalcommunications
paths b each hosin the PRHW Each hostithin the ’RHW uses duahttached stion cards.

Recovery/Fail-over for Hardware Cls is describedtha 920-TDx-014 seriesof documents.
Thereis a version for each DAACIindicated by the letter appearing in place of tké The
docunentprovides he recovery procedure for each host

4.7.3.2 Algorit hm Qualit y Assurance H ardware C | Descript ion

Algorithm Quality Assurance Hardware (AQAHW) used to validategtedity of ECSproducts
include non-scienceéA, in-line QA, and SCF-based QA. Non-science QA, is specified by the
DAAC Operations staff and includes data integrity checks on the data produtit® aretadata.
In-line QA is a form of science QA validating product content using scialym@ithms.The
ECS provides support for SCF-based QA by providing archive and communicamanstyfor

the SCFs to sample and validate the contents of the products.

The AQAHW is an AQA workstation and a Disk/RAID Driver.
AQA Workstation

The AQA workstation provides a software execution environment equivalent tal&ie
software execution environment in order to facilitate ubeof the AQA workstationfor AI&T
when necessary. Also, the AQA supports complex data viewing techniques.

The AQA workstation is a 64-bit@ machine. Br informationon the processorsised,seethe
920-TDx-001series of base-line documents. The AQA workstation is equipped with a minimum
of 128 MB of memory. The AQA workstation is equipped with f&ISA slots. TheseEISA
slotshavea transferrate of 33 MB per second. Additionally, the AQA workstation is equipped
with two fastSCSI-2 connedtons. The BDI interface card andhe graphts subsysim use wo

EISA slots.

The internal disk providesswap space forme operang sysem and file sysem space for hie
operatingsystem and applications (see 920-TDx-001 series of base-line documents). There are
no exernal storage arrays.

A FDDI sub-network is implemented at each site to support thenihgand Data Processing
Subsystems (BPS). The AQAHW uses a single-attache® interface to connectith the
remaining members of the PDPS suite (See 920-TDx-001, 921-TDx92022TDx-003,and
921-TDx-004 series of base-line documents). The AQAHW alao communicatewith other
ECShardware items and the external world via the DAAIDFswitch.
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The function of the BDI is not critical to AQAHWdataprocessingndin the eventof a failure,
the faulty hardware(including the FDDI interface) s either repaied or rephced by a ceified
techncian.

Recovery/Fail-over for Hardware Cls is describedtha 920-TDx-014 seriesof documents.
Thereis a version for each DAACIindicated by the letter appearing in place of tké The
docunentprovides he recovery procedure for each host

AQA Disk/RAID Driver

The AQA Disk/RAID Driver supports the AQA Workstation by providing storage for the QA
and SCF-baal QA ativities.

The AQA Disk/RAID Driver is a 64-bit &I machine. Ier information on the processors, see
920-TDx-001 series of base-line documents. The AQA Workstation is equippedmiimaum
of 128 MB of memory.

The internal disk providesswap space forhe operahg sysem and fle sysem space for he
operatingsystem and applications (See 920-TDx-001 and 922-TDx-003 series of base-line
documents).

SGI storage units referred to as “Vaults” are attacheth&éoAQA Disk/RAID Driver, via a
SCSI-2 interface, to provide the additional storage space9&®d Dx-001and 922-TDx-003
series of base-line documents) to support QA.

A FDDI sub-network is implemented at each site to support thenihgand Data Processing
Subsystems (BPS). The AQAHW uses a single-attache® interface to connectith the
remaining members of theDPS suite. The AQAHW also communicatesth other ECS units

and the external world via the DAAC FDDI switch (See 920-TDx-001, 921-TDx-002,
921-TDx-003, and 921-TDx-004 series of base-line documents). The function of the FDDI is not
critical to AQAHW data processing and in the event of a failure, the faulty hardware (including
the FDDI interface) s either repaied or rephced by a ceified techncian.

Recovery/Fail-over for Hardware Cls is describedtha 920-TDx-014 seriesof documents.
Thereis a version for each DAACIindicated by the letter appearing in place of tké The
docunentprovides he recovery procedure for each host

4.7.3.3 Algorithm Integration and Test Hardware Cl Descript ion

The Algorithm Integrationand TestHardware (AITHW) Configuration Item is the hardware to
supportthe system level software validation, integration, and test and the integration and test of
science software at a DAAC.

AITHW contains an AIT worksttion and an AlT®ybase Server with a laser printer and
X-terminals o provide addiionaluser access.
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AIT Workstation

The AIT workstationis a 64-bit SUN workstation class machine with 128 MB of memory (See
920-TDx-001 series of base-line documents). The AIT workstation is for buildingeatidg
software in the AIT environment.

The AIT/Sybase Server internal disk provdes swap space fohd operanhg syséem and fie
system space for the operating system and applicat®ees920-TDx-001seriesof base-line
documents). An external disk pack is attached via the SCSI port to provide additional storage.

A FDDI sub-network is implemented at each site to support thenihgand Data Processing
Subsystems (BPS). The AITHW uses a single-attache®Bl interfaceto connectwith the
remaning manbeas of thePDPS suiteThe AITHW dso ommuni@tes with othe ECS units
and the external world via the DAAC FDDI switch (See 920-TDx-001, 921-TDx-002,
921-TDx-003, and 921-TDx-004 series of base-line documents).

The function of this component is not critical to data processing. leuwbetof a component
failure, the faulty componen{including the FDDI interface) is either replaced or repaired by a
cerified UN techncian.

Recovery/Fail-over for Hardware Cls is describedtha 920-TDx-014 seriesof documents.
Thereis a version for each DAACIindicated by the letter appearing in place of tké The
docunentprovides he recovery procedure for each host

Al T/SybaseSe ver
The AIT/Sybase Server is the hardware tools and database support for AIT.

The AlIT/SybaseServer is a 64-bit SUN workstation class machine. For information on the
processouutilized in this workstation see the 920-TDx-001 series of base-line documents. The
AIT/SybaseServers equippedvith a minimum of 256 MB of memory (See 920-TDx-001 series
of base-line documents).

TheAlIT internal disk provdes swap space fdne operahg sysemand fie sysem space forhe
operating systemand applications (See 920-TDx-001 series of base-line documents) with
externd multi-packs dtached viathe SCSI port to providedditiond storage

A FDDI sub-networkis implementedat each site to support théOPS. The AITHW use either a
singleor dual-attachedrDDI interface to connect with the other members of th@%suite. The
AITHW communicatesvith otherECSunits and the external world via the DAAD®BI switch
(See 920-TDx-001, 921-TDx-002, 921-TDx-003, and 921-TDx-004 series of base-line
documents).

Thefunctionof the FDDI is not critical to AITHW data processing. In the event of a failure, the
faulty hardwares either repaied or rephced by a ceified techncian.

Thedud-ring implementation of FDDI provide afault tolerant capability. Media failures within
the FDDI fabric do not result in the loss of service and do not require hardware re-configuration.
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With the inherent fault tolerance of FDDI, multiple physical communications paths to each host
are notnecessatry.

Recovery/Fail-over for Hardware Clis is describedtha 920-TDx-014 seriesof documents.
Thereis a version for each DAACIindicated by the letter appearing in place of tké The
docunrentprovides he recovery procedure for each host
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4.8

Communications Subsystem Overview

The Communietions Subsysta (CSS) provide thecapability to:

Transfa information intend to the Eath Obseving Systen Data and Informdion
Systen (EOSDIS) Core Systen (ECS)

Transfea information béween theECS sits
Provide connections between the ECS users and service providers
Manage the ECS communications functions

Provide services requested to support System Management Subsystem (MSS) operations

CSS Subsysm Context Diagram

Figure 4.8-1 is the Communications Subsystem context diagram and Table 4.8-1 provides
descrptions of the nterface everg shown n the Gmmunicaions Sibsysem conext diagram
NOTE: In Table4.8-1,RequesCommunicationsSupport is shown as a single event to simplify
the table and provide a list of services available from CSS to the other ECS subsystems.

CLS 7
A Send* Register Events ECS
\ Exchange ) S USER
Acquire
Data Status
Request Subscription Messages Event ID

DAR Parameters RCS Getinfo Trigger RCS OPERATIONS

I10S \ for EDN / STAFF
RCS * /) System administration

\ RCS

Insert Subscription Event Ad

—% [ ASTER
GDS

DPS

_/’ Exchange Messages
through sockets
T IPs

—— RCS

Submit Subscription

/

RCS Subscription Specify

Criptl o Request
Notifications Application Management
RCS Mode ervices
PLS !
RC% NOTE: RCS = Request
Communications
DMS MSS Support

Figure 4.8-1. CSS Subsyst em Context Diagram
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Table 4.8-1. CSS Subsyst em Interface Events (1 of 2)

Event

Interface Event Descript ion

Request
Communications
Support (RCS)

The CSS provides a library of services available to each ECS subsystem. The
services required to perform the specific subsystem assignments are requested
by the subsystem from CSS. These services include: DCE support, file transfer
servers, Network and Distributed File Servers, Bulk Data transfer services, file
copying services, hame/address services, password services, Server Request
Framework (SRF), UR, Error/Event logging, message passing, Fault Handling
services, User Authentication services, and Mode information.

Send Acquire

The E-mail Parser Gateway creates an acquire using the received Expedited Data
Set Request (EDR) and sends it to the DSS via RPC. Also, the Subscription
Server sends an acquire command to the DSS when an acquire action is specified
in a subscription.

Get info for EDN

Information for the Expedited Data Set Notification (EDN) is obtained from the
DSS and sent to a MSS e-mail script to be sent to the ASTER Ground Data
System (GDS).

Event ID

The CSS sends Event IDs to the DSS when ESDTs are installed.

Register Events

The DSS sends the subscription events for an Earth Science Data Type to the
CSS Subscription Server (SBSRV) when an ESDT is installed into the system.

Trigger Events

The DSS notifies the CSS (via an event trigger) when a subscription event has
occurred for an ESDT.

Exchange Data
Status Messages

Data status messages are sent to and from the CSS Gateways via a Remote
Procedure Call (RPC). A Data Availability Notice (DAN) is sent to the INS and
additional data status messages are exchanged with the INS.

Request
Subscription

A request for notification of a specific event occurring within the system. For
example: subscribing to the insert of a particular granule type through the CLS.

DAR Parameters

The CLS sends the parameters required for submittal of Data Acquisition
Requests for ASTER instrument data. In response, a DAR Identifier is sent back
to the CLS.

Insert Subscription
Event Ad

The IOS receives requests to insert subscription event service advertisements
from the CSS Subscription Server.

Submit Subscription

The PLS creates a subscription for an ESDT insert event, in response, the PLS
receives a subscription ID.

Subscription

In response to a subscription request, a message is sent to the PLS manager

Notifications containing the UR of the granule inserted into the DSS.

Request The MSS provides a basic management library of services to the subsystems,
Management implemented as client or server applications, using the CSS Process Framework.
Services The basic management library of services includes:

e Lifecycle commands - The MSS forwards commands to managed hosts in
the network to start and to stop applications. On startup, it passes a
parameter identifying the application mode (e.g., OPS, SHARED, test,
training) for the application to run.

e User Prof ile Request - The MSS provides requesting subsystems with
access to User Profile parameters such as E-mail address and shipping
address to support their processing activities.
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Table 4.8-1. CSS Subsyst em Interface Events (2 of 2)

Event Interface Event Descript ion

Specify Application Upon startup of any managed applications within a subsystem, the MSS provides
Mode the mode of operation to the CSS. Managed applications use the application
interface PfGetMode to obtain the operational mode from the CSS.

Exchange Messages | The Landsat 7 Gateway sends and receives data status messages from the LPS
through sockets through sockets.

DAR The ASTER DAR Gateway sends the DAR to the ASTER GDS Storage Server.

EDN The E-mail Parser Gateway stores the EDN messages with URs, time range, etc.,
and sends the EDN to the MSS to forward to the ASTER GDS.

EDR The ASTER GDS personnel select the EDN as needed and send an EDR to the
CSS to forward to the E-mail Parser Gateway.

System The Operations staff requests and receives information on system administration

administration including application administration, fault metrics, performance metrics and

information system alarms.

CSS Subsystm Structure

The CSS is composed of one CSCI, the Distributed Computing Configuration Item (DCCI) and
one HWCI. The CSCI is composed of 16 computer software components (CSCs) briefly
described here as processes followed by a description of the HWCI.

e The Subscription Server (SBSRV) supports the deteatioma defined event(s)and
performs a spedied aciton(s) for he clent subsciibed b the event Eventexanples are
sciencegranuleinsertion, metadata update, new advertisement, and new schema exports
to DDICT.

e The ASTER DAR Communiagtions Gaeway provides inteopeability between the CLS
DAR Tool GUI and he DARAPI with an nterface b the ASTER GDSservers.

e The ASTER E-Mail Parser Gateway supports the automated delivery of ASTER
Expealited Daa Sds (EDS) from th€eCS to theASTER GDS.

e The Landsa? Gakeway provides user access tlaha colleced by he Enhancedhematic
Mappe Plus (ETMH) instrumet on theLandsa 7 saellite.

e The DCE service group is a COTS software set of Name, Security and Time Services.

e The Name Serviceprovides a link between distributed applications and associate
servces wth nanes. The Nare Service enalds a clent to locak a server.

e The Securty Service provides securetransfer of dat on local and wde area
neworks. The $curty Service provides autentcaion of users whory to access
ECS data or services.

e The Time Service keepshe hosts sysém clocks synchromied wihin the ECGS
computer nework by nonitoring and adjsing the operang sysém clock for each
individual host machine in the network.
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The remotefile access group provides the capability to transfer and manage files using the
following five functions: FTP, FTP Notification, Bulk Data Server (BDS), Network File System
(NFS), and Filecopy.

e FTP is & Intand standad goplication for file transfas. FTP adbles ause to retrieve
oneor morefiles from aremote saver and to s@d oneor morefiles to a remote sever.
FTP also provides an insecure password protection scheme for authentication.

e FTP Notification provides successful completion notifications for FTP @ge8 pulls
and (put) data pushes.

e BDS is afast file transfa utility to movelarge daa files over high-sped neworks sut
as he Hgh Rerformance Rralld Interface (HIFPI) communications ines.

e The NFS provides a file sharing system among computers.

e The Filecopy utility copies files from a specified source locationspegifieddestination
location with options available for data compression.

e The mail group provides electronic mail and bulletin board services.

e E-mail is a standard Internet feature for asynchronous data transfexSSBiemail
service provdes annteracive interface andan objectorienied applcaion program
interface (AR) to send E-rail messages.

e The Bulletin Board, anoher standard Ingérnet feaure, sends mssages d each
member in a specified group.

e Virtual Termind provides the capability for the Opeations stéf on an ECS pl&orm to
remotely log onto another ECS machine.

e Cryptographic Management Interface (CMI) provides processes for obtasnicipm
passwords and gaining access to non-DCE servicesyihass.

e The Domain Name Service (DNS) provides hpamesand addresseso a specified
network by querying and answering queries. DNS provides naming sebpeivesenthe
hosts on the local administrative domain and also across domain boundaries.

e The Infrastructure Library provides a set of services including the following.

e Process Famework (FF): The HF provides a féxible mechansm (encapstdtion) for
the ECS Client and Server applcaions b transparery include spedic ECS
infrastructure features from a library of services. (Library services includeess
configuration and initialization, mode management amdnt handling, life cycle
servicegserverstart-up and shut-down), communications services (message passing,
FTP, underlying transport protocol, number sifnultaneoushreads),naming and
directory services (OODCE naming), and setafpsecurity parameters.)The PF
processis the encapsudtion of an obgct with ECS infrastucture featires and
thereforethe encapsudied object is fully equpped wth the atributes neededot
perform the activities asignel to it. The PF wa developed for the ECS custom
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developed applications and is not meant for use by any GOff8areapplications.
The PF ensuredesignandimplementation consistency between the ECS Client and
Server applications through encapsulation of the implementdétalsof the ECS
infrastucture servtes. Encapsalion therefore reraves, for example, e sk of each
progranme repeatedly writing common initidization code The PF is built by first
developing a process classification for the ECS project from the client/server
perspective. Then the required capabilities alecatedfor eachrespectiveprocess
level and type.

e Server Request Framework (SRF): The SRF infrastrugpire@desthe standardor
ECS synchronous and asynchronous communicatietveeerECSapplicationsSRF
provides enhanced OODCE BPmessage passing apdrsistentstorageas a CSS
support capability with the described features available by subsystem request.

e Message #8ssing: Message &Bsing provides peer-to-peerasynchronous
communications service notifying clients of specific event triggBrsvided by
subsystem request from the CSS.

e Universal References: An UR Provider object from Mbjectsgeneratedniversal
References (URs) during thi run timein virtud memory. TheUR is arepresentaion
of the orpginal object URs can be ransforned from an obgct to an ASCII
represerdtion and aga reurned © an obgct URs are olgcs the usersand
applications usewith full capabilities. One the UR is obtaned, the origind object
can bedisarded and laer reconstitutel and usel. URs @n refer to objects local or
renote to an address space. Therefohe, obgctdoes nohaveto remain in memory,
and can, as appropriate, be written to a secondary storage system like a database.

e EventLogging: Eventlogging is the capability of recording events into files and
provides a convenient way to generate and report detailed events.

e Server Locabr: The Srver Locaobr is a chss hat enabés serversd regster their
location without referring to its physical location and dr@quely identified and
locaedin the ECS. Client appicaions usetlie Srver Locaor to find any regtered
server.

e Failure Recovery Framework: The Failure Recovery Framewmkidesa general
purposefault recoveryroutine enabling client applications to reconnect with servers
after the initial connection is lost.

e EcPo Connections: A suite of classes that provide basic database connection
management methods and error handling mechanism for database users.

CSS software is executed on multiple hardwiaoststhroughoutthe ECS systemto
provide communi@tion functions, proessing @pability, and storge The softwae and
hardware relationships are discussed in the CSS Hardware CI description.
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Use of COTS in the CSS Subsysm

RogueWave’s To@d.h++

The Tools.h++classlibraries provide basic functions and objects such as strings and
collections. Thee class libraies must beinstdled with the CSSsoftwae to enable the
CSS processes to run.

RogueWave’s DBools.h++

The DBTools.h++ C++ class libraries provide interactionan object-orientednanner,

to the Sybase database SQL server. The DBTools provide a buffer between the CSS
processe and therelationd daabaseusal. These classlibraries mustbeinstdled with the

CSS softwee to enable the Subsciption Sever to run and enable the clients to perform
queries of subscription server database information.

RogueWave’s Neh++

The Net.h+ C++ dass libraies provide fundions and templaes tha facilitate writing
applications, which communicate with other applications. These class librariebenust
instdled with theCSS softwee to enable the Landsd 7 Gdeway to run.

ICS Builder Xcessory

The Builder XcessoryGUI builder tool provides thecapability to modify thedisplays of
the Subscription Server Operator GUI. The talslo generateshe C++ codeproducing
the Opeator GUI disply a run time Thae is no opegtiond part of Builder Xcessory
usa a CSS run-time

Sybase Server

The Sbase 8L server provides access for thebScription $rver to insert,update,and
delete Subscription Server database information. The Sybase SQL Server must be
running during CSS operations for the Subscription Server to execute database requests.

Distributed Computing Environment

The Distributed Computing Environment (DCE) provides a basis for building
manageable, secure, distributed, interoperable, and portable applications across
heterogeneous platforms. DCE offers APIs for application develogeasincludes
commandsetsfor administrator and user application generation. DCE provisions include
security, distributel file, cell directory, distributel time, and thread sevices. Using
RemoteProcedure Calls (RPCs), a feature of DCE, resources and files on a distributed
nework can be accessed.

UNIX Network Services

UNIX Network Services contain DNS, NFS, E-mail and Bulletin Bosgdvices FTP,
and TCP/IP epabilities.
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4.8.1 Subscript ion Server Sof tware Descript ion

4.8.1.1 Subscription Server Functional Overview

The Subscption Sever (SBSRV) provide the capability to registe events, submit
subscriptionsand process subscriptions upon event notification. Events and subscriptions are
stored persistently in the SBSRV Database. During registration, events are made available
through the Interoperability Subsystem’s (I0S) Advertisement Service. Subscriptions are
submittel for an advertised event. The subsciptions @n be qudified and @n dso indude
informationspecifyingan action to be performed on behalf of the subscriber (e.g., acquire a data
granule). Subscriptions can also be updated or deleted fhendatabase.Upon event
notification, all subscriptiondor the event are extracted from persistent storage and associated
actonsareperformed. Addtionaly, subscitbers receie notficaion the eventwas tiggered, \a

E-mail or through message passing (i.e., a message from a process). Thed&BRludesan
Operator GUI for entering, updating, and deleting subscriptions interactively.

4.8.1.2 Subscript ion Server C ontext

Figure 4.8.1.2-1 is the Subscription Server contdigigram and Table 4.8.1.2-1 provides
descrptions of he nterface evergin the Subscrption Srver conext diagram

MACI/MCI
(MSS)

ADSRV

(109 \ P
Request Management sevices

Insert Subscription Event Ad |

SBSR/

: Subscription Sener Sibgcription
Regster Evert bserp ) Notification
Trigger Evan \

Sibgription
SOSRY Invoke Acquire, Stbgcription with acquire PLANG
Event ID Notifilcar[ion request (PLS)
DSS
©s9) |y Y
ECSUser/
Operatons stff

Figure 4.8.1.2- 1. Subscript ion Server C ontext Diagram
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Table 4.8.1.2-1. Subscript ion Server Int erface Event s

Event Interface Event Descript ion

Insert Subscription | The ADSRV CSCI receives requests to insert subscription event advertisements
Event Ad from the SBSRV CSC.

Register Event An event producer (in this version of ECS, only the SDSRV CSCI produces events)
tells the SBSRV about the events it can trigger. This information enables the SBSRV
CSC to present the events available for subscription to the ADSRV CSCI.

Trigger Event The event producer notifies the SBSRV CSC of the event occurrence and triggers
the SBSRYV to notify and (optionally) perform the specified action(s) on behalf of the
subscriber.

Invoke Acquire The SBSRV CSC invokes acquire to the SDSRV CSCI when specified as an action
in a subscription.

Event ID The SBSRV CSC sends Event Ids to the SDSRV CSCI when ESDTs are installed.

Subscription The SBSRV CSC sends notification (E-mail or inter-process) to the subscriber when

Notification the event subscribed to occurs.

Subscription with A subscriber (optionally) sends information with the subscription, specifying an

acquire request action(s) (e.g., acquire) to be taken when the subscribed event occurs.

Request The MSS provides a basic management library of services to the subsystems,

Management implemented as client or server applications, using the CSS Process Framework.

Services The basic management library of services includes:

« Lifecycle commands - The MSS forwards commands to managed hosts in the
network to start and to stop applications. On startup, it passes a parameter
identifying the application mode (e.g., OPS, SHARED, test, training) for the
application to run.

e User Prof ile Request - The MSS provides requesting subsystems with access
to User Profile parameters such as E-mail address and shipping address to
support their processing activities.

4.8.1.3 Subscript ion Server A rchit ecture Diagram

Figure4.8.1.3-1 is the Subscription Server architecture diagram. The diagram shows the events
sent to the Subscription Server process and the events the Subs&e@rtierprocesssendsto
other processes.
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Figure 4.8.1.3- 1. Subscript ion Server A rchit ecture Diagram

4.8.1.4 Subscript ion Server Process D escript ions

Table 4.8.1.4-1 provides descriptions of the processes showheirsubscription Server
archtecure dagram

Table 4.8.1.4-1. Subscript ion Server Processes

Process Type COTSs/ Functionality
Developed

EcSbSubServer Server Developed The Subscription Server enables an event producer to
register and trigger events. A subscriber can submit
subscriptions for an event. Events and subscriptions
can also be updated and deleted.

EcSbGui GUI Developed The Subscription GUI provides an operator interface
for submitting, updating and deleting subscriptions.

Sybase Server Server COTS The Sybase Server is the SQL Server for the
Subscription Server and is only run by the DAAC
Operations staff.

4.8.1.5 Subscript ion Server Process Int erface Descript ions

Table 4.8.1.5-1providesdescriptions of the interface events shown in thbs8ription $rver
archtecure dagram
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Table 4.8.1.5-1. Subscript ion Server Process Int erfaces (1 of 2)

Event Event Interface Initiated by Event Descript ion
Frequency
Insert One per Libraries: Library:. Upon event registration, the
Subscrip- |event loAdCore, EcSbSr EcSbSubServer sends the
tion Event (registration |j0AdSubs Class: event information along to the
Ad Classes: EcSbEvent Advertiser to post the event is
loAdSignatureServi valid for subscriptions.
ceAdyv,
loAdApprovedAd,
loAdGroup,
loAdProvider
Submit One per Library: PDPS, Operator GUI Internal: (GUI): submit
subscrip-  |subscription (EcSbSr, EcSbCI CLS, subscription for an event.
tion submitted | ~/555e5: EcSbSubscriptionDispatcher, |External: (client server):
EcClISubscription, EcSbSubmitSubRequest submit subscription for an
EcSbSubmitSubRe event.
quest,
EcSbSubscription
Subscrip- |One per Library: Library: The EcSbSubServer sends E-
tion subscription |EcSbSr EcSbSr mail or inter-process
notification |submitted |~/ Class: EcSbSubscription notification (when message-
EcSbNotification passing framework is used) to
the client/address specified in
the subscription.
Invoke One per Library: Library Request is sent to action
acquire request EcSbSr EcSbSr provider to carry out the
Class: Class: EcSbSubscription specified action (e.g., acquire).
EcSbAcquireAction This is an asynchronous call
to the action provider with no
completion status made
available to the
EcSbSubServer.
Return One per Library: Most CSS classes Status returned by the action
status request EcUt provider to simply indicate that
Class: the request was received, not
EcUtStatus that the action succeeded.
EventID |One per Library Library- The EcSbSubServer sends
ESDT EcSbCl DsDelSh Event Ids to the
install Class: Class: EcDsScienceDataServer
EcCIEvent DsDeDataDictController when ESDTs are installed.
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Table 4.8.1.5-1. Subscript ion Server Process Int erfaces (2 of 2)

Event Event Interface Initiated by Event Descript ion
Frequency
Trigger  |One per Library: Library: The event producer notifies the
Event event EcSbCl DsBtSh EcSbSubServer when an event has
trigger Class: Class occurred. Upon natification, the
EcCIEvent DsBtSbsrvNotifier |[ECSbSubServer |_dent|f|e.s.sub§cr|pt|ons
o for the event, taking qualifiers into
EcClITriggerEventCh o .
account, perform any specified actions
via the action provider, and natifies the
subscriber that the event has been
triggered.
Register |One per Library: Library: The event producer sends event
Event event EcSbCl DsDelsh information to the EcShSubServer for
Class: Class: persistent storage.
EcClEvent, DsDeEventCusto
EcCIRegisterEventCb |mizer
Store/ One per |Library: Library: The EcSbSubServer stores and
Retrieve |store and |EcSbSr EcSbSr retrieves subscription information and
Subscrip- |retrieve Class: Class: events from the EcSbSubServer Data
tion Event levent EcSbEventStore, CSS classes from Stores.
EcSbhSubscriptionStore |client or server
side
Request |One per Process: The MSS provides a basic
Manage- |service EcSbSubServer |management library of services to the
ment request subsystems, implemented as client or
Services server applications, using the CSS
Process Framework. The basic
management library of services
. . includes:
Library: i
EcAglnstrm e Lifecycle commands - The MSS
forwards commands to managed
Classes: hosts in the network to start and to
EcAgManager, stop applications. On startup, it
MsAgRegistry passes a parameter identifying the
application mode (e.g., OPS,
SHARED, test, training) for the
application to run.
User Prof ile Request - The MSS
provides requesting subsystems with
access to User Profile parameters such
as E-mail address and shipping
address to support their processing
activities.
Subscrip- [One per Library: Process: A subscriber (optionally) sends
tion with  |subscriptio |EcShCl EcPIPREditor IF |information with the subscription,
acquire  [nwith Class: a specifying an action(s) (e.g., acquire) to
request |acquire - be taken when the subscribed event
EcClSubscription
request occurs.
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4.8.1.6 Subscript ion Server D ata Stores

Subscription Server uses the COTS software Sybase database for its persistent Bterage.
following is a brief description of the types of data contained in the database:

e evert data: includes event type, user id, qualified metadata attribute nasnesother
information describing an event

e subsciption data: includes a link to the event data, user id, start and expiration dates,
qualified metadataralues(optional),and action information (optional) for what to do when
an evenbccurs.

Table4.8.1.6-1providesdescriptionsof the information in the four separate Sybase data stores
that are usedby the Subscription Server. More detail on these data stores can be found in the
Subscription Server Database Design and Schema Specifications for tHer&&3(Referto

CDRL 311).

Table 4.8.1.6-1. Subscript ion Server D ata Stores

Data Store Type Functionality

EcSbEvent Sybase Contains the list of events to which a user or another subsystem can
subscribe.

EcSbNewEventID | Sybase This data store contains the next available ID for the EcSbEvent table.

EcSbNewSubID Sybase This data store contains the next available ID for the EcShSubscription
table.

EcSbSubscription | Sybase This data store lists all the user and subsystem subscriptions. Each
event can have many subscriptions. Each user can have many
subscriptions. The same user can subscribe to the same event with
different constraints. It is also possible that a user could subscribe to
the same event with the same constraints.

4.8.2 ASTER DAR Gateway Software Description

4.8.2.1 ASTER DAR Gateway Functional Overview

The ASTERDAR Gaeway provides inteopeaability between theCLS DAR Tool ad theDAR
API with an nterface b the ASTER GDS servers. The ICS DAR Tool is DCE conpatble and
based on X/Motif, while the DAR API is based TCP/IP socketsThe DAR Communications
Gaieway recewvescals from the CLS DAR Tool and dspathes hemto the appropate DAR
API operations for remote operations.

ECS users can login to their workstations W CLS DAR Tool. The CLS DAR Tool
communicates with the DAR Gateway R&®Cs.The DAR Gatewayforwardsthe requestdo the

DAR Server via DAR API library calls, which communicates over EBnet using TCP/IP sockets.
The DAR Server retirns resub to the DAR Tool in a reverse sequence. TBAR Gakeway
supports concurrent requests in both synchronous and asynchronous modes.

The DAR API provides thefundiondity to transmit daa concerning the DAR between the DAR
Gateway and the DAR Server and makes the DAR Server database information aelité&liie
users. The functionality is provided to support seven D¥Rs: SubmitDAR, ModifyDAR,
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getxARStatus, getSubxARStatus, getxARContents, querytxARSummary, and queryxARScenes.
The ASTER DAR Communications Gateway supportsriteroperabilitybetweerthe ECSCLS

DAR Tool and he DAR APIs so he .S DAR Tool only needsto accessthe gaeway
distributed objects.

DAR Communications are part of the E@8d AS ER GDSinterface, where ground support for
missionoperations and science data processing are provided for the ASTER instrument on-board
the EOSAM-1 spacecraftThe DAR Server is locaked n Japan andanspareny interacts with

ASTER OperationsSegmen{AOS) XAR Server and XAR Database to provide data to its clients.
The DAR Server provides EG users accessotDAR dasbase mformaton via an API.
DAR-related communicationbetweenECS and the ASTER GDS is through ASTER GDS
providedAPIs, integratednto the DAR Communications Gateway. (The DAR Communications
Gaieway servers locatd atthe EROS Data Center (EDQ.)

4.8.2.2 ASTER DAR Gateway Conte xt

Figure 4.8.2.2-1 is the ASTER DAR Gateway context diagram and Table 4.8.2.2-1 provides
descrptions of the interface everd shown n the ASTER DAR Gakway conéext diagram The
information conéined n the conéxt diagramand he interface evens table is, respedtvely,
applicable to each of the ASTER DAR Gateway functions: SubmitDARdiIfyDAR,
getxARStatus, getSubxARStatus, getxARContents, querytxARSummary, and queryxARScenes.

MCI WKBCH
(MSS) (CLS)
(DAR client GUI Tool)

Submit DAR

A
Request Pgrameters
User Profiles Modify DAR
Parameters
ECS user

Send .
logins

Send DAR DAR ID
ASTER Request
bs <« / EcGwWDARServer

(ASTER DAR Gateway)
(DAR API Library)

DAR ID ECS Users and

Operations Staff

Figure 4.8.2.2-1. ASTER DAR Gateway Conte xt Diagram
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Table 4.8.2.2-1. ASTER DAR Gateway Interface Events

Event Interface Event Descript ion

ECS User Logins An ECS user logs on to the ASTER DAR Tool.

Submit DAR Parameters | The ECS user submits DARS, via the ASTER DAR tool, to the ECS ASTER
DAR Gateway via DCE/RPCs.

Modify DAR Parameters | The ECS user modifies DARSs, via the ASTER DAR tool, and sends the
modified requests to the ECS ASTER DAR Gateway via DCE/RPCs.

Request User Profiles The ECS user requests user profiles via asterCatalog. The asterCatalog is a
field in the user profile used by the ASTER DAR to check for user
authorization.

Send DAR Request The ECS user sends the request to the ASTER GDS Storage Server by
DAR API library calls which communicates via TCP/IP sockets over EBnet.

Return DAR ID The ASTER GDS returns a DAR ID to the ASTER DAR Gateway server at
the ECS.

Send DAR ID The ASTER DAR Gateway extracts the returned DAR ID and sends it to the

ASTER DAR tool.

4.8.2.3 ASTER DAR Gateway Arc hitecture

Figure 4.8.2.3-1 is the ASTER DAR Gatewaschitecturediagram. The diagram showsthe
evens sentto the ASTER DAR Gakeway server process antiet everd the ASTER DAR
Gateway server process sends to other processes.

EcCIWbDtDART

EcMsAcDOrde Srvr

4
Serd DAR ID St DAR parameters

Requet User Profiles ]
odify DAR paameters

EcGwDARServer ECS UsrLogins

Serd DAR Request

ECS Wsers
& Reurn DARID and Qperations
ASTER staff
GDS

Figure 4.8.2.3-1. ASTER DAR Gateway Arc hitecture Diagram
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4.8.2.4 ASTER DAR Gateway Process Descriptions
Table 4.8.2.4-1 provides descriptions of the processes in the ASTER DAR GateWigcture

diagram.
Table 4.8.2.4-1. ASTER DAR Gateway Processes
Process Type COTS/ Functionality
Developed
EcGwDARServer Server | COTS The ASTER DAR Gateway provides seven functions.

Submit DAR function: Registered users use the DAR
GUI tool to create a DAR. The DAR client is called by
the GUI requesting the DAR be submitted in the
default synchronous mode. The DAR client sends the
DAR to the server and gets back a DAR ID. When the
DAR GUI tool requesting the DAR be submitted in the
asynchronous mode calls a DCE client, the DCE
client makes an RPC call to the DCE server based on
SRF.

Modify DAR function: A Modified DAR is sent from
the DAR client to the server and gets a DAR ID back.
Registered users use the DAR tool to “Modify” an
existing request and “Submit” the modified request in
the default synchronous mode.

GetxARStatus: Gets xARstatus by matching a search
condition. A user creates a search condition by filling
in the required fields of searchStream and submitting
it in the default asynchronous mode.

GetSubxARStatus: Gets SubxARstatus by matching
a search condition. A registered user creates a
search condition by filling in the required fields of
searchSubxarStream and submitting it in the default
asynchronous mode.

QueryxARContents: Gets XAR contents by matching
xarlD. A registered user changes the default mode to
synchronous and submits the modified DAR.

QueryxARSummary: Gets a subxAR status from the
AOS xAR DB by matching xAR IDs. This function
responds to multiple subxAR statuses for one
request.

QueryxARScenes: Gets multiple XAR summaries
from the AOS xAR DB by matching the search
condition. This function responds to multiple xAR
summaries for one request.

Synchronous request processing is supported.
Asynchronous request processing is supported.
Multiple concurrent requests are supported.
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4.8.2.5 ASTER DAR Gateway Process Interface Descriptions

Table 4.8.2.5-1 provides the descriptions of the interface events shown inTERABAR
Gaeway archiecture dagram

Table 4.8.2.5-1. ASTER DAR Interface Events

Event Event Interface Initiated by Event Descript ion
Frequency
ECS user |One per Process: User ECS Users login to ASTER DAR
logins ECS user |EcCIWbDIDART Client GUI tool.
login
Submit One per Library: Process: User submits DAR to ECS ASTER
DAR DAR EcGWDAR EcCIWbDIDART DAR Gateway via DCE RPCs.
Parame- Process: Class:
ters EcGwDARSubmit submitDarSrfRequest
DarRequest_C
Modify One per Library: Process: User modifies DAR and sends the
DAR modified EcGWDAR EcCIWbDtDART modified request to the ECS ASTER
Parame- [DAR Process: Class: DAR Gateway via DCE RPCs.
ters EcGwDARModifyDar [modifyDarSrfRequest
Request_C
Request  |One per Library: Process: ASTER DAR Gateway requests
User ASTER MsAcCIntSh EcGwDARServer User Profiles via asterCat. The
Profiles DAR Class: Class: Category is a field in the user profile
Gateway EcAcProfileMgr EcGwDARGatewayR |used by AS_TEF_R DAR to check for
request equest_S user authorization, asterCategory
Send DAR |One per Library: Process: ASTER DAR Gateway sends the
Request |ASTER IcDarApi EcGWDARServer request to the ASTER GDS Storage
DAR send Class: Server via DAR API library, which
EcGwDARGatewayR communicates via TCP/IP sockets
equest_S over EBnet.
Return One per Process: Process: ASTER GDS returns a DAR ID to
DAR ID DAR ID EcGWDARServer EcGWDARServer the ASTER DAR Gateway server at
return Class: the ECS.
EcGwDARGatewayR
equest_S
Send DAR |One per Process: Process: ASTER DAR Gateway extracts
ID DAR ID EcCIWbDtDART EcGuiDARServer returned DAR ID and sends it to the
sent Classes: Class: ECS DAR tool.
SubmitDarSrfResult, |EcCGwWDARGatewayR
EcDaSubmissioninfo |equest_S

4.8.2.6 ASTER DAR Gateway Data Store s

None
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4.8.3 E-mail Parser Gat eway Sof tware Descript ion

4.8.3.1 E-mail Parser Gateway Functional Overview

Expalited Ddaa Sds (EDS) a raw saellite tdemery daa proaessel into time-ordeaed
instrumentpacketswith packetsseparatednto files for a given downlink contact. The ECS
provideseDS to the ASTER GDS to use in evaluating the operation of the instrument. Level O
EDS producedat the DAAC are staged for up to 48 hours before delivery to investigators at the
Sdaence Computing Falilities.

The E-mail Parser Gagway forwards noficaions b the ASTER GDS when a EDSs receved

(the notification is @led an EDN) and proesses E-ma messages from the ASTER GDS
requesting ddivery of aEDS (themessayes ae EDRS). To failitate this, EDS subsciptions are
placed at the GSFC DAAC by user services personnel on behalf of the ASTER GDS. Each time
the GSFC DAAC receives a EDSrom EDOS the subscription is triggered and an E-mail
messaeis sent to the ASTER GDS. Thesubsciption notifications ae sent to theE-mal Parse
Gaeway to turn then into propely formatted EDN mal messaes and sendsthem to the ASTER

GDS via the MSS ASTER E-mih header handle to have the gppropride mal heade
information added. When ASTER orders the EDS, an E-mail messagntisia the MSS
ASTER E-md heade handle to the E-mal Parse Gaeway. The E-mal Pasa Gaeway
formulatesand submitsthe corresponding acquire request to the DSS SDSRV CSCI for an FTP
push distribution of the EDS to ASTER.

4.8.3.2 E-mail Parser Gat eway Context Diagram

Figure 4.8.3.2-1 is the E-mail Parser Gateway contkagram. Table 4.8.3.2-1 provides
descrptions of he nterface everg shown n the E-nail Parser Gagway conéxt diagram

Receive
EDN
¢ MC| SBSRV
ASTER GDS > (MS9)

Serd (Aster email headehander) (Subgription Sever)

EDR
Puwsh Receive Sand Submt
Data EDR Notification Subgription

Triggef Event

Get Info for EDN
SDSRV E-mail Parser Gateway GSFC
(DSS) Send Acquire Operabr or
Operatons

staff

Figure 4.8.3.2- 1. E-mail Parser Gat eway Context Diagram
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Table 4.8.3.2-1. E-mail Parser Gat eway Int erface Event s

Event Interface Event Descript ion

Submit GSFC DAAC Operations staff place a subscription with the subscription server (SBSRV

Subscription | CSC), on behalf of the ASTER GDS, once in the beginning of the mission and/or once at
a time defined in an Operations Agreement between the ASTER GDS and the ECS.

Trigger The SDSRYV sends a trigger to notify the SBSRV of ASTER Expedited Data Sets.

Event

Send The subscription server sends a notification via E-mail to the E-mail Parser Gateway to

Notification notify the ASTER GDS of the arrival of EDS from EDOS to the ECS.

Get Info for

EDN Information for the Expedited Data Set Notification (EDN) is obtained from the DSS and
sent to a MSS e-mail script to be sent to the ASTER Ground Data System (GDS).

Send EDN The E-mail Parser Gateway stores the EDN messages with URs, time range, etc., and
sends the EDN to the MCI CSCI.

Receive The MCI CSCI E-mail header handler adds a header to the EDN and is received by the

EDN ASTER GDS via E-mail over EBnet.

Send EDR ASTER GDS personnel select the EDN needed and send an EDR to the MCI CSCI.

Receive The MCI CSCI E-mail header handler strips the EDR header and is received by the E-

EDR mail Parser Gateway CSC.

Send The E-mail Parser Gateway CSC creates an acquire using the received EDR and sends

acquire it to the SDSRV CSCI via an RPC.

Push Data The SDSRYV CSCl receives an acquire command and FTP pushes the requested data
(via the DDIST and STMGT CSCiIs) and a signal file to the destination specified in the
acquire command. (This interface is shown for completeness.)

4.8.3.3 E-mail Parser Gat eway Archit ecture

Figure 4.8.3.3-1 is the E-mail Parser Gateway architecture diagram. The diagramttslhows
events sat to the E-mal Parse Gaeway saver proess ad the events the E-mal Pasea
Gateway server process sends to other processes.
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Figure 4.8.3.3- 1. E-mail Parser Gat eway A rchit ecture diagram

4.8.3.4 E-mail Parser Gat eway Process D escript ions

Table 4.8.3.4-1 provides a description of the prodsswnnin the E-mail ParserGateway

archtecure dagram

Table 4.8.3.4-1. E-mail Parser Gat eway Processes

Process

Type Cots/Developed

Functionality

EcCsEmailParser

Server

Developed

Get UR from the Subscription Natification and
use this UR to get the information for EDN from
the EcDsScienceDataServer and send it to the
EcMsAsAddHeader for notifying ASTER GDS.

Get EDR from the EcMsAsRemoveHeader.

Store and parse subscriptions and EDR in
/EDN, /EDR directory

Send an Acquire request to the

EcDsScienceDataServer via an RPC for an
EDR request.

4.8.3.5 E-mail Parser Gat eway Process Int erface Descript ions

Table 4.8.3.5-1 provides descriptions of the interface ewhioiwnin the E-mail ParserGateway

archtecture dagram
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Table 4.8.3.5-1. E-mail Parser Gat eway Process Int erface Event s

Event Event Interface Initiated by Event Descript ion
Frequency
Submit One per GUI User GSFC personnel subscribe to
Subscrip- |subscription EDS.
tion request
Trigger One per Process: Process: The EcDsScienceDataServer
Event trigger EcDsScienceDataServer|EcDsScienceData |triggers the EDS event to the
(RPC) event Server EcSbSubServer.
Send One per Process: Process: The EcSbSubServer sends
Notification |send of EcCsEmailParser EcSbSubServer EDN via E-mail to
EDN EcCsEmailParser.
Get Info for|One per Library: Process: Uses the UR to get the EDN
EDN notification |pscl EcCsEmailParser |information from the
of the Class- EcDsScienceDataServer
ASTER i before sending the EDN to
GDS DsCIESDTReference EcMsAsAddHeader.
Send EDN |One per E- |Process: Process: The EcCsEmailParser sends
mail send  |EcCsEmailParser EcCsEmailParser |the Send EDN to the
EcMsAsAddHeader to have a
header added.
Send EDR |One per Script: ASTER GDS After selecting the EDN, the
EDR send |EcMsAsRemoveHeader ASTER GDS personnel send
an EDR to the
EcMsAsRemoveHeader to
have the header removed.
Send One per Library: Process: The EcCsEmailParser creates
Acquire acquire DsClI EcCsEmailParser |an acquire using the received
(RPC) created Class- EDR and sends it via an RPC
to the EcDsScienceDataServer.
DsCIRequest
Push Data |One per file |Process: Process: The EcDsStFtpDisServer FTP
transfer of |EcDsStFtpDisServer EcDsStFtpDis pushes the requested data and
data via Library: Server a signal file to the destination
FTP DsStDisFtp specified in the acquire
command. The signal file is
also sent to the same directory
immediately after completion of
the FTP to denote the
completion of the file transfer.
Push Data [One per Process: Process: The EcDsScienceDataServer
Instruction |Push Data |EcDsScienceDataServer|EcDsScienceData |receives the Get Info for EDN
S Instruction Server with the send Acquire.
Distribution |One per Process: Process: The EcDsDistributionServer
FtpPull Distribution |EcDsDistributionServer |EcDsDistribution  |receives Push Data Instruction
FtpPull Server from the
EcDsScienceDataServer.
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4.8.3.6 E-mail Parser Gat eway Data Stores
None

4.8.4 Landsat 7 Gateway Server Sof tware Descript ion

4.8.4.1 Landsat 7 Gateway Server Functional Overview

The ECS user nterface proviles acces®tthe Landsa? Rocesang System (LPS) dat colleced
with the Enhanced Thematic Mappe Plus (ETM4) instrumet on theLandsd 7 saellite. The
Landsat 7 Project reformats the raw instrument data into Level OR dapacvdiesthe datato
ECS for ingest, archive and distribution. All ECS registered wsengermittedaccesgo Level
OR data, metadata, and browse data archived by the ECS.

BecauselPS is not DCE conpaible, the Landsat7 Gaeway Server is used as annterface
between the L8 and DCE/Object Oriented DCE (OODCE) based BE&ices. Thigateway
provides thecapabilities for thefollowing activities:

e Automaed daa transfa from LPS to ECS iguiring transmissionof control messayes to
provide the file information and handshaking required to complete the data transfer

e LPS sends Level OR data, associated inventory metadata, and browse data to ECS
e ECS sends an acknowledgment to LPS, after archiving the Landsat 7 data

e LPS sends data to ECS for ingesting, storing,dstlibutingfor Pre-launchcheckoutof
instruments and development of initial calibration informaion

e ECS interface testing, operations testing, and acceptance testing activities with LPS

e ECSingesting,archiving,andacknowledging receipt of Level OR data from3.for the
previous 12-hour period, within 8 hours of theceiptof the data availability notice
(DAN) from the LFS.

4.8.4.2 Landsat 7 Gateway Server C ontext

Figure 4.8.4.2-1 is the Landsat 7 Gateway Server context diagram anddT&abl@-1provides
descrptions of he nterface everdg shown n the dagram

Using socket for exchangig messages, e Landsat7 Gaeway Srver receves the Data
Availability Notice (DAN) from LPS when it has data for ingest. After the datagestedand
delivered,LPS sends a Data Delivery Acknowledgment (DDA) back to the Landsat 7 Gateway
Server. Also using sockets, the gateway forwénd®ataAvailability Acknowledgmen{DAA)

and the Data Delivery Notice (DDN) from INS LPS.

Using an BC to exchange data status, the Landsat 7 GatSeaer receivesDAA and DDN
from INS. The Landsat 7 Gateway forwards the DAN and the DDA ta INS
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Figure 4.8.4.2- 1. Landsat 7 Gateway Server C ontext Diagram

Table 4.8.4.2-1. Landsat 7 Gateway Server Int erface Event s
Event Interface Event Descript ion
DAN The DAN originated by LPS is sent to Landsat 7 Gateway via sockets
and is forwarded to INS by the Landsat 7 Gateway using RPC.

DAA The DAA originated by INS is sent to Landsat 7 Gateway via RPC and
is forwarded to LPS by the Landsat 7 Gateway using sockets.

DDN The DDN originated by INS is sent to Landsat 7 Gateway via RPC and
is forwarded to LPS by the Landsat 7 Gateway using sockets.

DDA The DDA originated by LPS is sent to Landsat 7 Gateway via sockets
and is forwarded to INS by the Landsat 7 Gateway using RPC.

4.8.4.3 Landsat 7 Gateway Server A rchit ecture

The Landsat7 Gateway Server is one ECS developed process, EcCsLandsat7Gateway. The
Landsat 7 Gateway Server is managed via the Process Framework mechanism and Figure
4.8.4.3-1 is the architecture diagram of the Landsat 7 Gateway Server.

EcinReqMgr [ PPN DAA >
4— DDA — EcCsLandsat7Gatevay \ DDN
EdnAuto[€ O oan 0| LPS
DAA — %

¥ DDA

Figure 4.8.4.3- 1. Landsat 7 Gateway Server A rchit ecture Diagram
4.8.4.4 Landsat 7 Gateway Server Process D escript ions

Table 4.8.4.4-1 provides a description of the process sliovlme Landsat7 GatewayServer
archtecture dagram
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Table 4.8.4.4-1.

Landsat 7 Gateway Server Process

Process Type COTS/ Descript ion
Developed
EcCsLandsat7 | Server/ | Developed | The Landsat 7 Gateway Server is the interface for automated data
Gateway Client transfers between the LPS and the ECS. It enables LPS to send

DANs and DDAs to the ECS and enables the ECS to send DAAs

and DDNs to the LPS.
The Landsat 7 Gateway Server provides two basic interfaces:

Socket interface: used by the gateway and LPS to exchange
messages. The gateway acts as both socket client and socket

server.

RPC interface: used by the gateway and EclnAuto and
EclnRegMgr to exchange messages. The gateway acts as
both RPC client and RPC server.

The Landsat 7 Gateway Server supports:

Multiple processes at a time
Asynchronous request processing.

4.8.4.5 Landsat 7 Gateway Server Process Int erface Descript ions

Table 4.8.4.5-1 provides descriptions of the interface events simotine Landsat7 Gateway
Server archiecure dagram

Table 4.8.4.5-1. Landsat 7 Gateway Server Int erface Event s

Event Event Interface Initiated by Event Descript ion
Frequency

DAN One per RogueWaveNet |LPS LPS sends a DAN to EcInAuto through the
message library Landsat 7 Gateway Server when it has data for
exchange  |socket interface ingest
with LPS

DDA One per RogueWaveNet |LPS LPS sends a DDA to EcInRegMgr through the
message library Landsat 7 Gateway Server to acknowledge a
exchange Socket interface delivery of ingested data
with LPS

DDN One per Library: EcinRegMgr [EcinRegMgr sends a DDN to LPS through the
status EcCsIDLLIB Landsat 7 Gateway Server to provide
exchange Classes: information about a delivery of ingested data
with '
EclnRegMgr CsGWLEG,

CsGWELG

DAA One per Library: EclnAuto EcInAuto sends a DAA to LPS through the
status EcCsIDLLIB Landsat 7 Gateway Server to acknowledge the
exchange Classes: availability of data to be ingested
with '
EclnAuto CSGWLEG,

CsGWELG
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4.8.4.6 Landsat 7 Gateway Server D ata Stores

None

4.8.5 Distributed Computing Environment Support Group Description

The Distributed Computing Environment (DCE) support group consists of the Security
Authentcaion servce, he Time Service, andhe Srver Locaor funcions.

4.8.5.1 Distributed Computing Environment Functional Overview

The Scurty Authenicaion of he CSS Securty Service enalds the serverprocesseto obtain a
valid login context for DCE. Seurity Authentication use an Access Control List (ACL) to
determine he access ghts of a cient for an obgct All serversare requred to use Securty
Authentication to login to DCE and perform the DCE operations for normal execution.

The CSS Time Serviceusesthe DCE Distributed Time Service (DTS to synchrorze he systm
clocks on the ECS hosts by directly adjusting the operating system time onoséatneeded.
When a host ¢ock neads to beadvanced, thetime adjustmaent is madein transpaent increments
until the correction is complete. When a host clock is found to be ahead of the actu#iidime,
host ¢ock is slowal down traspaently in increments until the correction is complee. (A host
clock is never adjustal in a backward direction). TheCSS TimeSevice provides timewithin a
millisecond resolution.ECS applicationsuse the APIs provided by the CSS Time Service to
obtan time in various formas. Applications neding to simulée a time othea than the current
time gpply aspeified ddta time to thecurrent time Time classes enable applications to obtan

the current time in various formats with or without a predetermined delta time.

The Srver Locabr of the CSS enabés clents © locake andcommunicate with the variousECS
savers. The ECS severs ragyista thar location information into the Cdl Directory Sevice

(CDS) of the Server Locator independent of the server's physical location. Servers registering in
the DS are adveiting the serwtes of he servern the sane processClients usethe Server
Locator and the ECS operating mode to find the server of interest.

4.8.5.2 Distributed Computing Environment Context

Figure 4.8.5.2-1is the Distributed Computing Environment context diagram. Table 4.8.5.2-1
providesdescrptions of the interface everd shown n the Ditributed Gomputing Envronment
context diagram.
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Figure 4.8.5.2- 1. Distribut ed Comput ing Environment Context Diagram

Table 4.8.5.2-1. Distribut ed Computing Environment Interface Events (1 of 2)

Event Interface Event Descript ion

Keytab File The Process Framework (PF) Server provides a keytab file to the
Security Authentication to obtain a login key (password).

Principal Name & Password The Security Authentication communicates with the DCE Security
Server to verify the server’s principal login name and password.

Login Context The Security Authentication creates a login context on behalf of the
server. The login context is returned to the server upon request.

Time Requests Applications submit time requests to the CSS Time Service.

Time Value The CSS Time Service returns a time value to the applications.

Retrieve Time The DCE DTS retrieves a timestamp from the ECS external time
provider.

Request time The CSS Time Service submits requests to the Unix Operating System
for current time values.

Return time The Unix Operating System returns time values to the CSS Time
Service.

Export location information The Server places physical and logical location information in CDS via

(binding information) the Server Locator.
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Table 4.8.5.2-1. Distribut ed Computing Environment Interface Events (2 of 2)

Event Interface Event Descript ion
Import location information A Client retrieves server location information from CDS via the Server
(binding information) Locator.
Sync Host Clocks DCE DTS adjusts the host’s operating system clock, as needed, to

maintain synchronization of host clocks.

Read/Write Binding Information | The Server Locator communicates with CDS to read and write server
location information.

4.8.5.3 Distribut ed Comput ing Environment Archit ecture

Figure 4.8.5.3-1 is the Distributed Computing Environnsmiportgroup architecturediagram.
The dagramshows he evers sentto the DCE processeandthe evens the DCE processesend

to other processes.
Cell Directory
Service (COTS)

ReadWriteBinding
Information

DCE
Security Server (COTS)

CSS Security Service
Security
Authentic ation (COT S)

Principal Name >
& Password

Server Locator

e

Export location
information

Login
File

CSS Time
Service)

Time Time
requeds

value \

Retun time
value

Import location

ECS External PF Server information
Time Provider
Request
(COTS) ?iqme
Retrievq - -
time Sync Host
Clocks

Figure 4.8.5.3- 1. Distribut ed Computing Environment Archit ecture Diagram

4.8.5.4 Distributed Computing Environment Process D escript ions

Table 4.8.5.4-1 provides descriptions of the processes shown in the Distributed Computing
Environmentarchiecure dagram
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Table 4.8.5.4-1. Distribut ed Computing Environment Processes

Process Type COTS/ Functionality
Developed

DCE Security | Server | COTS Stores registry information and verifies login names and

Server passwords.

CSS Security Server | COTS Receives Keytab files and returns a Login context for valid

Service users. Receives and returns Principal Name and Password

Security information to the Security Server for login validation.

Authentication

Server Locator | Server | Developed | Stores and retrieves server location data on the CDS.

PF Server Internal | Developed | Provides Keytab files to Security Authentication and receives
the returned Login context. Provides export location
information to the Server locator. Requests Time from the
Time Service and receives a Time value as the result.
Provides Host clocks information to Distributed Time Service
and receives Sync Host Clocks information for clock
synchronization.

PF Client Internal | Developed | Uses the Server Locator to retrieve server location information
from CDS.

Cell Directory | Internal | COTS Stores server location information and provides interfaces for

Service storing and retrieving the location information.

DCE DTS Server | COTS Receives the delta time from an external time from the CSS
Time Service and adjusts the UNIX clock as needed.

CSS Time Server | Developed | Retrieves the current time from an external time provider and

Service provides precise time in server requested formats

ECS External Server | COTS Provides accurate time to synchronize the DCE cell.

Time Provider

4.8.5.5 Distribut ed Computing Environment

Process Int erface Descript ions

Table 4.8.5.5-1 provides descriptions of the interagantsshownin the DistributedComputing
Environmentarchiecure dagram

Table 4.8.5.5-1. Distribut ed Computing Environment Interface Events (1 of 2)

Event

Interface Event Descript ion

Keytab File

The Process Framework (PF) Server provides a keytab file to the Security
Authentication to obtain a login key (password).

Principal Name & Password

The Security Authentication communicates with the DCE Security Server
to verify the server’s principal login name and password.

Login Context

The Security Authentication creates a login context on behalf of the
server. The login context is returned to the server upon request.

Time Requests

Applications submit time requests to the CSS Time Service.

Time Value

The CSS Time Service returns a time value to the applications.
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Table 4.8.5.5-1. Distribut ed Computing Environment Interface Events (2 of 2)

Event Interface Event Descript ion

Retrieve Time The DCE DTS retrieves a timestamp from the ECS external time provider.

Request time The CSS Time Service submits requests to the Unix Operating System
for current time values.

Return time The Unix Operating System returns time values to the CSS Time Service.

Export location information The Server places physical and logical location information in CDS via the

(binding information) Server Locator.

Import location information A Client retrieves server location information from CDS via the Server

(binding information) Locator.

Sync Host Clocks DCE DTS adjusts the host’s operating system clock, as needed to
maintain host clock synchronization.

Read/Write Binding Information |The Server Locator communicates with CDS to read and write server
location information.

4.8.5.6 Distributed Computing Environment Data Stores

Table 4.8.5.6-1providesa description of the data store shown in the Distributed Computing
Environmentarchiecure dagram

Table 4.8.5.6-1. Distribut ed Computing Environment Data Stores

Data Store Type Functionality

ServerUR.map Other A flat file for the Server Locator classes to map short, logical service
names to CDS entry names.

4.8.6 Remote File Access Group - File Transfer Protocol Description

Theremotefile accesgroupconsists of five functional processes described separately. The five
processes are File Transfer Protocol (FTP), File TrafsfeocolNotification (FTPN), Network

File System (NFS), Bulk Data Server (BDS), and Filecopy.

4.8.6.1 File Transfer Protocol Functional Overview

FTPis a usermterface b the Inernetstandard He Transfer lPotocol. With FTP a users abke to
transfa files to and from renotendgwork sites. FTP is Bent-sever softwae whae theuse stats
theclient program first while the FTP d&mon is thesaver stated on thetarget machine

4.8.6.2 File Transf er Prot ocol C ontext

Figure 4.8.6.2-1 is the FTP context diagram. Table 4.8.6.2 provides descriptionsniértiaee
evensin the FTP conext diagram
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Figure 4.8.6.2- 1. File Transf er Prot ocol Server C ontext Diagram

Table 4.8.6.2-1. File Transf er Prot ocol Int erface Event s

Interface Event Descript ion
FTP commands | ECS applications send FTP commands like login, dir, put, or get

File transfers The FTP server and FTP client program transfers the requested file(s) from source
to destination.

Event

4.8.6.3 File Transf er Prot ocol A rchit ecture

Figure4.8.6.3-1is theFile Transfer Protocol architecture diagram. The ECS FTP is the standard
UNIX utility with the CSS wrappe dasse gplied to provide additiond ECS-dereloped

capabilities. The CSS wrapper classes also provide APIs for more camtredsieraccesgo
other applications.

FTP
Commands

FTP POPEN FTP Client

Host C

FTP Server (COTS)
Host B

Host A

Login
Set Directory

FTP
Commands

ECS User or
Operations
staff

Figure 4.8.6.3- 1. File Transf er Prot ocol A rchit ecture Diagram

4.8.6.4 File Transf er Prot ocol Process D escript ions

Table 4.8.6.4-1 provides descriptionsof the processes shown in the File Transfer Protocol
archtecture dagram
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Table 4.8.6.4-1. File Transf er Prot ocol Processes

Process Type COTS/ Functionality
Developed
FTP Server Server COTS Provides basic FTP capabilities.
FTP Clientw/ | API Developed Provides ECS specific additions for improved access by
ECS FTP ECS applications to FTP servers.
User Process | Client Developed ECS application processes use the Wrapper class
(FTP_POPEN) | Application whenever FTP is used with other class methods.

4.8.6.5 File Transf er Prot ocol Process Int erface Descript ion

Table4.8.6.5-1providesdescriptions of the interface events shown in tihe Fansfer Potocol
archtecture dagram

Table 4.8.6.5-1. File Transf er Prot ocol Int erface Event s

Event Event Interface Initiated by Event Descript ion
Frequency
Login One per Library: Classes: An application establishes the
connection |CsFtFTPRelA |DsStFtpWrappers, connection with the File Transfer
to FTP Class- EcMjEcsFtpProxy, Protocol Daemon server for FTP.
CsFtFTPRelA |MSMdHost,
InMedialngestRPUNI,
ImMessage,
DpPrDataManager
SetDirectory|One per Library: Classes: Command used for setting the (working)
directory set|CsFtFTPRelA |DsStFtpWrappers, directory (on the client and server).
Class: EcMjEcsFtpProxy,
CsFtFTPRelA |MSMdHost,
InMedialngestRPUNI,
ImMessage,
DpPrDataManager
FTP One per file |Library: Classes: Commands used to transfer files from
Commands |transfer CsFtFTPRelA |DsStFtpWrappers, host to host.
Class: EcMjEcsFtpProxy,
CsFtFTPRelA |MsMdHost,
InMedialngestRPUNI,
ImMessage,
DpPrDataManager
Wrapper One per Library: Classes: Provides wrapper functions to carry out
class FTP CsFtFTPRelA |DsStFtpWrappers, FTP between two hosts.
Class: EcMjEcsFtpProxy,
CsFtFTPRelA |MSMdHost,
InMedialngestRPUNI,
ImMessage,
DpPrDataManager
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4.8.6.6 File Transf er Prot ocol D ata Stores

None

4.8.7 Remote File Access Group - File Transfer Protocol Notification

4.8.7.1 File Transfer Protocol Notification Functional Overview

The CSS provides an FTP Notification to the Pull Monitor task (in the S888GT) upon
compldion of FTP pulls from thepull disk aea of theDSS STMGT. TheCsFtFTPNotify Clas
provides a method invoked by the Pull Monitor at predefined itmeevals. The CsFtFTPNotify
extracts the successful FTP information from the SYSLOG file FTrRDug messagesand
sends the involved directory and file names to the Pull Monitor.

4.8.7.2 File Transf er Prot ocol N otification C ontext

Figure 4.8.7.2-1is the File Transfer Protocol Notification context diagram. Table 4.8.7.2-1
providesdescrptions of the interface everd shown n the Rle Transfer IPotocol Notificaion
context diagram.

Request Fies
(SetFtpDoneriles)
+“—>

Pull Monitor
(STMGT CSClI)

CsFtFTPNotify

Extract Messags
(CopyFil eContents)

FTPlog messae FTP Server file transer
SYSLOG Fle < (cots) [€ > FTP Client
HOST A HOST B

Figure 4.8.7.2- 1. File Transf er Prot ocol N otification C ontext Diagram

Table 4.8.7.2-1. File Transf er Prot ocol N otification Int erface Event s

Event Interface Event Descript ion

Request Files An ECS application (Pull Monitor) requests a transfer of files via the FTP service by
the SetFtpDone function. After the transfer, FTPNotify extracts information from the
syslog file and sends the file and directory names to Pull Monitor.

Extract messages | The “CopyFileContents” f application copies the log files.

FTP log message | The FTP server logs all FTP events to the system log (syslog) file.

File Transfer The file transfer of specified files between the client and server.

4-199 305-CD-100-005



4.8.7.3 File Transf er Prot ocol N otification A rchit ecture

Figure 4.8.7.3-1 is the File Transfer Protocol Notification architecture diagram. The diagram
shows he everd sentto the GFtFTPNotify class andhe evens the CsFtFTPNotify classsends

to other processes. The Class method SetFtpDoneFilestheg®¥SLOG file and extractsthe

file and directory names involved in the completed transfer.

RequetFiles
(SetRpDonekRles)
<+ —>

EcDsStPullMonitorSever

Extract Messa@s

FTP logmessag file trarsfer

SYSLOG Fle < : FTP Srver [€————» FETP Client
(CopyFileConterts)

HOST A HOST B

Figure 4.8.7.3- 1. File Transf er Prot ocol N otification A rchit ecture Diagram

4.8.7.4 File Transf er Prot ocol N otification Process D escript ions

Table 4.8.7.4-1 provides descriptionsof the processes shown in the File Transfer Protocol
Notificaion archiecure dagram The GFtFTPNotify class extact the file nane andlocaton

of thefiles transferredrom the SYSLOG file. The information is written to a file supplied by the
caler of the chss.

Table 4.8.7.4-1. File Transf er Prot ocol N otification Processes

Process Type COTSs/ Functionality
Developed
FTP Server Server COTS The FTP server running on HOST logs the FTP
FTP messages to the SYSLOG file. A copy of the logs is
made by the CsFtFTPNotify class
FTP Client Client COTS Initiates the FTP commands and gets or puts the
FTP specified file from or to a remote host and copies it to
the local host initiating the FTP.

4.8.7.5 File Transf er Prot ocol N otification Process Int erface Descript ions

Table4.8.7.5-1providesdescriptions of the interface events shown in tie Hansfer Potocol
Notificaion archiecure dagram
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Table 4.8.7.5-1. File Transf er Prot ocol N otification Int erfaces

Event Event Interface Initiated by Event Descript ion
Frequency
Request |One per Library: Class: The ECS process
Files FTP CsFtFTPNotify DsStPullFtpNotify |EcDsStPullMonitorServer (Pull Monitor)
request Class: requests a transfer of files via the FTP
i . service by the SetFtpDone files function.
CsFFTPNotifty After the file transfer, FTPNotify extracts
information from the syslog file and gives
the file and directory name to the Pull
Monitor.
Extract One per log |Library: Class: The CopyFileContents function is used to
messages |file copy  |CsFtFTPNotify |CsFtFTPNotify  |copy log files.
Class:
CsFtFTPNotify
FTP log One per syslog FTP The FTP server logs all FTP events to the
message |system log system log (syslog) file.
file entry
File One per file |FTP FTPclient The specified file transfer takes place
Transfer |transfer Application between the client and server.

4.8.7.6 File Transf er Prot ocol N otification D ata Stores

Table 4.8.7.6-1providesdescriptions of the information in the SYSLOG File data store. More
detail on these data stores can be found in the Subscription Server Database Design and Schema
Specifications for the ECS Project (Refer to CDRL 311).

Table 4.8.7.6-1. File Transf er Prot ocol D ata Stores

Data Store Type Functionality

SYSLOG File File Storage for details of successful or failed file transfers.

4.8.8 Remote File Access Group - Bulk Data Server Description

4.8.8.1 Bulk Data Server Functional Overview

The Bulk Data Server (BDS) is a non-standard extension to NFS, implemented as an
enhanceranton the clent sysemand a daeon process orhe server forransferrng large (100
Megabytes and larger) files over high-speed networks. Figure 4.8.8.1-1 is a compéhsbe
Network File System (NFS)/Transmission Control Protocol/Internet Protocol (TCP/IP) protocols
in the International Standards Organization (ISO) Open Systems Interconnect7({agéy
model BDS exploits the dah access speed dig¢ Exended RFle System (XFS) and dad transfer
rates of netvork media, such as HIPl and fberchannelto accetrae sandard NIS performance.
The BDS protool, XBDS, modifies NFS fun¢ions and reduces thetime needed to transfe large
files over a network connection. BDSpro is the Silicon Graphics implementati®BbD6.
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BDSprois run on SGI machines with IRIX 6.2 (or later versions) and connected to a high-speed
network (such as HIPPI or fiberchannel) running the TCP/IP suite.

Application
PP NFS XBDS -
protocol w ith
Presentation XDR non-standard
extension
to NFS
Session RPC
Transport
P UDP/TCP TCP
Network 1= I=
Data Lin k
Network Network
Interface Interface
Physical
ISO OSI Typical NFS BDS
Model La yers Protocol Stack

Figure 4.8.8.1- 1. Bulk Data Server Prot ocol compared wit h ONC Prot ocols

4.8.8.2 Bulk D ata Server C ontext

BDS is a file transfe utility to move large daa files ove the HIPPI @ommuni@tions lines.
Figure 4.8.8.2-1is the Bulk Data Server context diagram shown with an ECS application. The
BDS applications within the ECS are in the DsStArchiveReal moduleediataServerStorage
Management Archive software. The storage location calculation takes the ofeittedatafile

as paameters with thelocation of thefile, theuniquefile name, theorigind file name, the size of

the file, and a checksunBDS transfers dat files produced by BPS to archive. The data files

are transferred via BDS over HIPPI and stored on AMASS.
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Figure 4.8.8.2- 1. Bulk D ata Server Context Diagram

Table 4.8.8.2-1providesa descriptionof the interface event shown in the Bulk Datervér
context diagram.

Table 4.8.8.2-1. Bulk Data Server Int erface Event s

Event Interface Event Descript ion

BDS transfer The BDS transfers large ECS application data files over the HIPPI interface.

4.8.8.3 Bulk D ata Server Archit ecture

BDS is implemented as an enhancemt to the NFS on the clent sysem and as a daeom
processon the server.Figure4.8.8.3-1is the BDS architecture diagram shown over HIPPI on an
SGiI client-server model.
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Figure 4.8.8.3- 1. Bulk Data Server A rchit ecture Diagram

4.8.8.4 Bulk D ata Server Process D escript ions

Table 4.8.8.4-1 provides descriptions of the processes shown in the BulRddatzarchitecture

diagram.
Table 4.8.8.4-1. Bulk Data Server Processes
Process Type COTS/ Functionality
Developed
Client Client COTS Provides XBDS protocol for client functions
application implemented as enhanced NFS/ External Data
Representation (XDR)/RPC protocols.
BDS server | Server COTS Provides XBDS protocol server functions,
daemon implemented as enhanced protocols for

NFS/XDR/RPC protocols.
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4.8.8.5 Bulk D ata Server Process Int erface Descript ions

Table 4.8.8.5-1 provides descriptions of the interface event showimeiBulk Data Server
architecture diagram. Pull Monitor Proess, E©sStPullMonitorSever.

Table 4.8.8.5-1. Bulk Data Server Int erface Events

Event Event Interface Initiated by Event Descript ion
Frequency
File access|One per file |COTS BDS STMGT The application uses the file transfer via
transfer Applications the BDS interface.

4.8.8.6 Bulk D ata Server D ata Stores

None

4.8.9 Remote File Access Group - Network File System Description

4.8.9.1 Network File System Functional Overview

The Network File System (NFS) provides a file sharing system betwageputersNFS consists

of a mounting protocol with a server, a file locking protocol with a server, and dadmons
coordinate the file services provided. A server exports (or shares) a system of files by providing
file system access to other hosts on a common network. ArcidBmustexplicitly mountthe

file sysemof interestbefore he file sysemis nede accesbie.

4.8.9.2 Network File Syst em Context

Figure 4.8.9.2-1is the Network File System context diagram. The NFS mounted directories
reside on mount points made accessible for the use of other hosts machinegl.& alflel
provides descptions of he nterface evenshown n the conéxt diagram

ECS Files/Directories

Filesystem Request

Figure 4.8.9.2- 1. Network File Syst em Context Diagram
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Table 4.8.9.2-1. Network File Syst em Interface Events

Event Interface Event Descript ion

Filesystem Request | The NFS clients request files or directories via an established mount point. The
NFS Server makes the storage device(s) and its data accessible for use by the
clients.

4.8.9.3 Network File Syst em Archit ecture

Figure 4.8.9.3-1 is the Network File System architecture diagram. The diagram thledikes
requess are va syseém cals from the Virtual File Server (VFS). The NFS client usesthe
XDR/RPC and networking.

ECS Application Storage device
¢ file access
export
NFS Client NFS Server
(COTS) (COTS)
i network service request i network service request
| Network |

Figure 4.8.9.3- 1. Network File Syst em Archit ecture Diagram

4.8.9.4 Network File Syst em Process D escript ions

Table 4.8.9.4-1 provides descriptions of the processes showineifletwork File System
archtecure dagram

Table 4.8.9.4-1. Network File Syst em Processes

Process Type COTS/ Functionality
Developed
NFS client Client COTS The Target host providing the mounts.
NFS server | Server COTS The Source host exporting the data.

4.8.9.5 Network File Syst em Process Int erface Descript ions

Table 4.8.9.5-1 provides the descriptions of the interface events shown in $hardtifecture
diagram.
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Table 4.8.9.5-1. Network File Syst em Interface Event s

Event Event Interface Initiated by Event Descript ion
Frequency
File One per file |COTS NFS Most ECS The application uses the file accessed via
Access access applications the NFS client.
Export One per COTS NFS Most ECS The NFS server exports the details of
server applications storage devices to verify clients.
export

4.8.9.6 Network File Syst em Data Stores

None
4.8.10 Remote File Access Group - Filecopy Description

4.8.10.1 Filecopy Functional Overview

Filecopy is the utility to copy large files from specified source location to a specified
destination location with the option of compression and decompression. The utilitheigep
option to reduce the file size using the Lampel-Ziv codifigZ77) technique. For
Decompression, it uses the gunzip option to return filee to its original size. The
EcUtCopyExeautility usesUnix read/write commands to actually copy the large file and in the
eventof NFS time errors, the utility retries ten times with a five-second-time delay in between
retries.

4.8.10.2 Filecopy C ontext

The Filecopy utility is used by the STMGT and SDSRV CSCls to ¢ibggyfrom the INGEST
staging dsk o the archve and fromthe archves b the ReadOnly Cache(RAID Disk Array).
Also, the MCF Files are copied from the SDSRYV to the DDIST staging Disk using Filecopy.
Figure 4.8.10.2-1 is the Filecopy context diagram.

| ECS Application |

command

file information

file information Destination

(target) File

Figure 4.8.10.2- 1. Filecopy C ontext Diagram
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Table 4.8.10.2-1providesdescriptions of the interface events shown in tiecBpy context
diagram.

Table 4.8.10.2-1. Filecopy Int erface Events

Event Interface Event Descript ion
command The ECS applications issue commands to a copy file(s) from the source to the
destination.
file information | File information includes source location, destination location, and file size.

4.8.10.3 Filecopy A rchit ecture

The Filecopy utility uses options to provide copy featwfdde compressiongecompressiorgr
thestandard copy. Figure 4.8.10.3-1 is the Filecopy architecture diagram. The diagram shows the
eventssent to the FileCopy class and the events the FileCopy class sends to update the

directories.
Direct Copy with gzip ard gunzip optiors
(conpressor decorpress)
file information file information Destinal
5‘;‘;";9 EcUtFileCopy 8 i

Figure 4.8.10.3- 1. Filecopy A rchit ecture Diagram

4.8.10.4 Filecopy Process D escript ions

Table 4.8.10.4-1provides descriptions of the processes shown in the Filecopy architecture
diagram.The EcUtFileCopy utility class copies files, with copy options, from one specified
location to another.

Table 4.8.10.4-1. Filecopy Process

Process Type COTS/ Functionality
Developed
EcUtCopyExec | Utility Developed Used for direct copy of files with timeout checks and
retry features.

4.8.10.5 Filecopy Process Int erface Descript ions

Table 4.8.10.5-1 provides descriptions of the interface events shownRitetepy architecture
diagram.
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Table 4.8.10.5-1. Filecopy Int erface Events

Event Event Interface Initiated by Event Descript ion
Frequency
DirectCopy |One per binary: Process: EcUtCopyExec is used for making direct
direct copy |EcUtFilecopy EcUtCopyExec copy. Checks for NFS timeout and
main function Classes: retries when an error is encountered.
DsStArchiveReal, Also .c_heck§ for compression type
DsStStagingDisk, z;;(taiggled with the compress/decompress
DsStStagingMonitor
Real,
DpPrDataManager
File One per file |Library: Process: File information contains data file
Information |copy EcUtMisc EcUtCopyExec location information
Class:
EcUtFilecopy
gzip/gnuzip |One per Library: Class: Used for copy with compression or
options copy EcUtMisc EcUtFileCopy decompression
Class:
EcUtFilecopy

4.8.10.6 Filecopy D ata Stores

None

4.8.11 Mail Support Group Description

4.8.11.1 E-mail and Bulletin Board Servers Functional Overview

The E-mail and Bulletin Board servers progie an mteracive and a devepment interface for
managng the eéctronic mall and he buletin board funabns. The mteracive interface is

implementedwith COTS productsand provides send, receive, and read message functionality.
The developmentinterfaces,or Application Programming Interfaces (APIs), are limited to
sending messages.

4.8.11.2 E-mail and B ulletin Board Servers C ontext

Figure4.8.11.2-1 is the E-mail and Bulletin Board Servers context diagram. Table 4.8.11.2-1
provides descptions of he nterface everg shown n the E-nail and Bulletin Board Servers
context diagram.
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ECS Applications |

Post messages

Bulle tin Boa rd

Dell\(er Deliver Bulletin
mail Board
messages

Send mail

Send mail Post messages

Read bulletin board

Request mail ECS Users or

Operations Staff

Figure 4.8.11.2- 1. E-mail and B ulletin Board Servers C ontext Diagram

Table 4.8.11.2-1. E-mail and B ulletin Board Servers Int erface Events

Event Interface Event Descript ion

Send malil The ECS applications use the development interface to send mail and the
API spawns a sendmail process to deliver the message. Interactive users,
use the COTS software product, which delivers the mail message.

Post messages The ECS applications post messages and a nnpost process is spawned to
post the message to the bulletin board host. For interactive users, the
COTS software product used posts the message.

Request mail The COTS software product sends a request to the mail server to deliver
all mail addressed to the user initiating the request.

Read bulletin board The COTS software product sends a request to the bulletin board server
for messages posted on the bulletin board

Deliver mall The mail server delivers the mail to the addressed user.

Deliver Bulletin Board The bulletin board server delivers messages posted on the bulletin board

messages server to the requesting user.

4.8.11.3 E-mail and B ulletin Board Servers A rchit ecture

The E-mail and bulletin board servers are COTS software products. Figure 4.8.11.3-1 is the
E-mal and Bullgin Boad achitecture diagram.
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ECS Applications

E-mail
Application
(COT9)

ECS Applicaions

Bulletin board clien

Bulletin Board
Sener (COTS)

Board Browser

Figure 4.8.11.3- 1. E-mail and B ulletin Board Servers A rchit ecture Diagram

4.8.11.4 E-mail and B ulletin Board Servers Process D escript ions

Table 4.8.11.4-1 provides descriptions of the processes shown Bantfaél and Bulletin Board
archtecture dagram

Table 4.8.11.4-1. E-mail and B ulletin Board Servers Processes ( 1 of 2)

Process

Type

COTS/
Developed

Functionality

E-mail Client

Other

Developed

The E-mail client is a library used by ECS
applications to send electronic mail. The E-mail
client provides APIs for creating E-mail messages
and spawns a sendmail process to deliver the mail
to the mail server.

Sendmail

Other

COTS

Sendmail is a COTS software product spawned by
the E-mail client when E-mail is ready to send. The
SMTP protocol is used to send the E-mail to the E-
mail server.

E-mail Server

Server

COTS

A COTS software E-mail server product.

E-mail Application

Other

COoTS

A COTS software product for sending, receiving,
and reading E-mail.
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Table 4.8.11.4-1.

E-mail and B ulletin Board Servers Processes ( 2 of 2)

Process Type COTS/ Functionality
Developed

Bulletin Board Other Developed The bulletin board client is a library used by ECS

Client applications to post messages on a bulletin board.
It provides APIs for creating messages and spawns
the nnpost process to deliver the message to the
bulletin board server.

nnpost Other COTS A COTS software product spawned by the bulletin
board client to post a message using the Network
News Transfer Protocol (NNTP) on the bulletin
board server.

Bulletin Board Server COTS A COTS software product for reading and posting

Server messages.

Bulletin Board Other COTS A COTS software product for searching and

Browser reading bulletin board (or newsroom) messages.

4.8.11.5 E-mail and B ulletin Board Servers Process Int erface Descript ions

Table 4.8.11.5-1 provides descriptions of the interface events shown in the E-mAillketich
Board archtecure dagram

Table 4.8.11.5-1. E-mail and B ulletin Board Int erface Events (1 of 2)

Event Event Interface Initiated by Event Descript ion
Frequency
Spawn One per Library: Library: To invoke a process to send E-mail or post
process libc CsEmMailRelA a bulletin board message.
spawned | Ap|: System () |Class:
CsEmMailRelA
CsBBMailRelA
Send mail |One per COTS Software: |COTS Software: |A command from the sendmail process to
E-mail send [sendmail Sendmail send electronic mail routed via the E-mail
server.
Read mail |One per COTS Software: |COTS Software: |E-mail is read from the COTS application
e-mail read |E-mail E-mail and routed to another user via the E-mail
application Application server.
Send mail |One per COTS Software: |COTS Software: |E-mail is received from an E-mail
E-mail send [E-mail E-mail application via the E-mail server and sent
application application to another user.
Post One per COTS Software: |COTS Software: |A command from the nnpost process to
message |message [nnpost nnpost post messages on a bulletin board.
posted
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Table 4.8.11.5-1. E-mail and B ulletin Board Int erface Event s (2 of 2)

Event Event Interface Initiated by Event Descript ion
Frequency
Read One per COTS Software: |COTS Software: |An electronic message is read from a
message |read from |pulletin board bulletin board bulletin board.
bulletin application application
board
Post One per COTS Software: |COTS Software: |An electronic message is written to a
message |message |pulletin board bulletin board bulletin board for reading to be read by
posted application application other parties.

4.8.11.6 E-mail and B ulletin Board Servers D ata Stores

None

4.8.12 Virtual Terminal D escript ion
4.8.12.1 Virtual Terminal Functional Overview

The Virtual Termind (VT) effectively hides the termind characteristics and daa handling
conventionsrom both the serverhost and Operations staff, and enables the Operations staff to
remotdy log on to othe ECS mahines. The CSS providse thekerberized tdnet and the telnetd

on available systems and common capability support for the ECS dial-up service.

4.8.12.2 Virtual Terminal C ontext

The CSS provides he kerberzed einetand he elned to the ECS sysens. Tehetand &ned
(non-kerberized) are distributed as part of the operating systewded. The dial-up service
providesuserswith accessa the ECS charactr-based usemnterface ((HUI) search and order
tool. Figure4.8.12.2-1is the Virtual Terminal context diagram and Table 4.8.12.2-1 provides the
descrptions of he nterface everg shown n the Virtual Terminal conext diagram

Terminal Session Requests  __y,,

ECS Users |€¢—— Terminal Session Replies

Virtual
Terminal
Service

L Terminal Session Requests

ECS Character—based
User Interface (CHUI)
search and order tool

(Dial-up service) Terminal Session Replies

<__

Figure 4.8.12.2- 1. Virtual Terminal C ontext Diagram
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Table 4.8.12.2-1. Virtual Terminal Int erface Events

Event Interface Event Descript ion
Terminal Session Requests ECS users request a connection to a specified host via dial-up service.
(Dial-up Users)
Terminal Session Requests ECS users request a telnet session with a specified ECS host.
(ECS Users)
Terminal Session Replies The VT Server residing on the ECS host responds to the terminal
(from the VT Server to ECS session requests and interacts via the successful connection.
or other Dial-Up Users)

4.8.12.3 Virtual Terminal A rchit ecture

Figure 4.8.12-3-1 is the Virtual Terminal architecture diagram. The diagram showsethie
traffic betveen he Tehetwith ECS Users and Teketwith Dial-up users.

Dial-Up Session Request
' 7

Telnet
(Dial-Up Users) |«
Dial-Up Session Replies

Telnetd/Telnet
(Dial-Up Service)

Terminal
Session
Request

Terminal
Session
Replies

Terminal Session Request

Telnet
(ECS Users)

In.Telnet/Telnetd

Terminal Session Replies

Figure 4.8.12.3- 1. Virtual Terminal A rchit ecture Diagram

4.8.12.4 Virtual Terminal Process D escript ions

Table 4.8.12.4-1 provides the descriptions of the processes siothe Virtual terminal
archtecure dagram

Table 4.8.12.4-1. Virtual Terminal Processes ( 1 of 2)

Process Type COTSs/ Functionality
Developed

Telnet Client COTS Provides the dial-up terminal
session as requested on the client-
side via dial-up service.

(Dial-up Users)
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Table 4.8.12.4-1. Virtual Terminal Processes ( 2 of 2)

Process Type COTS/ Functionality
Developed
Telnet Client COTS Provides the user interface to a
(ECS Users) remote system using the TELNET
protocol.
Telnetd/Telnet Server/Client COTS Enables users to interact with the
(Dial-up Service) host through a dial-up service.
Telnetd or in.telnetd Server COTS Function provides servers

supporting TELNET with virtual
terminal protocol.

4.8.12.5 Virtual Terminal Process Int erface Descript ions

Table4.8.12.5-1providesthe descriptionsof the interface events shown in the Virtual Terminal
archtecure dagram

Table 4.8.12.5-1. Virtual Terminal Int erface Events

Event Event Interface Initiated by Event Descript ion
Frequency

Dial-up One per COTS Cherokees |Any ECS user Users request to establish connection to a
Session connection | Telnet from requiring a logon |specified host via dial-up.
Request |request Cygnus to another

machine from the

current machine
Dial-up One per COTS Kerberos |Any ECS user The Dial-up service provides users a
Session session Telnet from requiring a logon |dial-up session to request a terminal
Replies reply Cygnus to another session to the host's telnetd.

machine from the

current machine
Terminal  [One per COTS Kerberos |Any ECS user Either the user or dial-up service requests
Session requestto |[Telnet from requiring a logon |to establish a telnet session with the
Request |establish a |Cygnus to another specified host.
(Telnet session machine from the
kerberized current machine
request)
Terminal  [One per COTS Kerberos |Any ECS user The Host Virtual Terminal Process,
Session connection | Telnet from requiring a logon |Kerberos telnetd, responds to the
Replies request Cygnus to another connection requests and establishes or
(Kerberos machine from the |maintains the sessions.
Telnetds) current machine

4.8.12.6 Virtual Terminal D ata Stores

None
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4.8.13 Cryptographic M anagement Interface Software Descript ion

4.8.13.1 Cryptographic Management Interface Functional Overview

The Qyptographc Managerent Interface (QMI) classes prode he requeshg processvith a
serveraccountand a randomlygenerategassword so the server can access non-DCE services
(i.e., Sybase)Thesepasswordgandoptionally login names) are generated dynamically based on
a psuedo-random number used as the seed for the password.

4.8.13.2 Cryptographic M anagement Interface Context

Figure 4.8.13.2-1 is the Cryptographic Management Interface context diagsa@rsSH- or
non-HF) use the CMI with a need for access to non-DCE services. #ahlE3.2-1provides
descrptions of the interface evens shown n the Qyptographc Managerent Interface congxt

diagram.
Passwvord seed
¢ ECS
__ y\_ Application

Sener Accoun

and rardom
. pasword
Text ang special
characters
EcCMIFile.ami

Figure 4.8.13.2- 1. Cryptographic M anagement Interface Context Diagram

Table 4.8.13.2-1. Cryptographic M anagement Interface Events

Event Interface Event Descript ion
Password seed The ECS application requests an account and provides a
password seed to CMI.
Text and special characters Text and special characters read from a file for password
generation.
Server account and random Account with random passwords created for the server is passed
password back to the server.

4.8.13.3 Cryptographic M anagement Interface Archit ecture

The Cryptographc Managerent Interface archiecure dagramis the same as he conéxt
diagram and is not duplicated.
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4.8.13.4 Cryptographic M anagement Interface Process D escript ions

Table4.8.13.4-1providesdescriptionsf the processes shown in the Cryptographic Management
Interface conéxt diagram

Table 4.8.13.4-1. Cryptographic M anagement Interface Processes

Process Type COTS/ Functionality
Developed
ECS application Server Developed Requests account with random password for access
to non-DCE services.
CMI Other Developed A server account and randomly generated password
are returned to the requesting server.

4.8.13.5 Cryptographic M anagement Interface Process Int erface Descript ions

Table 4.8.13.5-1 provides the descriptions of the interface events shaha @mnyptographic
Managenent Interface archiecure dagram

Table 4.8.13.5-1. Cryptographic M anagement Interface Interface Event s

Event Event Interface Initiated by Event Descript ion
Frequency
Password |One per Library: Any server The server provides a unique number as a
seed password |EcSeCmi program seed for generating a password.
seed Class:
EcSeCmi
Server One per Library: Any server CMI generates a random password for the
Account  |account EcSeCmi program account based on the seed.
and and Class:
random password EcSeCmi
password

4.8.13.6 Cryptographic M anagement Interface Data Stores

Table 4.8.13.6-1 provides descriptions of the data store shown@rytptographiadVlanagement
Interface archiecture dagram

Table 4.8.13.6-1. Cryptographic M anagement Interface Data Stores

Data Store Type Functionality

EcCMiIFile.cmi Other This is a flat file of textual and special characters used by the CMI
password generation algorithm to create passwords.
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4.8.14 Domain N ame Server Sof tware Descript ion

4.8.14.1 Domain Name Server Functional Overview

DomainName Server (DNS) performs name-to-address and address-to-name resolution between
hosts within the local administrativedomain and across domain boundaries. DNS is COTS
software implemented as server by runnindga@moncalled “in.named.” Serversrunning the
in.named daemon are referred to as hame servers.

The server is implemented through a resolver instead of a daemon from thesidéeiithe

function of in.named is to resolve user queries for devasaesor addresse§DNS requiresthe

address of at least one name server to be in the file /etc/resolv.conf). The name server, when
gueriedfor a nameor an addressreturnsthe answer to the query or a referral to another name
server to query for the answers.

Each domain uses at least two kinds of D&¢®vers(primary and secondary)Yo maintainthe
nameandaddresslatacorrespondingo the domain. The primary server keeps the master copy
of the datawhenit starts up in the “in.named,” daemon and delegates authority to other servers
both inside and outsideof its domain. A secondary server maintains a copy of the name and
address data for the domain. When secondary server boots in.naneegiestshe datafor a
givendomainfrom the primary server. The secondary server then checks with the primary server
periodicallyandrequestaipdateso the daemon data so the secondary server is kept up to date
with theprimary.

DNS nanespaceis hierarchcaly organkzed, wth nesed donains, ke drecories. The DNS
namespaceonsistsof a tree of domains. igure 4.8.14.1-1 is an Internet domain hierarchy
diagram.Thetop-leveldomainsareedu,arpa,com, gov, net, and for simplicity, not showing org,
mil, andint, attherootlevel. The second level domain is nasa for gov. The third level domain is
ecs for the ECS project for nasa.gov.

arpa gov <««—— top level domains

/ l \

hitc nasa -««—— second level domains

Z/enterprlse ecs <« third level domains

and individual hosts

Figure 4.8.14.1- 1. Domains H ierarchy D iagram

The fourth level domains in the EQfoject include domainsf DAACSs: gsfcb,gsfcmo,andetc.
Figure 4.8.14.1-2 is the hierarchy diagram of the fourth |deebtainsin the ECS project. The
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DAAC andM&O domains are part of the overall DNS. The top-level domain is ecs.nasa.gov and
the two lower level domains for the DAACs, for examplgsfcb.ecs.nasa.govand
gsfcmo.ecs.nasa.gov for the GSFC DAAC. The formsefor the Version 2. O-production
network and the latter are for the GSFC M&O network.

gsfcb gsfcmo larcb larcmo edcb edcmo nsidcb nsidecmo asfb jplb  ornl  vatc

Figure 4.8.14.1- 2. DNS Domains of the ECS Project Diagram

Figure 4.8.14.1-3 is the ECS topology domain diagram.

VATC SMC
€cs.nas.gov

edcmo.ecs. nasa.gov,

edcb.ecs.nasa.gov

SMC

ecshasagov

ORNL

jplb.ecsnasa.gov

GSC

gsfch.ecsnas.gov

LaRC

larcmo.ecs.nasa.gov

larch.ecs.nasa.gov

nsidcmo.ecs.nasa.gov VATC

Figure 4.8.14.1-3. ECS Topology Domains Diagram

ASF
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4.8.14.2 Domain N ame Server C ontext

Figure 4.8.14.2-1 is the Domain Name Server context diagram.

Name
Request Domain Name i
Device names < Request Domain
Device addresses resolver Name
Query
Device
Address

Name server name

™

letc/resolveconf

Figure 4.8.14.2- 1. Domain N ame Server C ontext Diagram

4.8.14.3 Domain N ame Server A rchit ecture

The Domain Narne Server archiecure dagramis the same as he conéxt diagramand & not
duplicated here.Whenthe DNS client hasa requestor dag, it searcheshie serversi$ted in the
[etc/resolv.conf file in the orde the severs weae added to thefile. When thefirst sever does not
containthe informationof interestfor the client, the second server in the list is searched and the
search continues until the information is found.

4.8.14.4 Domain N ame Server Process D escript ions

Table 4.8.14.4-1 provides descriptions of the Donfdame Server processeshownin the
Doman Name Sever context diagram.

Table 4.8.14.4-1. Domain N ame Server Processes

Process Type COTS/ Functionality
Developed
resolver Client COTS Searches data store of device names and

devices addresses for information
requested in the Domain Name Request.
First entry in the file /etc/resolv.conf is used
as the place to start searching.

4.8.14.5 Domain N ame Server Process Int erface Descript ions

Table4.8.14.5-Iprovides descriptions of the interface events shown in the Domain Nawer S
archtecure dagram
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Table 4.8.14.5-1. Domain N ame Process Int erface Events

Event Event Interface Initiated by Event Descript ion
Frequency
Name One per COTS Software: |COTS Software: |Requests the domain name from the name
Request |domain name server resolver server
name
request
Device One per COTS Software: |COTS Software: |Returns the resolved address to the
Address  |resolved resolver name server domain name requester
address
Domain One per User User A DNS user requests data
Name user
Request |request
Name One per COTS Software: |COTS Software: |Pathname for the directory to search for
server search resolver resolver the user requested data is read from
name directory letc/resolv.conf. New file names are added
change to the list in the order they were stored.

4.8.14.6 Domain Name Server D ata Stores

Table 4.8.14.6-1providesdescriptionsof the data store shown in the Domain Name Server

archtecture dagram

Table 4.8.14.6-1. Domain N ame Server D ata Stores

Data Store

Type

Functionality

letc/resolv.conf

Other

Stores the primary and secondary server names.

4.8.15 Infrastructure Libraries Group Description

4.8.15.1 Infrastructure Libraries Group Functional Overview

The Infrastructure Library Group (ILG) is a library of reusable softwisaeneworksand
infrastructures used by ECS servers configured as a distributed client-server system.

Table 4.8.15.1-1 provides descriptions of the infrastructures in the ILG.

Table 4.8.15.1-1. Infrastructure Libraries ( 1 of 2)

Library

Descript ion

Process Framework (PF)

Provides an extensible mechanism for transparent incorporation of
features, from a library of infrastructure features, such as mode
management, error and event logging, life-cycle services, and OODCE
directory and security services into ECS application processes.

Server Request
Framework (SRF)

Provides enhancements to OODCE RPC functionality by providing
synchronous and asynchronous message passing capabilities and with
persistent storage on request.
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Table 4.8.15.1-1. Infrastruct ure Libraries ( 2 of 2)

Library Descript ion

Universal References (UR) | Provides a mechanism, usable system wide, to uniquely identify the
address space of ECS data and service objects (locally and remote).

Error/Event Logging Provides the mechanism for logging application errors and system events
for MSS application monitoring.

Message Passing (MP) Provides peer-to-peer synchronous and asynchronous communications
with store, forward, and persistence features.

ServerUR Provides unique (Universal Reference) identification for data and service
objects in ECS.

Fault Handling (FH) Provides fault recovery capabilities by enabling clients to reconnect with a
server after a prior connection is lost.

DBWrapper directory The DBWrapper directory is the DBMS Interface Infrastructure Library.

Sybase SQL servers operating under the DBMS, operate by ECS defined
guidelines for mode management, thread safety, error handling, error
recovery, security, configuration management, and performance of
database connections.

4.8.15.2 Infrastructure Libraries Group Context

A context diagram is not applicable to the Infrastructure Libraries Group.
4.8.15.3 Infrastructure Libraries Group Architecture

An architecture diagram is not applicable to the Infrastructure Libraries Group.
4.8.15.4 Infrastructure Libraries Group Process Descriptions

Descriptions of the individual processes in the Infrastructure Libraries Group are not applicable.
4.8.15.5 Infrastructure Libraries Group Interface Descriptions

Table 4.8.15.5-1 provides descriptions of the interfaces the Infrastructure Libraries Group.

Table 4.8.15.5-1. Infrastructure Library Group Interfaces (1 of 2)

Library Interface Initiated by Library Description
Process Library: Any application Provides flexible mechanism (encapsulation) for ECS
Framework (PF) |EcPf intending to be a |client and server applications to transparently include
Class: server or client ECS infrastructure features from a library of services.

The PF process is the encapsulation of an object with
ECS infrastructure features and therefore the
encapsulated object is fully equipped with the
attributes needed to perform the activities assigned.
Features and services include:

e Mode management

e Error and event logging

EcPfManagedSever,
EcPfclient

e Life-cycle services

e OODCE directory and security services
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Table 4.8.15.5-1.

Infrastructure Library Group Interfaces (2 of 2)

Library Interface Initiated by Library Description
Server Request |Library: Any application intending |Provides enhancements to OODCE RPC
Framework Srf to use asynchronous functionality by providing a synchronous
(SRF) Class: messaging capabilities and asynchronous message passing
EcSrRequestServer_C, C?r)saits);leltri/t'l Msetzf:ge requests can be
EcSrAsynchRequest_C P y '
Universal Library. Object Origination Provides a system wide unique
References EcUr identification for ECS data and service
(UR) objects.
Error/Event Library: Any application requiring |Provides a mechanism for logging
Logging Event logging application errors and system events for
Class: MSS application monitoring.
EcLgErrormsg
Message Library: Any application intending |Provides a peer-to-peer synchronous and
Passing (MP)  (EcDcMsgPsngl to use asynchronous/ asynchronous communications with store,
synchronous messaging |forward, and persistence storage.
capabilities
ServerUR Library: Processes: Provides a mechanism for a server
EcUr EcDmDdMaintenanceTool |resource to be uniquely identified in the
Class: Classes: ECS.
EcUrServerUR EcCIWbDtDART
EcNsServiceloc,
EcGwMojoGateway,
EcSbGui,
EcCiSubscriptionclient,
EcSbSubscriptionRserver,
DSS Libraries:
DsBt, DdsDel, DsGe
Fault Handling |[Library: All ECS applications that |Provides fault recovery capabilities by
(FH) EcFh instantiate client proxies |enabling clients to reconnect with servers
Class: and make RPCs to servers|after losing a prior connection.
EcFhExecutor
DBWrapper Library: STMGT, I0S, DDICT, LIM, |This is the DBMS Interface Infrastructure
directory EcPoDbRW, ECSToVO0Gateway, PDPS |Library. Sybase SQL servers operating
EcPoDb under the DBMS, implements ECS defined
Class:- guidelines for mode management, thread
' ) safety, error handling, error recovery,
EcPoConnectionsRW

security, configuration, and performance of
database connections.
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4.8.16.1 Communicat ions Subsyst em Hardware C | Descript ion

The CommunicationsSubsystenCl is a SUN SPARC 20/712 CSS Server workstation with an
externaldisk. Detailedspecifications can be found per the site-specific hardware design diagram,
baseline document number 920-TDx-001. Three DCCI software programenrtims host
including the DCE Maser, Donain Nane Server (DNS and Mal Server. The DCE Master
consists of nane, security and timesevers. Thename seavice enables distributed applicationsthe
capability to assodate informaion with nanes. The DCE Time Sevice (DTS) provides
synchronizatiorof all system clocks. The security service provides secure transfer of data over
the network. DNS enables host names to be distinguished based on their host name and IP
address rdationship. TheMail Server provides standard dectronic mal capability.

Detailedmappingscanbe found for the site-specific hardware/software is in baseline document
number 920-TDx-002.

A SUN standardmulti-packis used for external storage of all components described above. A
detailed configuration is specified per disk partition in baseline document number 922-TDx-005.

Other hosts and various hardware configuration items are used bZadmenunications
Subsystem DCCI.

The Subscription Server (SBSRV), ASTER DAR Communications Gateway, AEFERII
Parser Gagway and Landsaf Gaeway run on he DMS INTHW HWCI, Interface Srver par.
(Detail specificationscan be found per the site-specific hardware design diagram, baseline
document number 920-TDx-001.) The SBSRV detects previously defined eventASTE&R

DAR Communi@tions Gaeway provides interopeability between theDAR Client GUI tool and

the DAR API. The ASTER E-Mail Parser Gateway supports automated delivekp DER
Expedited Data Sets. Finally, the Landsat 7 Gateway providesu&&8he capabilityto access
Landsd 7 saellite daa

A Bulletin Board Service is available at the SMC DAAC only and supported by the Bulletin
Board Server. Bulletin Board messages are sent to member in a specific group.

The SVIC provides two 8n servers, one primary and one (cold) secondary, to receivéaata
external(non-EBnet)dataproviders.Theseservers SPARC 20/50 class systems with 18 GB of
external storage, arelte IGSFTP Servers.

Because the CSS software runs on multiple hosts, hardware fatigpendn the application
host.

The Subscription Server (SBSRV), ASTER DAR CommunicatiGaseway,ASTER E-mall
Parser Gagway and Landsaf Gaeway are sired o local disk on the DMS Interface Server

pair. One of the hosts is designated as the primary server as specifited PAAC Site Host
Mapping,baselinedocument number 910-TDA-005. In the event of failure to the primary host, a
new session is initiated on the secondary host.

The CSSSever is astand-done host ad intrinsia@ly does not hae fail-over capability. The
DCE Masteris replicatedon a separate host to enable DCE operations to continue. DNS and
DTS are loaded on multiple hosts designated as secondary. Any ihresa@fostscanoperateas
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primary servers for the DN& DTSservices irthe eventof non-recoverabl@ardwarefailure of
the primay host.

The MSS FileSever RAID is dua ported beween theMSS FileSever and theCM Seaver. In
theevent of aMSS FileSever failure, theCM Seaver assumes totd owneship of theRAID and
all processes.

Specific primary and secondary host designations are specified per the DAAC Site Host
Mapping, baseline document number 910-TDA-005.

The Bulletin Board Server is considered a non-critical function and does not have fail-over
capability.
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