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Abstract


This design document defines and describes the Interoperable Catalog System (ICS) Gateway 
Prototype and its components. The prototype supports the interoperability between the ECS and 
ICS domain, i.e. ECS requesting ICS services. The design is based on the CIP Protocol Release 
B Specification and ECS Release B, however, the description of some sections of the prototype, 
which use previously existing software modules, reference CIP Release A and ECS Release A 
design ideas. 

This version of the document reflects the preliminary design for the ICS Gateway prototype. 
The plan for the prototype is contained in the CIP Prototype Development Plan (Document 
Number 170-WP-013-001). 

Keywords:: CIP, ECS, ICS Gateway, LIM, MOJO, DSI, GlParameterList, Prototype, Translator, 
CIP-A Demonstrator, Retrieval Manager 
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1.  Introduction 

1.1 Purpose 

The Interoperable Catalog System (ICS) Gateway is a proof-of-concept software system 
designed to provide interoperability between ECS and ICS domains for inventory search, 
inspect, and browse requests. The prototype supports one way interoperability, i.e. ECS 
requesting ICS services and ICS responding to those requests. 

This design document describes the design and functionality of the major components of the 
prototype. 

1.2 Organization 

This paper is organized as follows: 

• Section 2 provides an overview of the architecture of the prototype. 

•	 Section 3 presents design alternatives associated with solving the location of ICS 
collection information by the ECS domain. 

•	  Section 4 describes the design of the ICS Gateway which is used to translate queries from 
the GlParameterList protocol originating at an ECS client, into CIP queries destined for 
an ICS server. 

•	  Section 5 describes the COTS packages and re-useable software components and 
configuration items which will be used to implement the ICS Gateway. 

•	 Section 6 describes the risks associated with developing the gateway under the current 
implementation approach. In addition to discussing some of the risks involved with 
several of the design alternatives presented in Section 3. 

1.3 Acknowledgments 

This document was developed with input from Ajay Gupte, and Ananth Rao of HIS. 

1.4 Review and Approval 

This White Paper is an informal document approved at the Office Management level. It does not 
require formal Government review or approval; however, it is submitted with the intent that 
review and comments will be forthcoming. 

The ideas expressed in this White Paper are valid from August 1997 through September 1997. 
Questions regarding technical information contained within this Paper should be addressed to the 
following ECS and/or GSFC contacts: 
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• ECS Contacts 

– Eric S. Martin, Software/Systems Engineer, (301) 883-4063, emartin@eos.hitc.com 

• GSFC Contacts 

– Yonsook Enloe, ESDIS, (301) 614-5122, yonsook@harp.gsfc.nasa.gov 

Questions concerning distribution or control of this document should be addressed to: 

Data Management Office

The ECS Project Office

Hughes Information Technology Systems

1616 McCormick Drive

Upper Marlboro, Maryland 20774-5372
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2.  ICS Gateway Prototype Architecture OverviewÄ

2.1 ICS Gateway Prototype Architecture 

The ICS Gateway Prototype provides a framework for interoperability between ECS and ICS 
domains. In this framework, ECS queries requesting access to ICS products, originating from 
ECS clients are sent to the ICS gateway which translates the incoming request into CIP format, 
maps attributes and submits the request to the Retrieval Manager for execution. 

The architecture of the system is shown in Figure 2.1-1. A more detailed description of the 
architecture of the system can be found in the CIP Prototype Development Plan 
(170-WP-013-001). 

ECS 
Retrieval Manager 

Collection 
Database 

MOJO 

ECS DSI 

Data 
Dictionary 

ECS 
Client 

LIM 
Front-
End 

CIP 
Client 
Object 

ICS Gateway 

Mapping 
& Query 
Attribute 
Validation, 

To 
Other 
RM’s 

Figure 2.1-1. ICS Gateway Prototype Architecture 

A portion of the ICS Gateway Prototype re-uses components such as the local information 
manager (LIM) developed by the Data Management Subsystem of the EOSDIS Core System 
Project and the CIP A Demonstrator developed by CEO. 

The remaining sections of this document describe the design and re-use of these components. In 
addition, this document also addresses the following activities that will be necessary in order to 
implement and exercise testing of this design: 

•	 Acquisition of an ECS client and its sub-components such as a user interface, session 
management facilities, configuration facilities and a communications gateway. 

•	 Use of automatic administrative tools needed to populate the Collection database of the 
Data Dictionary with ICS specific data will be required. 
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2.2 CIP and ICS 

The Catalog Interoperability Protocol (CIP) is described in the CEOS CIP Specification 
CEOS/WGISS/PTT/CIP-B, Issue 2.2, January 1997. 

The Interoperable Catalogue System (ICS) is described in the CEOS System Design Document 
CEOS/WGISS/PTT/SDD, Issue 1.2, March 1997. 

2-2 170-WP-015-001




3.  ECS Collection Initialization Trade StudyÄ

3.1 ECS Collection Initialization Overview 

Currently an ECS client is made aware of local and remote collections via entries residing in the 
Data Dictionary. When an ECS client initiates an inventory search request, the targeted server 
interface queries the Data Dictionary for the retrieval of collection locations which satisfy the 
request. Once received the inventory search request is forwarded onto the collection locations 
for the retrieval of products in the form of granule ids. 

3.2 Remote Collection Initialization 

During the course of the ICS Gateway design it was discovered that a dilemma existed with 
respect to how the ECS client would retrieve remote collection locations from the ICS domain. 
With this dilemma identified, several alternatives were proposed in an effort to meet this end. 
The alternatives proposed consisted of the following, modifying MOJO to retrieve collection 
location information, modifying the Advertising Server and the Data Dictionary to do the same 
or to introduce a new software entity called a Population Tool which would perform the 
collection location retrieval process. All alternatives make the assumption that the explain 
database is up to date with respect to the collection hierarchies which are under the control of the 
Retrieval Manager (RM). 

3.2.1 Collection Initialization via MOJO 

The first alternative suggests that MOJO submit a query to the Explain database in order to 
receive the latest collection location information. Once received, MOJO would populate the 
Data Dictionary and Advertising Server with the appropriate collection location information. 
This alternative would require the modification of MOJO, an existing ECS CSCI which provides 
an interface to an ECS client, possibly the Java Earth Science Tool (JEST), and the Data Server 
Interface (DSI) using the MOJO protocol. The MOJO CSCI is under the control of the ECS 
configuration management department. Once modified, MOJO would have to be re-certified and 
submitted to the ECS configuration management department. Figure 3.1-1 depicts the 
interaction of MOJO with the Explain database, Data Dictionary, Advertising Server and other 
ICS Gateway environmental components. 
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Figure 3.1-1. Population of Data Dictionary & Advertising Server by MOJO 

3.2.2 Collection Initialization via Advertising Server & Data Dictionary 

A second alternative was to integrate the querying of the Explain database into the Data 
Dictionary and Advertising Server. Thereby upon interrogation by an ECS client, the Data 
Dictionary and Advertising Server would query the Explain Database in order to retrieve the 
collection location information required to service the inventory search request submitted. 
Figure 3.1-2 depicts the aforementioned scenario. 
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Figure 3.1-2. Population of Collection Information by Data Dictionary & 
Advertising Server 

3.2.3 Collection Initialization via Population Tool 

The Population Tool is a software entity which would be responsible for the population of 
collection location information required by the ECS client. The Population Tool would query 
the local Explain database upon initialization and then periodically in order to retrieve the latest 
collection location information. Upon receiving this information the Population Tool would 
populate the Data Dictionary and Advertising Server with the collection location information. 
Once developed the Population Tool could be spawned by either MOJO or the ICS Gateway 
upon initialization. These alternatives are depicted below in Figures 3.1-3 and Figures 3.1-4 
respectively. 
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Figure 3.1-3. MOJO Instantiation of Population Tool 
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Figure 3.1-4. ICS Gateway Instantiation of Population Tool 
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3.3 Collection Population Summary 

The design alternatives presented above are summarized in Table 3.3-1 below, in an effort to 
provide a format which would foster a more thorough comparative analysis of the positive and 
negative attributes of each alternative. 

Table 3.3-1. Alternative Summary Table 
# Alternative Under 

CM 

Mods 

Req’ed 

Type of Modifications 

1 MOJO Yes Major Modify MOJO to interface with Explain, ADSRV and DDICT. 

2 ADSRV/ 

DDICT 

Yes/Yes Major & Major Modify ADSRV & DDICT to interface with Explain. 

3 MOJO/TOOL Yes/No Minor & New Modify MOJO to spawn POPULATION TOOL and develop 
the POPULATION TOOL. 

4 G-WAY/TOOL No/No New & New Develop G-WAY to spawn POPULATION TOOL and develop 
the POPULATION TOOL. 

The remainder of this document makes the assumption that alternative number four was selected 
as the most promising and feasible proposition. This assumption was made because it impacts 
existing configuration items the least, configuration items which are currently in an unknown 
state. Entities identified within alternative number four are reflected in subsequent sections and 
associated diagrams. 
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4.  ICS Gateway Request/Response Processing 

4.1 ICS Gateway Overview 

The ICS Gateway module is used to translate incoming queries from ECS format 
(GlParameterLists) to ICS format (Catalog Interoperability Protocol (CIP)) and also map 
incoming inventory search attributes from values in the ECS domain to attribute values in the 
ICS domain. After execution of the inventory search request at the ICS server, and a satisfactory 
response is received, the ICS Gateway translates result sets from CIP format to ECS format 
before relaying it back to the ECS client. For browse type requests, where image data is 
returned, the image is returned directly back to the ECS server and no format translation is 
performed on the actual data. Figure 4.1-1 depicts the Functional Model of the ICS Gateway, the 
events have been numbered to foster a more thorough understanding of the design from a 
functional perspective. A description of the events follow. 

Upon initialization of the ICS Gateway a Population Tool process thread is spawned in order to 
retrieve ICS collection location information from the Explain database. Once received, the 
Population Tool configures the Data Dictionary and Advertising Server with this information. If 
successfully completed the ICS Gateway will instantiate a DCE server in preparation for 
accepting connections from ECS clients and a DCE server cleanup thread is spawned to monitor 
and recover resources at the DCE communications level. A request server is created to support 
request/response submission in addition to spawning a thread to monitor the persistent request 
store. Request persistence is a feature inherited from reuse of the LIM, it provides a mechanism 
which will allow a server to restart following a failure and resume a state close to that at the time 
of failure. For this feature to be fully functional additional application code would be required. 

When a request for connection is received by the DCE server, the connection is made, with the 
ECS clients request, a GlParameterList (GPL), being forwarded onto the request server. The 
request server forwards the GPL for processing, at which time the ICS Gateway accesses the 
Data Dictionary in order to validate the request. If the request is found to have been improperly 
formed, i.e. an error, a GPL is created with a negative response and returned to the ECS client. If 
the request passes the validation process the GPL is written to the persistent request store. The 
GPL is investigated further in order to identify the type of request submitted. 

If the request submitted is an inventory search request, the GPL is translated into a CIP search 
request for submission to the ICS server. Upon receipt of a CIP search response from the ICS 
server, the response will be interrogated for validation. If found to be valid, creation of a CIP 
brief present request will be triggered for submission to the ICS server in order to receive the 
requested result set. Upon receipt of the present response from the ICS server along with the 
associated result sets, the response is once again interrogated for validation. If successfully 
validated, the received result sets are stored for later investigation. If the full set of result sets to 
be received have not been satisfied by the immediate brief present response, an additional brief 
present request is submitted to the ICS server for retrieval of the additional result sets. The 
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process is continued until all of the result sets are received. Once all of the result sets are 
received, the CIP present response is translated into a GPL inventory search response with the 
list of granule ids appended for submission to the ECS client. 

If the originating GPL request is investigated and its type is found to be that of inspect, the 
processing associated with developing an inspect response is begun. The result sets that were 
previously stored from the received present response are searched for metadata associated with 
the attributes and granule ids identified within the inspect request. Once the result sets have been 
searched and the metadata identified, a GPL inspect response is created containing the metadata 
and submitted to the ECS client. 

If the originating GPL request is identified to be a browse request, the GPL is translated into a 
CIP present request with the browse flag turned on, then submitted to the ICS server. Upon 
receipt of a CIP present response from the ICS server, the response will be interrogated for 
validation. If successfully validated, the CIP present response is translated into a GPL browse 
response with the associated browse data appended for submission to the ECS client. 
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Figure 4.1-1. Functional Model of the ICS Gateway Prototype 
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The functional model depicted above in Figure 4.1-1 is further decomposed into an object model 
of the ICS Gateway as depicted in Figure 4.1-2 and Figure 4.1-3. The ICS Gateway object 
model is further decomposed into its six functional modules with discussion taking place on each 
of these six associated modules in an effort to clarify the functionality of the ICS Gateway at a 
finer level of granularity. 
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DCEPThread 
“Server Cleanup” 

EcPfConfigFile 

EcSrRequestServer_S DCEPThread DmLmDispatcher 
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Request Store 
Cleanup 

DCEPThread 
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Figure 4.1-2. ICS Gateway Object Model 
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Figure 4.1-3. ICS Gateway Object Model (continued) 

4-4 170-WP-015-001 



The modules internal to the ICS Gateway, needed for query translation are: 

• ECS Server ICS Client Interface 

• Request Processing Response Processing 

• ECS-CIP Mapping CIP-ECS Mapping 

4.1.1 ECS Server 

The Server module contains the classes that listen for new incoming connection requests from an 
ECS client on a well known port and creates new process threads to service each incoming 
connection request. The classes in this module interface directly to the service request 
framework (SRF) layer which in turn interfaces to the object oriented distributed computing 
environment (OODCE) layer which in turn interfaces to the distributed computing environment 
(DCE) which provides the underlying TCP/IP communications mechanisms. The object model 
for the server is shown in Figure 4.1-4. 

DmLmServerMain DmLmManagedServer 

EcPfManagedServer 

EcPfGenServer 

EcPfGenProcess DCEServer 

DCEPThread 
“Server Cleanup” 

EcPfConfigFile 

EcSrRequestServer_S DCEPThread DmLmDispatcher 

EcSrRequestDispatcher 

1Request Store 
Cleanup 

Figure 4.1-4. Server Object Model 
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4.1.2 Request Processing 

The request processing module contains the classes which process incoming ECS requests, i.e. 
an inventory search, browse or inspect request. The request processing segment of the ICS 
Gateway parses the ECS request, a GlParameterList, in order to perform request validation and 
storage. In addition to performing validation, the request processing module also breaks the 
GlParameterList into more manipulative components and stores them in a 
RWTPtrOrderedVector class which can later be used for mapping the received ECS request into 
CIP format. The object model for request processing is shown in Figure 4.1-5. 

DmLmSrRequest 

EcSrAsynchRequest_S 

DmLmProcessPlan 

RWCollectable 

DmLmParsedReqInfo DmLmParser 

RWTPtrOrderedVector 

2 

Figure 4.1-5. Request Processing Object Model 
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4.1.3 ECS-CIP Mapping 

The ECS protocol is constructed using what is called a GlParameterList. A GlParameterList can 
be a collection of GlParameters and/or other GlParameterLists, its content is depended on what is 
necessary to represent the clients request. GlParameters are represented by a “Name”, 
“Description” and “Value” field, similar to the Reverse Polish Notation (RPN) which is 
employed within the CIP protocol. Thus all queries arriving at the ICS Gateway are in the 
format of GlParameters. Since the primary query language for the ICS domain is RPN, this 
module provides classes that map the previously parsed query, GlParameters contained within 
the GlParameterList, into its equivalent CIP format. 

In addition to query mapping as described above, the ICS Gateway also needs to map ECS 
attributes into the equivalent ICS attributes. In order to support this functionality, a mapping 
table is stored within a persistent object within the ICS Gateway. The mapping table is 
constructed upon instantiation of the persistent object via the contents of a flat file. Although 
this approach does not allow for dynamic modifications to the mapping table, it is not anticipated 
to be a hindrance since the attributes are not expected to change once defined. The query and 
attribute mapping module is depicted by the classes defined in Figure 4.1.6. 

2 
BuildCIPRequest ECS_CIP_Mapping 

Figure 4.1-6. ECS-CIP Mapping Object Model 

4.1.4 ICS Client 

The class in this module provides an interface from the ICS Gateway to an ICS server, most 
specifically a Retrieval Manager (RM) located in the ICS domain. The ICS client is responsible 
for the required handshaking involved in initializing a Z39.50 session. The formatted CIP 
request, i.e. a search, present or browse request, which was previously constructed by the ECS-
CIP mapping module, is passed to the ICS Client object for delivery to the RM. In addition to 
the handling of CIP requests, the ICS Client is also responsible for the retrieval of CIP responses, 
i.e. a search, present or browse response. Upon arrival of a CIP response, the ICS Client 
forwards that response onto the response processing module for validation. The ICS Client 
module is depicted below in Figure 4.1-7. 
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CSlaveAssociation 

Figure 4.1-7. ICS Client Object Model 

4.1.5 Response Processing 

This module contains the classes which process an incoming ICS response which is serviced by 
the ICS Gateway. The response processing segment of the ICS Gateway parses and validates the 
ICS response, a CIP message, and breaks it into more manipulative components which can later 
be used for mapping into GlParameterList format. In addition to parsing and validation of the 
CIP message, the response processing segment also stores result sets received from present 
responses. The stored result sets are later used to service an inspect request issued by an ECS 
client wishing to receive metadata associated with the attributes of the received granule ids. The 
object model for the response processing segment is shown in Figure 4.1-8. 

ParseCIPResponse 

Figure 4.1-8. Response Processing Object Model 

4.1.6 CIP-ECS Mapping 

The classes in this module provide the functionality for mapping a CIP response to an ECS 
response. From the previously parsed and validated CIP response, the attributes must be 
mapped from CIP to the ECS schema. If responding to an inspect request, the CIP result set 
must be parsed to extract and build a list of granule ids and map them from the GRS-1 record 
syntax to the GlParameter format required by ECS. The resultant GlParameterList is then 
embedded within a result set object which is in turn embedded within a result message. This 
embedding of the GlParameterList within a result message is required for the streaming of the 
object back to the client. It is also required that the object being streamed be derived from either 
a RWCollectable (Rogue Wave Collectable) or a EcUtStreamable class in order to enable the 
factory service to synthesize the message object on the receiving end. Figure 4.1-9 shows the 
object model for this module. 

4-8 170-WP-015-001




BuildGPLResponse GlParameterList 

CIP_ECS_Mapping DmLmResultSet DmLmResultMsg 

RWCollectable EcUtStreamable 

GlParameterList 

GlParameters 

1 

many 

many 

Figure 4.1-9. CIP-ECS Mapping Object Model 

4.2 Object Level Event Trace Diagram 

Figures 4.2-1 through 4.2.7 depict the object level event trace diagrams for inventory search, 
inspect and browse, respectively. 
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Figure 4.2-1. ICS Gateway Server Instantiation Event Trace 
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Figure 4.2-2. ICS Gateway Server Initialization Event Trace (1 of 3) 
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DmLmServerMain EcPfGenServer EcNsServiceLocServer 
EcPfManagedServer DCEPthread EcMhMsgHandler EcNsServiceLoc 

1 
Server 
Initialize 

Cleanup 
Create DCE Server 

Passing Handler 
Create Message 
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Create RPC Handle for Name Service 

PfGenServerInit() 

Figure 4.2-2. ICS Gateway Server Initialization Event Trace (2 of 3) 
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Figure 4.2-2. ICS Gateway Server Initialization Event Trace (3 of 3) 
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EcSrRequestServer_S DmLmSrRequest DmLmProcessPlan DmLmParser ECS-CIPMapping 

DmLmDispatcher 
EcSrAsynchRequest_S DmLmParsedReqInfo BuildCIPRequest CIPClient 
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Figure 4.2-3. ICS Gateway “Inventory Search Request” Event Trace 
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Figure 4.2-4. ICS Gateway “Inventory Search Response” Event Trace 
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Send Inspect Response 

EcSrRequestServer_S DmLmSrRequest DmLmProcessPlan DmLmParser PersistentResultSet DmLmResultMsg 
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Figure 4.2-5. ICS Gateway “Inspect” Event Trace 
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EcSrRequestServer_S DmLmSrRequest DmLmProcessPlan DmLmParser ECS-CIPMapping 
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Send CIP Browse Request 

Mapping 
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Figure 4.2-6. ICS Gateway “Browse Request” Event Trace 
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Figure 4.2-7. ICS Gateway “Browse Response” Event Trace 
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5.  Re-usable & COTS Components 

5.1 Re-usable & COTS Components 

This section describes the components which will be used for the development, integration and 
testing of the ICS Gateway. Some components are vendor supplied, others are intended to be 
reverse engineered in anticipation of code reuse while still others are intended to be used in their 
as built state for testing purposes. 

5.2 COTS Software Components 

For developing the ICS Gateway several commercial off the shelf (COTS) components will be 
used in addition to the re-useable software components dissected from the LIM and CIP-A 
demonstrator. The COTS components which will be used are listed below with a brief 
description of each component following. The COTS packages are: 

• Distributed Computing Environment (DCE) 

• Object Oriented Distributed Computing Environment (OODCE) C++ Class Library 

• Tools.h++ 

• DBV OSI II Z39.50 Toolkit, Version 1.9.3, Patchlevel 1 

5.2.1 DCE 

DCE is a software package developed by the Open Software Foundation (OSF). DCE is a 
collection of integrated services and tools that provide a basic infrastructure for developing 
distributed applications. Infrastructure component services such as a Remote Procedure Call 
(RPC) mechanism which provides the communications layer over which the other DCE services 
communicate. A hierarchy directory service is provided which can provide a scaleable 
namespace across geographic boundaries. A security service that provides an authentication 
mechanism that validates users at login time and provides mutual authentication between clients 
and server operating in DCE. A distributed time service provides time synchronization between 
networked hosts. A distributed file system service provides secure access to file data across a 
DCE administrative unit. And finally DCE also provides a threads service since much of DCE 
depends on a multi-threading capability. 

5.2.2 OODCE C++ Class Library 

OODCE is a software package developed by Hewlett Packard in an effort to provide an object 
oriented interface to the OSF DCE. The primary objective of OODCE is to reduce the cost of 
developing DCE-based distributed systems which is essentially achieved by easing the learning 

5-1 170-WP-015-001




curve associated with developing DCE applications. OODCE provides an environment for 
developing C++ based systems that maintain the C++ development model and provides useful 
abstractions that represent the conceptual entities within DCE that hide the complexity. 

5.2.3 Tools.h++ 

Tools.h++ is a software package developed by Rogue Wave Software Incorporated in an effort 
to reduce development time by providing a standard generic set of C++ classes and facilities to 
aid software developers in the production of C++ application software. C++ classes such as time 
and date handling, persistent data stores and generic collections. 

5.2.4 DBV-OSI II Toolkit 

The DBV-OSI II API is a Z39.50 - Version 3 service provider software package developed by 
Crossnet Systems Limited for the German DBV-OSI II library project. The API is an extremely 
versatile and adaptable package for anyone wishing to implement Z39.50 client-server 
applications. The API provides a comprehensive subset of the Z39.50 Version 3 protocol 
services and supports both TCP/IP and a full OSI association environment by utilizing the 
ISODE package. The DBV-OSI II package has been extended to include support for Explain, 
Access Control, Resource Control, Trigger Resource Control and the Access Control Prompt 1. 
Crossnet Systems Limited is also responsible for the continued development and maintenance of 
the DBV-OSI II API. This toolkit is freeware and is publicly available through FTP, and is a 
dependency of the CIP Release A Demonstrator (CIP-AD) discussed below. 

5.3 Code Re-Use 

As mentioned previously, the ICS Gateway is a software entity, which in its simplest definition, 
will perform a translation between the ECS domain protocol and the ICS domain protocol, 
GlParameterList to CIP respectively. Currently within the ECS domain there exists a software 
entity called a LIM which is capable of communicating using a GlParameterList and OODCE as 
its transport interface, a requirement when functioning within the ECS domain. Therefore the 
front-end of the LIM was investigated and candidate software components were identified for re­
use within the front-end of the ICS Gateway. The LIM components which were identified for 
reuse satisfied the server and partial GlParameterList parsing requirements of the ICS Gateway. 
In the object models below, Figure 5.3-1 and Figure 5.3-2, LIM classes which were identified for 
reuse with respect to server and GlParameterList parsing are shaded, those requiring 
modification are hashed with new classes remaining uncolored. 
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DmLmServerMain DmLmManagedServer 

EcPfManagedServer 

EcPfGenServer 

EcPfGenProcess DCEServer 

DCEPThread 
“Server Cleanup” 

EcPfConfigFile 

EcSrRequestServer_S DCEPThread DmLmDispatcher 

EcSrRequestDispatcher 

1Request Store 
Cleanup 

DCEPThread 
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Figure 5.3-1. LIM Re-Use Within ICS Gateway 
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Figure 5.3-2. LIM Re-Use Within ICS Gateway 
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The back-end of the ICS Gateway is required to handle communications to ICS using the CIP 
protocol, hence the need for CIP client functionality. It is known from previous experience, 
experience acquired when modifying the Retrieval Manager (RM) which was developed by 
Logica UK Ltd. under contract to the Center for Earth Observation (CEO)., that CIP client 
software is available for reuse from within the CIP-A demonstrator (CIP-AD). The architecture 
of CIP-AD is described in the CIP Release A Demonstrator Architectural Design Document, 
LUK.503.EC.22426/AD001. The object model below in Figure 5.3-3, depicts the class which 
will be modified from the CIP-A demonstrator to implement the CIP client within the ICS 
Gateway. 

CSlaveAssociation 

Figure 5.3-3. CIP-A Demonstrator Re-Use Within ICS Gateway 

In addition to the server and GlParameterList parsing classes which were identified above for 
reuse from within the LIM, ECS message packaging classes were also identified from within the 
LIM which can be used to assist in the construction of an ECS response. The ECS message 
packaging classes which were identified for reuse are shaded with newly identified classes 
remaining uncolored in the object model presented below in Figure 5.3-4. 

ParseCIPResponse 

BuildGPLResponse GlParameterList 

CIP_ECS_Mapping DmLmResultSet DmLmResultMsg 

RWCollectable EcUtStreamable 

GlParameterList 

GlParameters 

1 

many 

many 

Figure 5.3-4. ECS Message Packaging Re-Use Within the ICS Gateway 
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5.4 Use of ECS and CEOS Configuration Items (CI) 

Once development of the ICS Gateway is complete it will have to be integrated into the ICS test 
environment. This environment will consist of the following ECS CIs which will comprise the 
ECS client: 

• JAVA Earth Science Tool (JEST) 

• Message Oriented JAVA Objects (MOJO) 

• Data Server Interface (DSI) 

• Data Dictionary 

• Data Dictionary Population Tool 

• Population Tool 

• Advertising Server 

In addition to the ECS client CIs defined above, it will also be necessary to employ products 
previously developed by the CEOS engineering team, most specifically the following: 

• Retrieval Manager (RM) 

• Catalog Translator 

Figure 5.4-1 graphical describes the test environment described above. 

JEST 
Client 

LIM 
Front- 
End 

CIP 
Client 
Object 

ECS 
RM 

DSI MOJO 

Data 
Dictionary 

Populate with 
External 
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Data 
Dictionary 

Admin 

Data Dictionary 
Population 

Tool 

Explain 
Database 

TBD 

To/From 
Other RM’s 

Advertise
Server 

Validation, 
Attribute 
& Query 
Mapping 

Client ICS Gateway 

Figure 5.4-1. ICS Gateway Test Configuration 
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6.  ICS Gateway Risks 

6.1 ICS Gateway Development Environment Risks 

As with any new development effort which occurs in a new environment, there are new 
associated development risks. The development environment risks associated with the ICS 
Gateway are GlParameterLists, OODCE, External Data Representation (XDR), and Rogue 
Wave. The risks present themselves in the form of learning curves which are associated with 
integrating the capabilities of the aforementioned packages into the ICS Gateway. 

Although there are many advantages to code re-use, there also are risks associated with such an 
endeavor. In the development of the ICS Gateway, code from the LIM development effort will 
be reused and modified to provide the front end functionality for the ICS Gateway. Since the 
LIM will not be reused in its entirety, various classes and interfaces will either be required to be 
deleted or modified. In either case the full ramifications of such an activity can not be fully 
realized until implementation, hence the development risk. 

6.2 ICS Gateway System Configuration and Testing Risks 

As can be seen from Figure 5.4-1, the ICS Gateway Test Configuration, the ICS Gateway is 
highly dependent on the ECS front-end and the ICS back-end for driving the ICS Gateway. The 
ICS back-end is not as high of a concern as the ECS front-end, since the ICS back-end was 
developed and is currently under the control of the CEOS engineering prototype team. The 
concern is centered around the availability and capabilities of the components comprising the 
ECS front-end. These components have been identified, as previously described, as JEST, 
MOJO, DSI, Data Dictionary and the Data Dictionary population tool and are required in order 
to drive and fully test the functioning of the ICS Gateway. 

In the event that one or more of the required ECS front-end components are not available when 
required, a LIM client simulator can be employed to advance development of the ICS Gateway. 
The LIM client simulator is a test tool developed by the Data Management group and 
accompanies the LIM source code. It is to be noted that the LIM client simulator is command 
line driven and has limited capabilities and is therefore not be considered as a substitute for the 
ECS client but as a preliminary testing device. 

6.3 Local Population of Remote Collections 

As discussed in Section three, there remains the issue of how the ECS client is going to be made 
aware of ICS collection locations. If option 1, 2, or 3 is selected as the alternative of choice, 
modifications to configured ECS CSCI’s will have to occur. If this is the case there are two 
areas of risk. First there exists the issue of whether or not the identified CSCI will be in a state 
which would permit the CEOS engineering team to assume ownership of the source code in 
order to make the required modifications. Secondly there exists the risk that the modifications 
which we would make could in fact corrupt previously defined functionality. 
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Appendix A.  ICS Gateway Prototype Requirements


This appendix lists the requirements for the ICS Gateway Prototype. 

A.1 ICS Gateway Requirements 

The following requirements are met by the ICS Gateway Prototype preliminary design. 

1. 	 The prototype shall convert an inventory search requests received from an ECS client which 
is targeted at an ICS Provider Archive Collection and into CIP search requests. 

2. 	 The prototype shall process inspect requests received from an ECS client which is targeting 
attribute metadata associated with the Provider Archive Collection. Result sets from a prior 
search and present request shall be used to generate the inspect response. 

3. 	 The prototype shall convert browse requests received from an ECS client which are targeting 
an ICS Provider Archive. 

4. The prototype shall show the interaction with the Data Dictionary facility. 

5. Mapping of query attributes (metadata) from ECS to CIP shall be done in the ICS Gateway. 

6. 	 The storage of Provider Archive metadata which is returned with result sets shall reside 
within the ICS Gateway. 

7. The ICS Gateway shall communicate with the Retrieval Manager using the CIP protocol. 

8. The ICS Gateway shall conform to the ICS SDD. 

9. The ICS Gateway shall convert ECS inventory search requests into CIP product searches. 

10. The ICS Gateway shall convert CIP present responses into ECS format for presentation of 
result sets 

11. The ICS Gateway shall retrieve collection descriptors from remote RM’s prior to the client 
executing product searches. 
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Appendix B.  CIP/ECS Data Models and Schema

Mapping


B.1 Introduction 

This appendix first describes the data models corresponding to the ICS and ECS domains and 
then provides a schema mapping for attributes between these domains. 

B.2 ICS Collection Data Model 

The main data object in the ICS domain is an entity called a collection. The collection concept 
provides the conceptual view of EO Data by providing a flexible framework for the logical 
organization of data to suit user’s needs. A collection (which is described to the ICS system as a 
collection descriptor), has one or more members consisting of product, guide or other collections, 
identified by item descriptor identifiers. These identifiers serve to identify the associated 
products, guides and collections through Included Product Descriptors, Included Guide 
Descriptors or associated Include Collection Descriptors respectively. The grouping of 
collections thus forms a tree consisting of terminal level collections as well as non-terminal 
collections. The terminal level collections group the product descriptors (inventory entries) 
while the non-terminal level collections group together other collections. 

The ICS has defined three types of collections. These are: Provider archive collection, Provider 
theme collection and User theme collection. 

Provider archive collections are created by data providers to organize their archives and facilitate 
access to the product descriptors (i.e. analogous to an inventory containing inventory entries). A 
provider archive collection includes only item descriptors that are local. 

Provider theme collections are types of collections that are set up by data providers who want to 
organize some of their data into groupings which differ from their provider archive collections, 
for the convenience of their users The difference between provider theme and provider archive 
collections is that archive collections only contain homogeneous item descriptors while theme 
collections may have item descriptors of differing formats and attributes. 

User theme collections are likely to be created by an end user of EO products that has created 
and populated the collection to obtain a single source of thematic information. This will enable 
further analysis or easy access by themselves or other users. These are collections of potentially 
disparate item descriptors and of interest to a relatively small user community researching a 
particular theme. 
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B.3 ECS Data Model 

Central to the ECS Data Model are the concepts of granule and collection. A granule is simply 
the smallest aggregation of data that is individually managed, archived and distributed. The size 
and complexity of granules can vary tremendously from one data set to another. For example, a 
granule could consist of a single image, while a more complex granule could consist of 
numerous files containing monthly regional, zonal and global averages for all the channels of a 
high-resolution radiometer, totaling a gigabyte or more in size. 

A collection is simply a group of one or more granules that has been aggregated for some 
purpose. This aggregation can be physical, e.g. files together on some storage media, or, more 
commonly, virtual in the sense that the collection merely points to the member granules, each of 
which maintain individual identities. A collection uses metadata attributes to define the 
characteristics that apply to all the granules. A collection containing only one kind of granule is 
called a Single-Type Collection. The granules in a Single-Type Collection will differ from one 
another only by time, location, or closely-related parameters such as channel on a single 
instrument. A collection in which the granules are very heterogeneous, coming from different 
measuring systems or representing different physical quantities, is called a Multi-Type 
Collection. A Multi-Type Collection may consist of any combination of Single-Type 
Collections, other Multi-Type Collections and individual granules. The metadata for Single-
Type collections define what is unique to those collections, while the metadata for Multi-Type 
collections which aggregates those Single-Type Collections defines the purpose and character of 
that aggregation. 

B.4 CIP/ECS Schema Mapping 

B.4.1 Collection and Product Attribute Description Mappings 
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Table B.4-1. Collection Attribute Description Mappings 

CIP Product Attributes ECS Attributes FGDC Attributes GCMD Attributes 

From Rel A Spec 
Mar 96; Table C-2; 

Appendix A and B 

From Rel B Jul 96 

Section 6 

From Jun 94 Doc 
http://gcmd.gsfc.nasa.gov/dif 

guide/difman.html 

(DIF Writer’s Guide), dtd 
9/11/96; Version 5.0a 

ItemDescriptorId Short Name Entry_ID 
Authoritative 
ItemDescriptorName LongName Title Entry_Title 
CollectionType 
Purpose Purpose 
CreationDate Publication Date Publication_Date/DIF_Revision_Dat 

e 
RevisionDate RevisionDate DIF_Revision_ Date 
VersionId VersionId Edition Entry_ID or Edition? 
Abstract CollectionDescription Abstract Summary 
Review 

ScienceReviewDate ScienceReviewDate Science_Review_Date 
ScienceReviewStatus ScienceReviewStatus 

FutureReviewDate FutureReviewDate Future_Review_Date 
Progress CollectionState Progress Data_Set_Progress 
UpdateFrequency MaintenanceandUpdate 

Frequency 
MaintenanceandUpdate 
Frequency 

Access Constraints Access Constraints Access Constraints Access_Constraints 
UseConstraints SuggestedUsage Use Constraints Use_Constraints 
TemporalCoverage TemporalCoverage TimePeriodOfContent TemporalCoverage 

StartDate RangeBeginningDate Beginning Date Start_Date 
StartTime RangeBeginningTime BeginningTime 

EndDate RangeEndingDate EndingDate Stop_Date 
EndTime RangeEndingTime EndingTime 
SpatialCoverage SpatialCoverage SpatialCoverage 

BoundingRectangle 

SouthBoundingCoordinate 
SouthBoundingCoordinate SouthBoundingCoordinat 

e 
Southernmost_Latitude 

NorthBoundingCoordinate 
NorthBoundingCoordinate NorthBoundingCoordinate Nothernmost_Latitude 

WestBoundingCoordinate 
WestBoundingCoordinate WestBoundingCoordinate Westernmost_ Longitude 

EastBoundingCoordinate 
EastBoundingCoordinate EastBoundingCoordinate Easternmost_Longitude 

GPolygon 
GPolygonOuterGRing 

GRingLatitude GRingPointLatitude G-RingLatitude 
GRingLongitude GRingPointLongitude G-RingLongitude 

GPolygonExclusion 
GRing 

GRingLatitude GRingPointLatitude G-RingLatitude 
GRingLongitude GRingPointLongitude G-RingLongitude 

Point 
PointLatitude PointLatitude None Exist 
PointLongitude PointLongitude None Exist 

Circle 
CenterLatitude CenterLatitude None Exist 
CenterLongitude CenterLongitude None Exist 
RadiusValue RadiusValue None Exist 
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Table B.4-1. Collection Attribute Description Mappings (cont.) 

CIP Product Attributes ECS Attributes FGDC Attributes GCMD Attributes 

From Rel A Spec 
Mar 96; Table C-2; 

Appendix A and B 

From Rel B Jul 96 

Section 6 

From Jun 94 Doc 
http://gcmd.gsfc.nasa.gov/dif 

guide/difman.html 

(DIF Writer’s Guide), dtd 
9/11/96; Version 5.0a 

DataCenterName 
(What is the difference 
between this field and the 
Archive or Processing 
Center??) 

Data_Center_Name 

DataOriginator 
Originator Originator Originating_Center 

MissionId DataOriginatorShortName Project 
SourceName InstrumentLongName 

CampaignShortName 
CampaignLongName 
NonInstrumentLongName 
NonInstrumentShortName 

Source_Name 

SensorName SensorShortName 
SensorLongName 

Sensor_Name 

Investigator Role=Investigator ContactPosition= 
Investigator 

Investigator 

Contact ContactPersonPrimary 
PersonName ContactFirstName 

ContactMiddleName 
ContactLastName 

Contact Person First_Name 
Middle_Name 
Last_Name 

JobPosition ContactJobPosition Contact Position 
OrganisationName ContactOrganisationName Contact Organization 
Instructions ContactInstructions Contact Instructions 
HoursOfService HoursOfService Hours of Service 
Role Role 
StreetAddress StreetAddress Address Address 
City City City Address 
State StateProvince State or Province Address 
PostalCode PostalCode Postal Code Address 
Country Country Country Address 
EmailAddress ElectronicMailAddress Contact Electronic Mail 

Address 
Email 

TelephoneNumber TelephoneNumber 
TelephoneNumberType 

Contact Voice Telephone 
Contact TDD/TTY 
Telephone 

Phone 

FaxNumber FaxNumber 
TelephoneNumberType 

Contact Facsimile 
Telephone 

Phone 

Technical Role=Technical Contact 
Position=Technical 

TechnicalContact 

Contact ContactPersonPrimary 
PersonName ContactFirstName 

ContactMiddleName 
ContactLastName 

Contact Person First_Name 
Middle_Name 
Last_Name 

JobPosition ContactJobPosition Contact Position 
OrganisationName ContactOrganisationName Contact Organization 
Instructions ContactInstructions Contact Instructions 
HoursOfService HoursOfService Hours of Service 
Role Role 
StreetAddress StreetAddress Address Address 
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Table B.4-1. Collection Attribute Description Mappings (cont.) 

CIP Product Attributes ECS Attributes FGDC Attributes GCMD Attributes 

From Rel A Spec 
Mar 96; Table C-2; 

Appendix A and B 

From Rel B Jul 96 

Section 6 

From Jun 94 Doc 
http://gcmd.gsfc.nasa.gov/dif 

guide/difman.html 

(DIF Writer’s Guide), dtd 
9/11/96; Version 5.0a 

City City City Address 
State StateProvince State or Province Address 
PostalCode PostalCode Postal Code Address 
Country Country Country Address 
EmailAddress ElectronicMailAddress Contact Electronic Mail 

Address 
Email 

TelephoneNumber TelephoneNumber 
TelephoneNumberType 

Contact Voice Telephone 
Contact TDD/TTY 
Telephone 

Phone 

FaxNumber FaxNumber 
TelephoneNumberType 

Contact Facsimile 
Telephone 

Phone 

ProjectName CampaignLongName 
CampaignShortName 

Project 

Keywords 
Discipline 

DisciplineKeyword ECSDisciplineKeyword Theme Keyword Category / Discipline 
Topic 

TopicKeyword ECSTopicKeyword Topic 
Term 

TermKeyword ECSTernKeyword Term 
VariableKeyword ECSVariableKeyword Variable 

SpatialKeyword SpatialKeyword Place Keyword 
Stratum Keyword 

Keyword 

TemporalKeyword TemporalKeyword Temporal Keyword Keyword 
GeneralKeyword 

ArchivingCenterId ArchiveCenter Data_Center_Name 
ProcessingCenter ProcessingCenter Originating Center 
ProcessingLevelID ProcessingLevelID 
ProcessingLevelDescription ProcessingLevelDescription 
StorageMedium StorageMedium Type of Source Media Storage_Medium 
DeliveredAlgorithmPackage AlgorithmPackageName 
SpatialDataOrganisation 
(need definition) 
CollectionContents 
IncludedCollections 
IncludedProducts 
LocalityType LocalityType Location 
LocalityDescription LocalityDescription 
Guide 

Author AuthorName 
DataCenterName DataCenter 
DocumentName Guide Name 
URL 

Browse 
BrowseId 

Abstract BrowseDescription Browse Graphic File 
Description 

BrowseData Multimedia_Sample 
BrowseSize BrowseSize 
BrowseFormat Browse Graphic File Type Format 
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Table B.4-1. Collection Attribute Description Mappings (cont.) 

CIP Product Attributes ECS Attributes FGDC Attributes GCMD Attributes 

From Rel A Spec 
Mar 96; Table C-2; 

Appendix A and B 

From Rel B Jul 96 

Section 6 

From Jun 94 Doc 
http://gcmd.gsfc.nasa.gov/dif 

guide/difman.html 

(DIF Writer’s Guide), dtd 
9/11/96; Version 5.0a 

ReferencePaper Reference 
PublicationDate Dateof 

ReferencePaperPublication 
Reference 
ReferenceType ReferencePaperType 
AbstractPointer AbstractPointer 
Instructions AccessInstructions 
DocumentPointer StandAloneDocumentPointer 

CitationForExternalPublication Title 
Originator 
Publication Date 

Title 
Originator 
Publication Date 

QACollectionStatistics 
AutomaticQualityFlag AutomaticQualityFlag 
OperationalQualityFlag OperationalQualityFlag 
ScienceQualityFlag ScienceQualityFlag 
QualityFlagExplanation QualityFlagExplanation 

Table B.4-2. Product Attribute Description Mappings 
From Jun 94 Doc 

Do not believe that FGDC 
makes distinction 

between Collection and 
Granule attributes.. 

Should clarify with FGDC 
Committee 

http://gcmd.gsfc.nasa.gov/difgui 

From Rel A Spec Mar 96; 
Table C-2; 

Appendix A and B 

From Rel B Jul 96 
Section 6 

de/difman.html(DIF Writer’s 
Guide), dtd 9/11/96; Version 5.0a 
GCMD contains directory level 

information. Products(granules) 
are not specified. 

ItemDescriptorId Short Name 
Authoritative 
ItemDescriptorName LongName Title 
TemporalCoverage TemporalCoverage TemporalCoverage 

StartDate RangeBeginningDate Beginning Date 
StartTime RangeBeginningTime BeginningTime 
EndDate RangeEndingDate EndingDate 
EndTime RangeEndingTime EndingTime 

SpatialCoverage SpatialCoverage SpatialCoverage 
BoundingRectangle 

SouthBoundingCoordinate SouthBoundingCoordinate SouthBoundingCoordinate 
NorthBoundingCoordinate NorthBoundingCoordinate NorthBoundingCoordinate 
WestBoundingCoordinate WestBoundingCoordinate WestBoundingCoordinate 
EastBoundingCoordinate EastBoundingCoordinate EastBoundingCoordinate 

GPolygon 
GPolygonOuterGRing 

GRingLatitude GRingPointLatitude G-RingLatitude 
GRingLongitude GRingPointLongitude G-RingLongitude 

GPolygonExclusion GRing 
GRingLatitude GRingPointLatitude G-RingLatitude 
GRingLongitude GRingPointLongitude G-RingLongitude 
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Table B.4-2. Product Attribute Description Mappings (cont.) 
From Jun 94 Doc 

Do not believe that FGDC 
makes distinction 

between Collection and 
Granule attributes.. 

Should clarify with FGDC 
Committee 

http://gcmd.gsfc.nasa.gov/difgui 

From Rel A Spec Mar 96; 
Table C-2; 

Appendix A and B 

From Rel B Jul 96 
Section 6 

de/difman.html(DIF Writer’s 
Guide), dtd 9/11/96; Version 5.0a 
GCMD contains directory level 

information. Products(granules) 
are not specified. 

Point 
Point 

PointLatitude PointLatitude None Exist 
PointLongitude PointLongitude None Exist 

Circle 
CenterLatitude CenterLatitude None Exist 
CenterLongitude CenterLongitude None Exist 
RadiusValue RadiusValue None Exist 

DataOriginator 
Originator Originator 

MissionId DataOriginatorShortName 
SourceName InstrumentLongName 

CampaignShortName 
CampaignLongName 
NonInstrumentLongName 
NonInstrumentShortName 

SensorName SensorShortName 
SensorLongName 

ArchivingCenterId ArchiveCenter 
ProcessingCenter ProcessingCenter 
CollectionContents 
IncludedCollections 
IncludedProducts 
Browse 

BrowseId 
Abstract BrowseDescription Browse Graphic File 

Description 
BrowseData 
BrowseSize BrowseSize 
BrowseFormat Browse Graphic File Type 

QACollectionStatistics 
AutomaticQualityFlag AutomaticQualityFlag 
OperationalQualityFlag OperationalQualityFlag 
ScienceQualityFlag Science Quality Flag 
QualityFlagExplanation QualityFlagExplanation 

ReprocessingActual ReprocessingActual 
ReprocessingPlanned ReprocessingPlanned 
SizeMBESCProduct SizeMBESCProduct 
QAProductStatistics 

QAPercentInterpolatedData QAPercentInterpolatedDat 
a 

QAPerrcentMissingData QAPerrcentMissingData 

QAPercentOutOfBoundsData 
QAPercentOutOfBoundsD 
ata 
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Abbreviations and Acronyms


API Application Programming Interface


CCT CIP/ECS Catalog Translator


CEO Center for Earth Observation (European Commission)


CEOS Center for Earth Observation Satellites


CIP Catalog Interoperability Protocol


CIP-AD CIP Release A Demonstrator


COTS Commercial Off The Shelf


DCE Distributed Computing Environment


DDICT Data Dictionary


DSI Data Server Interface


ECS EOSDIS Core System


GPL GlParameterList


ICS Interoperable Catalog System


JEST Java Earth Science Tool


MOJO Message Oriented JAVA Objects


OODCE Object Oriented Distributed Computing Environment


RM Retrieval Manager


RMA Retrieval Manager Administrator


RPN Reverse Polish Notation


WWW World Wide Web


XDR External Data Representation
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