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Push Scenarios Phase III 

Nominal Operations 
• This scenario will concentrate on the steady-state DAAC 

operations. It has a number of threads to match the various 
operational conditions at the DAACs. The scenario elements we 
shall concentrate on are: 

- L0 Data Arrival Planning 
- EDOS L0 Ingest 
- Standard Production 
- SCF & DAAC Product Quality Assurance 
- Resource Planning for Reprocessing 
- Parallel Test & Operations 
- Application Software Fault Handling 
- Cross-Site Schedule Conflict 
- Extending ESDTs & Services for a Collection 
- Collection Extension 
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L0 Data Arrival Planning 
Context Setting 

Description 
•	 The L0 Data Arrival Planning Thread describes the process of creating 

a Data Availability Schedule (DAS) for EDOS based on the FOS Detailed 
Activity Schedule & historic EDOS arrival times. 

Assumptions 
• Historic EDOS arrival times & heuristics available to create plan 

Release B Features 
• Generation of Data Availability Schedules 

Drill Downs 
• Planning Workbench 
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L0 Data Arrival Planning 
Functional Flow 

Production Planner 

FOS 

Data Server 

Receives 
Detailed 
Activity 
Schedule 

1 

Planning 

2 

Acquires
FOS 
Schedule 

Planning 

Notifies Ops 
staff if DAS 
exceeds 
thresholds 

4 

Planning 

Generates 
new plan 
and 
inserts in 
Data Server 

5 

Planning 

Creates 
EDOS Data 
Availability 
Schedule 
(DAS) 

3 

Data 
Server 

Data Server 

6 

Notifies 
Subscribers 
of Plan 
Change 
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L0 Data Arrival Planning

Points of View 

Production Planner 

New ECS plan for local DAAC is generated, 
activated, and stored in Data Server. 

5 

Planning Receives Notification of FOS 
Detailed 
Server and requests a copy. 

2 

Planning creates Data Availability 
Schedule (DAS) for EDOS based 
upon the FOS Detailed Activity 
Schedule and historic EDOS arrival 
times and heuristics. 

Planning 
predicted arrival times of L0 data 
relevant� to the local DAAC to ones in 
current Active Plan. 

3 

1 
FOS Detailed 
update arrives at Data Server. 

Data Providers who 
subscribed to plan 
updates are notified 
of change, and can 
get copy of the new 
plan. 

6 

4 

Production Planner 
decides if a replan 
should be 
performed. 

If the difference between any of the 
predicted times for L0 Data exceeds a 
configurable threshold, the Ops staff 
is notified. 

SMC Informed of 
new plan by Data 
Server subscription. 

Activity Schedule from Data 

compares the new 

Activity Schedule 
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EDOS L0 Ingest 
Context Setting 

Description 
•	 The EDOS L0 Ingest scenario describes the process of receiving L0 

data into ingest, the storage of the data on the Data Server and subscription 
notification to the Planning Subsystem. 

Assumptions 
•	 EDOS L0 data is transferred by EDOS prior to detection of request to 

ingest L0 data 

Release B Features 
• Release B Interface and High Volume L0 Archive 

Drill Downs 
• External Interfaces 
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EDOS L0 Ingest

Functional Flow 

Subscription 
Notification 

Data Transfer
Detect 
Request to 
Ingest L0 
Data 

1 

Data 
Preprocess 

3 

5b 

Status 
Notification 

Status/error messages 

Data 
Storage 

4 

Subscription 
Processing 

Ingest Ingest Ingest Data Server 

Data Server 

Ingest 

5a 

Archive 

Planning 
Subsystem 

•Note: 
data is 
transferred by 
EDOS prior to 
step 1 

EDOS 

2 

Mgmt 
Subsystem 

Data Ingest 
Technician 

EDOS L0 
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EDOS L0 Ingest 
Points of View 

Data Ingest Tech. 

EDOS 

•Transfers Production 
Data Sets (PDS) to ECS 
disk space 

•Transfers a PDS 
Delivery Record to ECS 
disk space 

•EDOS detects PDS 
Verification Record •Reports status/errors 

• Data Ingest Technician 
receives alerts for critical 
problems 

5b 

•Periodically polls ECS disk 
space and detects a PDS 
Delivery Record 

1 

2 

•Checks L0 metadata 

3 

•Stores data and 
metadata 

4 

•Notifies data 
subscribers (Planning) 

5a 

2 3 4 

• Data Ingest 
Technician reviews 
alerts and associated 
status/faults 

5b 

2 3 4 

•No data transfer 
required for EDOS I/F •Receives fault status 

and statistical role 
ups from MSS 

•MSS recieves application 
management data 
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Standard Production

Context Setting


Description 
•	 The Standard Production scenario describes the processes of receiving L0 

data from ingest for the purpose of releasing DPRs awaiting the arrival of 
the L0 data. 

Assumptions 
• Routine processing flow 

Release B Features 
• Predictive Staging 

Drill Downs 
• Predictive Staging 
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Standard Production

Functional Flow


Planning 

Receives 
Notification 
of L0 Arrival 

1 

Planning 

2 

Checks 
for 
waiting 
requests 

Planning 

Releases 
jobs 
waiting for 
this 
data 

3 

Data Server 

6 

Inserts 
Outputs 
into Data 
Server 

Planning 

7 

Receives 
Completion 
Notification 

Processing 

Stages 
input data 
to local 
disk 

4 

Processing 

Executes 
Processing 
Job 

5 

Ingest 8 

Data Server 

Notify 
Subscribers 

Processing 

Predictive 
Staging for 
subsequent 
jobs 

4a 

Mgmt 
Subsystem 

705-CD-005-001/Day1 RB2-8 



Standard Production

Points of View


5 

2 

3 

1 

6 

4 

Planning receives L0 Data notification along with 
Universal Reference (UR) from Ingest due to prior 
subscription. 
Planning checks to see if any Data Production 
Requests (DPR) are awaiting the arrival of this data. 

Planning releases any jobs Data Processing 
Requests (DPR) in Data Processing which require 
this data and send the UR to Processing. 

For each DPR which has been released, Processing 
predictively stages all necessary data. 

Processing executes the production 

Output data 
successful completion 

7 Processing sends a completion status to Planning. 

8 Data Server sends Notifications 

End users and other Data 
Providers are notified by 
Data Server 

MSS reporting to DAAC 
Ops continuously, and 
providing fault details 
and roll up stats to SMC 

to completion. 

is inserted into the Data Server upon 

705-CD-005-001/Day1 RB2-9 



SCF & DAAC Product Quality 
Assurance 

Context Setting 

Description 
• The SCF & DAAC Product Quality Assurance scenario describes the process 

of performing In-Line & Off-Line Science QA on the data products produced by a 
PGE. Following product creation, a QA PGE is executed on the product. 

Assumptions 
•	 DAAC QA process is defined as in-line & off-line. The SCF QA process 

is defined as off-line only for this scenario. 

Release B Features 
• DAAC QA Enabling 

Drill Downs 
• None 
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SCF & DAAC Product Quality 
Assurance 

Functional Flow 
SCF 

Coordination 
Quality Control 

3 

Data 
Archival & 
QA Updates 

Data Server 

SCF QA 
Flags Updates 

Data Processing 

DAAC QA 
Flag UpdatesPGE QA Flag 

Notification 

QA Flag 
Notification 

QA Flag Notification 

ESDIS 

Data Processing 

1 

Production Execute 
Inline 
QA PGE 

2 4 
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SCF & DAAC Product Quality 

Assurance


Points of View I


Data 
Subsystem generates 
a product. 

In-line QA PGE executes 
on the 
PGE QA flag. 

Data Server archives 
product & meta data and 
sends 
based on PGE QA flag. 

3 

1 

4 

DAAC Data Specialist 
retrieves the product 
from the 
Server. 

DAAC Data Specialist 
checks the product, 
and sends a QA 
update request to the 
Data Server. 

Data Server updates 
DAAC QA Flag, and 
sends subscription notice 
based on DAAC QA 
flag. 

DAAC Data Specialist 
receives notification 
of suspect product. 

SCF receives notification 
of suspect product 

Science Users informed 
of suspect product 

SMC tracks 
Production QA 
flags 

Science Users informed 
of suspect product 

SMC tracks 
Production QA 
flags 

SCF Data Specialist 

2 

Data Server responds to a 
retrieve request. 

Processing 

and sets product 

the 

subscription notice 

the Data 
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SCF & DAAC Product Quality 

Assurance


Points of View II


SMC Monitors DATA 

SCF 
fromData Server 

Data Server responds to 
a retrieve request 

SCF 
own QA on the 
product, and sends 
a QA update request 
to Data Server 4 

Data Server updates 
SCF QA Flag, and 
sends subscriptions 
notice against the SCF 
QA 

Science Users informed 
of suspect product 

SMC tracks 
Production QA 
flags 

SCF, DAAC 
ESDIS 
about further action 

Data Specialist & Archive 
Manager Receive 
Notifications 

SCF Data Specialist, & 
Archive Manager 

retrieves product 

Performs it’s 

flag. 

& 
confer 
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Resource Planning for Reprocessing 
Context Setting 

Description 
•	 A large scale reprocessing request requires production scheduling and resource 

management to review both the resource schedule and the production plan 

Assumptions 
• The reprocessing request has been through the official approval process. 

Release B Features 
• Production Strategies 
• On-demand usage thresholds 

Drill Downs 
• Production Planning Workbench 
• Reprocessing Case Study 
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Resource Planning for Reprocessing

Functional Flow 

Create Data 
Processing 
Requests 

Planning 
Subsystem 

2 

Enter 
Reprocessing 
Production 
Request 

Planning 
Subsystem 

1 

Add 
Reprocessing 
Production 
Request to plan 

Planning 
Subsystem 

3 

Planning 
Subsystem 

4 

Accept new 
strategies & 
thresholds 

Production 
Scheduling 

Receive 
Updates to 
Ground 
Events 

Planning 
Subsystem 

Generate New 
Resource 
Plan 

Planning 
Subsystem 

Resource 
Planner 

Feedback on 
Schedules7 8 

Data Server 
Subsystem 

Publishes 
plans 

6 

Planning 
Subsystem 

Generates 
Production 
plan 

5 9 10 

Planning 
Subsystem 

Activate 
Production 
plan 

11 

Production 
Scheduling 
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Resource Planning for Reprocessing 
Points of View I 

Production Scheduler Resource Planner 

•Planning Subsystem 
displays 
Planning 

•Resource Planner 
reviews new candidate 
plan 

•Production Scheduling selects 
Production Planning Workbench 
in Planning Subsystem. 

•Production Scheduling adds 
new Reprocessing Request to 
plan. 

• Production Scheduling brings 
up Production Request Editor in 
Planning Subsystem. 

•Production Scheduling enters 
PGE Chain, user parameters 
and reprocessing options in the 
Planning Subsystem. 

•Production Scheduling receives 
request from IWG, which the 
DAAC Manager processes. 

1 

•Planning Subsystem 
displays list of PGEs and 
output data products. 

2 •Planning Subsystem 
creates and Stores Data 
Processing Requests. 

3 

4 

6 

•Planning Subsystem publishes 
candidate production plan on 
Data Server for distribution to 
interested parties. 

•Planning Subsystem generates 
candidate production plan. 

5•Production Scheduling updates 
production strategies in Planning 
Subsystem including: 
–  priorities 
–  on-demand thresholds 
and selects option to generate 
new plan 

Production 
GUI interface. 
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Resource Planning for Reprocessing

Points of View II 

Resource Planner, & 
Production Scheduler 

•Planning Subsystem displays 
Ground Events Editor. 

•Planning Subsystem generates new 
resource plan based on updated ground 
event list, and updated production needs. 

•Resource Planner selects 
Planning 

•Resource Planner reviews ground 
events that need to be scheduled 
within the timeframe of the new 
candidate plan and reprioritizes them in 
light of this new request. 

•Resource Planner select option in 
Planning Subsystem to generate 
new resource plan. 

7 •Resource Planner updates Ground 
Events 
reflect 

8 

•Planning Subsystem store ground 
events in PDPS Database. 

•Resource Planner extracts the 
current Resource Plan from the 
Planning Subsystem. 

•Planning Subsystem displays current 
resource plan based on the current ground 
events in the PDPS database. 

•Provides input on 
ground events on 
resources and 
candidate plans. 

•Provides input on 
ground events on 
resources and 
candidate plans. 

•Production Scheduling creates new 
candidate plans until an acceptable one 
is generated. 

10 
•Planning System publishes plan on Data 
Server for distribution to interested parties. 

•Planning Subsystem generates new 
candidate production plan. 

9 

•When a candidate plan is agreed 
upon, the Production Scheduling 
selects option in the Planning 
Subsystem to activate this plan. 

11 •Planning System activates plan by sending 
Data Processing Requests to Data 
Processing Subsystem. 

Plan reviewed by 
interested parties. Plan reviewed by 

interested parties. 

Resource 
in Planning Subsystem. 

in Planning Subsystem to 
new priorities. 
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Parallel Test & Operations 
Context Setting 

Description 
•	 LaRC M&O Staff wish to test a modification to the Data Server. Operational 

functions must stay on-line. 

Assumptions 
• The test data necessary to perform the test is available as files. 
• One of the MSS management workstations will be dedicated. 
•	 The backup APC server and backup DBMS server are not running production 

software. 
•	 Plan identifies an acceptable test window based on periods of low operational 

support. 
• Data Server modification has been pretested within maintenance environment. 

Release B Features 
• Mode Management 

Drill Downs 
• Mode Management 
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Parallel Test & Operations 
Functional Flow 

Test 
Notification 

Resource 
Planner 

1 

Initiate 
test 

7 

Develop 
plan to 

implement 
test 

Test 
Completion 

Archive Manager 
System Admin 

Configure 
system for 

test 

3 

Mode 
Allocation 

4 

Load 
updated SW 

and test 
drivers 

5 

Notify 

Develop 

Configure 

Install 
Allocate Initiate/ 

Status 

2 

6 
11 

10 

8 

9 

9 

Status/ 
Control 

Status/ 
Control 

Notify 
Notify 

MSS/DSS MSS/DSSMSS/DSSMSSMSS/DSSPLS/MSS 

SEO Test 
Controller 
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Parallel Test & Operations 
Points of View I 

Resource Planner 
Archive Manager, 

System Admin 

Develops a plan to 
implement test; 
Coordinates plan with 
Resource Planner 

Provides mode identifier to 
System Administrator and 
Archive Manager 
configuration 

Creates HP OpenView map 
and loads map into HP 
OpenView 

Establishes hierarchical 
directory structure within 
CDS based on mode 
identifier 

Identifies HW / SW 
resources, data sets, 
test driver, control 
files, and test 
procedures for test 
configuration 

Archive Manager sets up 
a hierarchical-based 
partition within the 
archiver based on mode 
identifier 

System Administrator 
sets up a hierarchical­
based partition within 
test associated 
databases and copies 
names of support data 
sets into established 
structure 

3 

Receives notification to 
test 
modification 

1 

Informs SMC of intended 
plan 
Assists System 
Administrator with test 
resource allocation 

2 

4 

Uses Planning 
Subsystem tools 

Uses MSS HP 
OpenView 

Uses MSS HP 
OpenView and 
CSS Cell 
Directory Service 

for test 

a data server 

SMC acknowledges 
intended plan 

RB3-7 
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Parallel Test & Operations 
Points of View II 

Resource Manager Archive Manager, 

SEO Test Conductor System Admin 

Test driver 
executes updated 
Data Server 
application. 
Server 
application(s) 
register within DCE 
CDS under test 
mode 

SEO Test Conductor 
Initiates Mode Management 
script from within HP 
OpenView window 

Mode Management script 
prompts for mode 
identifier, test driver name, 
and test driver host 
location; Resource 
Manager enters requested 
information 

Script initiates test driver 
on specified host within 
specified mode and 
environment 

7 Uses MSS HP 
OpenView 

5 Installs updated 
Data Server 
application and test 
driver onto Server 

Notifies SMC of start of 
test 

6 SMC acknowledges 
start of test 

Data Server 
Subsystem 
receives modified 
application and 
test driver 

Data 
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Parallel Test & Operations 
Points of View III 

Resource Manager Archive Manager, 
SEO Test Conductor System Admin 

Displays icon(s) on map in 
test mode window 

Monitors and 
controls Data 
Server test 
application 

HP OpenView detects 
termination of Data Server 
application and removes 
icon(s) from test mode 
window 

8 

SEO Test Conductor 
Monitors and controls Data 
Server test 

Acknowledges 
test completion 

Data Server application(s) 
register with HP OpenView 

Test executes according to 
test driver; all data and 
process interactions isolated 
to test mode 

After test completes, test 
driver terminates Data 
Server application 

9 
Test reads input data from 
file; writes data to 
archiver; and updates 
metadata database. 
it 
database for the same 
data; loads data from 
archiver; writes data to 
output file 

Resource Planner 
Notifies SMC of end of 
test 

11 

10 

application Then 
searches metadata 

SMC 
acknowledges 
end of test 
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Application Software Fault 
Context Setting 

Description 
•	 A software application has aborted because of a software error. The fault 

management software flags the problem, issues a trouble ticket and allows the 
application to be restarted. 

Assumptions 
• Software fault was intermittent to allow the application to be restarted 

Release B Features 
• None Release A functionality 

Drill Downs 
• Error Handling/Fault Management 
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Application Software Fault 

Functional Flow 

SNMP Agent 
receives SW 
Fault 

SW Fault is 
Identified 

Remedy (ARS) 
opens 
Trouble Ticket 

Application is 
re-started 

Trouble Ticket 
is “closed” 

HPOV returns 
Adv icon to 
its normal 
state 

Create CCR 

1 2 3 4 5 7 

MSS-Agent MSS-HPOV MSS-TT MSS-FM MSS-TTMSS-HPOV 
DDTS & 
OA Tools 

6 

Operator 

Resource 
Manager 

Operator 

DAAC 
Manager 

System Engineer 
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Application Software Fault 

Points of View I


2 

•The DAAC 
Manager acknowledges 
the Trouble Ticket and 

assigns a SE to 
investigate the cause 
of the SW termination 
by analyzing the 
event log and core 
dump resulting from 
the 
terminating. 

•The SE determines 
that the problem with 
the SW was a SW bug 
in the code that needs 

to be fixed. 

3 

SNMP Management Agent 
receives an EcEvent with a 
fatal severity level from the 
Advertising application 
service and forwards an 
SNMP trap to HPOV. 

HPOV alerts DAAC Resource 
Manager via a red color 
change of the Adv service 

icon on the GUI display. 

•ARS automatically submits 
a Trouble Ticket to the DAAC 
Resource Manager. 

•DAAC Computer Operator (CO) 
observers that the Advertising 
service icon on the HPOV GUI 
changes color to red. 
The CO will troubleshoot the 
the problem via the HPOV GUI by 
opening the event browser and 
performance collection windows 
to review collected statistics on 
the Advertiser servers. 
He determines that a memory 
protect violation has occurred. 

•CO uses HPOV GUI icons to verify 
that the other applications on HOST 
are executing normally. 

3 

SMC Monitors 
error 

SMC notes 
Trouble Ticket 

1 

Operator Resource Manager 
System Eng. 

Resource 

application 
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Application Software Fault 
Points of View II 

DAAC Manager
Operator Resource Manager 

•The DAAC Manager 
creates a CCR 
as software trouble 
report on the Advertising 
application and updates 
the status of the Trouble 
Ticket to “closed by CCR”. 

•The DAAC Resource 
Manager informs the 
SMC of the CCR on 
the failed software, 
along with all collected 
event log data on the 
failed Advertising service. 

6 

7 

HPOV returns the Adv service 
icon to green. 

•The CO initiates a re-start action 
for the Advertising service. 

•Management Sub Agent 
restarts the application and 
sends a start-up event to 
HPOV. 

•Fault Manager sends restart 
request to 
Advertising application service 
Sub Agent. 

•CO uses HPOV GUI icons to verify 
that the other applications on HOST 
are executing normally. 

4 

5 

SMC notes restart 

SMC notes closing 
of Trouble Ticket 

SMC informed of 
CCR 
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Cross-Site Schedule Conflict 
Context Setting 

Description 
•	 This scenario describes how a cross - site schedule conflict that can not be 

successfully resolved directly by the involved sites, is adjudicated by the ESDIS 
Chief Scientist� . 

Assumptions 
•	 A ECS system wide upgrade has caused a conflict in the delivery of data 

between sites. The two sites involved could not agree an a mutual solution to 
the scheduling problem 

Release B Features 
• Cross - DAACs schedule Adjudication 

Drill Downs 
• Cross - DAAC Planning 
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Cross-Site Schedule Conflict

Functional View 

DAAC 
Resource 
Planners 
Adjudicate 
Conflict 

4 

Planning 

Create 
Ground 
Event 

1 

Generate 
Candidate 
Plan 

2 

Planning 

Compare 
Plans & 
Report 
Dependency� 
Conflicts 

3 

Planning Planning 

Request 
Schedule 
Adjudication 

5 

Planning 

What-If 
Analysis 

6 

7 
8 9 10 11 

ESDIS 

12 

Directives 

ESDIS 

Policy 

13 14 
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Cross-Site Schedule Conflict

Points of View I 

Resource Planner Resource Controller Resource Planner 

DAAC “A” DAAC “B” 

ESDIS 

Resource Controller 
network software upgrade at 
DAACs “A” & “B”, and sends a 
proposed ground event. 

RP reviews ground 
Event Schedule and 
adds Software upgrade 
Ground Event into PLS 
Database. 

Resource Planner (RP) 
receives request 

PLS generates new 
candidate plan. 

RP reviews ground 
Event Schedule and 
adds SW upgrade 
Ground Event into PLS 
Database. 

Resource Planner (RP) 
receives request 

PLS generates new 
candidate plan. 

Plans are exchanged. Plans are exchanged. 

SMC receives copies of both plans 
RP Compares Plans and 
is satisfied. 

RP compares plans and 
reports a dependency� 
conflict to Resource 
Planner. 

Project authorizes an 
EBNET software upgrade. 

SMC receives authorization to 
schedule upgrade across DAACs. 

2 
2 

33 

1 

* 

. . 
(RC) requests 
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Cross-Site Schedule Conflict

Points of View II 

Resource Planner 
Resource Controller Resource Planner� 

ESDIS 

DAAC “A” DAAC “B” 

Resource Planners 
confer no obvious 
resolution is identified. 

Resource Planners confer 
no obvious resolution 
is identified. 

Resource Planner 
requests support for 
schedule coordination. 

SMC receives coordination request. 

Resource Manager attempts to 
reschedule upgrade sequence, and 
sends a new proposed schedule. 

PS incorporates 
Ground Events as before. 

Plans are exchanged. 

RP incorporates 
Ground Events as before. 

Plans are exchanged. 

SMC receives copies of both plans. 
RP Compares Plans and 
is satisfied 

RP compares plans and 
reports a dependency� 
conflict to Resource 
Planner. 

Resource Controller requests direction 
on priorities from ESDIS, and send 
high level schedule summaries. 

Resource Planner 
notifies SMC.. 

ESDIS receives 
reprioritization request, 
and associated scheds. 

Resource Controller reviews 
plans from both DAACs. 

99 

5 

8 

6 

4 
4 

78 

10 

11 

12 

. 
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Cross-Site Schedule Conflict 
Points of View III 

Resource Planner� Resource Controller Resource Planner� 

DAAC “A” DAAC “B” 

ESDIS 

Chief Scientist reviews 
schedule summaries 
against current mission 
objectives. 

Chief Scientist 
recommends a priority 
change at DAAC “A” 

Resource Planner 
receives priority change 
directive. 

PLS generates new 
candidate plan. 

New plan made 
available to DAAC “B” 
and SMC. 

RP Compares Plans 
and is satisfied. 

Resource Controller 
Plans and is satisfied. 

Resource Controller recommends 
Candidate Plan implementation.

Resource Planner 
concurs. 

Resource Planner 
concurs. 

SMC receives copy of directive. 

14 

13 

12 

1414 

. 

Compares 
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Extending ESDTs & Services for 
a Collection 

Context Setting 

Description 
• Extending ESDT definitions within the Data Server 

Assumptions 
• Preconditions--completion of data modeling for extended ESDT 
• Ops Concept assumptions--Data Specialist is responsible for ESDT 

testing, with limited testing by science end users 

Release B Features 
• AM-1 ESDTs 

Drill Downs 
• Adding New ESDTs and Services 
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Extending ESDTs & Services for 
a Collection 

Functional Flow 

Notification 

Extended 
ESDTs & 
Services 

1 

Incorporate 
Feedback 

5 

4 

Integrate 
ESDTs 
& Services 
into Test DS 

6 

Update
Operational 
Data Server 

Evaluation Data 

Feedback 

Receive 
Request 

QA & Ops 
Staff 

Test 

2 

Dev/Test Server Test Data Server Test Data Server Ops 

Limited 
Testing 

7 

3 

Data Specialist 

Data 
Specialist 

Data Specialist 

Data 
Archive 

Data Server 

Data 
Advertising 

Service
Archive 

705-CD-005-001/Day1 SM3-2 



Extending ESDTs & Services for 
a Collection 

Points of View 

SCF	 Data ITs 
Specialist 
& Ops. 

•Data Provider requests 
extension of existing 
ESDTs & Services for a 
collection. 

•Data Provider 
discusses and examines 
progress. 

• Feedback 

1 

4 

•The DS performs limited 
testing. 
services placed under CM 
control. 

•The DS 
to code and test the ESDTs & 
services. 

•CM change approved. 

2 

5 

3 

6 

•Data Specialist (DS) receives 
request from data provide.r 

•The DS 
ESDTs & 
Data Server framework. 

•Test Procedures executed. 

•Evaluation and feedback. 

•Feedback incorporated testing 
completed. Ops readiness 
activities completed. 

•Notifies user that the Server is 
restarting and the extended 
ESDTs and 
available. 

•Launches test Data Server interface. 

•Interacts with a local test Data Server. 

•Data Server lightweight test drivers & shells 
invoke the ESDTs & services. 

• Locally stored test data interaction. 

•Final testing and validation 

•Modifications formulated and passed to 
operational server. 
•Operational Data Server updated with ESDTs 
and 

•Modify test Data Server, create new instantiation 
with extended ESDTs and services. 

•Limited data access and limited user access. 

•testing occurs on “test” Data Server. 

•Feedback 

•Data Server advertises ESDTs & services. 
7 

New ESDTs and 

uses local resources 

integrates the new 
services into a Test 

services will be 

services. 

Testing by 
Instrument 
teams and 
selected users. 

User notices 
new service 
advertisement. 
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Collection Extension 

Context Setting


Description 
• Make Extended ESDTs Accessible to Science User Community 

Assumptions 
• Preconditions--SSAP Installed In Data Server and Processing 
• Ops Concept Assumptions--Infrequent Activity by DAAC Operations 

Release B Features 
• Accounting Setup 

Drill Downs 
• Advertiser 
• Billing and Accounting 
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Collection Extension

Functional Flow


Data 
Server 

Post 
Advertisement 

Communica­
tions 

1 

Register 
ESDT 
as a 

Resource 

Management 

3 

Establish 
ESDT in 
Account­

ing 
Data 

Server 

4 
Create 

Subcrib­
able 

Events 

2 

Data 
Server 

Establish 
ESDT 

Access 
Controls 

Data 
Management 

Update 
Replicated 
Database 

5 6 

Accounting Policy/Data 
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Collection Extension

Points of View


Data Specialist, & 
DAAC Accountant 

1 

2 •DS sets-up access controls 
on ESDT 

•Operations Staff 
Establishes 
Accounting 
Parameters 

•Browse advertisements 
for available services 
(Guide) 

•DS performs updates for 
replication of database 

3 

•Data Specialist (DS) 
Registers ESDT 

•Data Server posts subscribeable 
Events to Subscription Server 

•Data Management updates 
Replicated Database with Valids 
for Data Dictionary and Schema 
for LIMs, DIMs 

•Advertising posts Advertisements 
for availability determined by 
access privileges 

•Communication Subsystem 
provides Access Control Lists to 
Data Server 

•Data Server saves Access Control 
Lists locally 

4 

•Management Subsystem saves 
Accounting Parameters to 
Accounting System 

6 

•Data Server accesses 
Communications Subsystem 
registration object 

•Communication Subsystem 
registers ESDT as managed 
resource 

•Data Server exports ESDT Valids 
and Schema to Data Management 

•Data Server exports advertisements 
and access controls to Advertising 

5 

•DAAC Accountant adds 
accounting parameters 
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