4.2 System Monitoring

This section describes the system monitoring tools used by DAAC operators:

1. Big Brother — Better Than Free Edition
2. Hyperic System Monitoring Tool
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4.2.1 Big Brother - Better Than Free Edition

Big Brother - Better Than Free Edition (BTF) or Big Brother is a network monitoring and
notification COTS application. DAAC network administrators use it to monitor network devices
and the services on those devices and to get feedback on their network's performance. Big
Brother BTF provides the following capabilities:

Display - Big Brother displays status information as web pages or WML pages for
WAP/[Jenabled devices. These web pages have the systems monitored along the left hand
side of the page, the tests for each system across the top of the page. This results in a
matrix of color coded dots on screen. Green is normal, red indicates an alarm condition.
In addition, the background color of the status pages is always the color of the most
serious condition of any element being monitored at that time.

Architecture - Big Brother uses a client-server architecture combined with methods
which both push and pull data. Network testing is done by polling all monitored services
from a single machine, and reporting these results to a central location (the
BBDISPLAY). If you want local system information, you can install a BB client on the
local machine, which will send CPU, process, disk space, and logfile status reports in
periodically. Each report is time stamped with an expiration date (like milk). This lets us
know when a report is no longer valid, which is usually an indication of a more serious
problem.

Protocol - Big Brother sends all status reports from client to server over port 1984. What
other port would Big Brother use? The IANA has assigned Big Brother this port, and the
BB protocol itself is open. Limited support for SNMP trap handling is supported using
third-party plugins.

Platforms- The Big Brother servers and BBNET functions run on Unix/Linux, with a
scaled-down version for NT/Win2K is also available. Client software is available for

Unix/Linux, NT/Win2K/Win2003 while user contributed clients for Netware, Mac OS 9,
VMS, AS/400 and VM/ESA at http://www.deadcat.net.

Network tests - Big Brother includes support for testing ftp, http, https, smtp, pop3, dns,
telnet, imap, nntp, and ssh servers. Support for additional tests is easily added.

Local Tests - If you choose to install a BB client on a local machine, it will monitor disk
space, CPU usage, messages, and can check that important processes are up and running.

Notification - Big Brother has a sophisticated notification. You can notify based on
time-of-day, machine, or the test that failed. In addition there is support for an initial
delay before paging (useful to cut down on late night false alarms), page-only-every
defined amount of time, paging groups, acknowledgement, and escalation. Built in
support for e-mail paging, alphanumeric paging via Qpage or Sendpage, or numeric and
SMS pages.

History & Reporting - Big Brother supports reporting, which will allow you to determine
whether Service Level Agreements are being met. In addition, Big Brother provides
access to historical status information so you can see what the problem was at any given
time.
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e Plug-ins & Extensions - Big Brother supports plug-ins that can be written in any
language. In addition, there is a worldwide support community that has contributed
hundreds of plug-ins to monitor everything from Oracle Databases to CPU temperature
on Solaris machines (http://www.deadcat.net).

e Flexibility - Big Brother is very flexible. Warning and alarm levels are all easily
redefinable. The Web Display can be easily customized. We have hooks into other
products, like MRTG for bandwidth monitoring. Since you have the source code, you can
easily figure out what Big Brother is doing, and change it to suit your needs.

e Community - One of the best things about Big Brother is the community that has sprung
up around it. Over 2000 Brothers on the various mailing list provide quick and friendly
support and commentary.

The EMD Big Brother BTF Release Notes (914-TDA-232) provides one way of configuring Big
Brother. Details of the configuration described in the release notes and other ways are provided
in the documentation shipped in the Release Notes and media of Big Brother. The common Big
Brother functions used by the DAAC network administrators are listed in Table 4.2.1-1.

Table 4.2.1-1. Common ECS Operator Functions Performed with Big Brother

Operating GUI Description When and why to Use
Function
View network View icon color and Icon color indicate the To verify that all network
devices/services | on web GUI; view status of network devices | devices and services on
status quick status dialog and services. the devices are
box. operational. To ascertain

network devices and
services that are not
operating properly.

View network Logs and Report A set of reports that can To obtain status
devices/services | menus on GUI be viewed, printed, and/or | information about
performance its content transmitted to a | monitored devices and
data file. services.

4.2.1.1 Quick Start using Big Brother

Big Brother is a Web-based COTS application used to monitor network devices and services on
the EMD Production LANs. Big Brother capabilities are visible through the use of Big Brother
GUIs.

4.2.1.1.1 Invoking Big Brother

To view the Big Brother display GUI, the operator connects to the Big Brother server's URL in
an HTML browser such as Firefox or Internet Explorer. The URL will be the hostname of the
management server of the local site. For instance, at the DAACs, the URL would be
http://x4msl10.xxxx.ecs.nasa.gov/bb.
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4.2.1.2 Big Brother Main Screen

The main screen shown in Figure 4.2.1-1 shows an example of the main Big Brother page. The
main page is a matrix of host and monitored services.
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Figure 4.2.1-1. Big Brother Main Page

421.2.1 Menu Toolbar

The Big Brother Server Display web page has a "Toolbar" at the upper left portion of the main
page and sub-pages. This toolbar (Figure 4.2.1-2) has four icons which are explained below in
detail.

big brother

%= Q

Figure 4.2.1-2. Big Brother Toolbar
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ll Notification/Page Acknowledgement — Clicking on this icon navigates to a page where
administrators enter acknowledgment of events to pause notification alerts.

]
il Condensed View — Clicking on this icon toggles the main page view from "full" list of
hosts and services to a "condensed" view of hosts and services. The condensed view displays

only hosts and services that are displaying warnings or error conditions.

= L . - : o
Availability Report — Clicking on this icon provides access to the availability reports,
where an operator or administrator can investigate availability for a customized time-frame.

\L/ Help — Clicking on this icon will display a menu of help topics.

4.2.1.2.2 Indications of a Device or Service Problem

Big Brother automatically provides notification of host and service problems on any given host
listed in bb-host. A host's service icons will remain green if the host and its services are
responding to the Big Brother polls and the service is not impaired. If a host is down, or its
service(s) are impaired beyond the preset thresholds, the color of this host's service changes from
green (OK) to yellow (Attention) to a red (Critical Problem) animated starburst shape as shown
earlier in Figure 4.2.1-1. Table 4.2.1-2 explains the color codes an operator can further drill
down to find details of the condition that caused the impairment or outage, specifically in the
case of a service impairment where a level such as CPU, or disk space crossed a predefined
threshold. Figure 4.2.1-3 shows the Error Detail Page.

Table 4.2.1-2. Color Codes by Order of Severity

Code Description
" Red — Critical Problem
& Purple - No report - No report from this client in the last 30 minutes. The client
may have died.
3 Yellow - Attention - The reporting system has crossed a threshold you should
know about.
n Green - OK — Status of host or service is normal.

Clear - Unavailable -The associated test has been turned off, or does not apply. A
common example is connectivity on disconnected dialup lines.

& Blue - Disabled - Notification for this test has been disabled. Used when
performing maintenance.

s Acked - A current event has been acknowledged by one or many recipients. The
acknowledgement is valid until the longest delay has expired
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Figure 4.2.1-3. Big Brother Error Detail Page

4.2.1.2.3 Big Brother Reports

Big Brother logs changes in the network host' status and its monitored services. From the logged
data, Big Brother can create availability reports as shown in Figures 4.2.1-4 and 4.2.1-5

Big Brother Availability Report

-tD o Jun > 30~ | 2007 ~ | Display only critical events »

Generate Report |

Figure 4.2.1-4. Big Brother Availability Report Definition
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Figure 4.2.1-5. Big Brother Availability Report

The Reports menu, in Big Brother Toolbar, Figure 4.2.1-2., provides access to the different types
of reports and the variations of the reports. Refer to the Reports chapter of the Big Brother User's
Guide for explanations of these reports and the instructions for creating and adding new reports
to the Big Brother reports menus.

4.2.1.3 Required Operating Environment

The required operating environment is provided in the Big Brother BTF Release Notes posted on
the EMD Baseline Information System's web pages at your local site.

4.2.1.3.1 Interface and Data Type

For host ping (determination whether ae host is active on the network), Big Brother uses ICMP
(Internet Control Message Protocol) ping. For other service status collection from Big Brother
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client agents, service availability data is sent to the server via port 1984. In addition, Big Brother
server can be configured to retrieve information from each client's SNMP agent via standard
SNMP protocol ports: 161/udp for general purpose (request/response) communications, and
162/udp for trap.

4.2.1.3.2 Databases
Big Brother captures its event data in log files. .

4.2.1.3.3 Special Constraints
None

4.2.1.3.4 Outputs

Outputs from Big Brother come in the form of Availability Report, Group Reports, and Device
Reports. These items can be displayed on the monitor and/or sent to the printer.

4.2.1.3.5 Event and Error Messages

Big Brother logs network and service event information in event logs. It changes the appearance
of host's' icons on the main page to alert the operators and administrators something is not
working properly. Big Brother sends out other types of notifications to designated persons if it is
configured to do so. Refer to the Reports chapter of the Big Brother User's Guide for detailed
information about Big Brother event and message activities.

4.2.1.3.6 Reports

Big Brother produces three types of reports: Availability Reports, Group Reports, and Device
Reports.
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4.2.2 Hyperic System Monitoring Tool

4.2.2.1 Hyperic Overview

Hyperic is a computer system and network monitoring application software. The software
provides the ability to discover, organize, and monitor resources. The operator has the ability to
control software resources remotely and control actions allow operator to execute tasks (e.g.,
starting and stopping resources. Alerts can be set on metrics and a control action can be
configured to execute when an alert fires. Hyperic can respond to alerts in various ways such as
email and sms. Hyperic's rich web-based interface allows the operator to view, manage, and
configure resources.

Figure 4.2.2.1-1 shows the key components of Hyperic and how they fit together. The
information presented in this section can be found at http://www.hyperic.com.

e 1™ Q)
Database Agent

Resource Plugins

G Server

Extension Plugins Resource Plugins

A. Browser / User

oy

Figure 4.2.2.1-1. Hyperic Architecture

Note: Prior to Hyperic version 5.0, vFabric Hyperic was originally know as Hyperic HQ.

4.2.2.1.1 Hyperic Agent

Hosts being monitored with Hyperic must have the Hyperic Agent installed and running. The
agent will auto-discover software running on the host on startup and will periodically re-scan for
configuration changes. The agent gathers metrics, performs log tracking, and event tracking. The
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operator has the ability to perform control actions to start and stop servers. The Hyperic agent
will send all gathered information to the Hyperic Server. (Figure 4.2.2.1-1)

4.2.2.1.2 Hyperic Server and Hyperic Database

Information gathered by the Hyperic Agent is sent to the Hyperic Server and is stored in the
Hyperic Database. The server manages the software inventory and group of resources in useful
ways to ease monitoring and management. The server handles alerts and executes configured
notification and escalation processes. It handles actions initiated through the user interface or
through the Hyperic Web Service API. (Figure 4.2.2.1-1)

42213 User Interface

Hyperic provides a rich user interface for browsing inventory, viewing and visualizing metrics,
and managing your monitoring and alerting logic. The user interface home page, the Dashboard,
provides an overview of the software inventory changes, problem resources, recent alerts, and
metric charts.

4.2.2.1.4 Plugins
Hyperic capabilities can be extended with two types of plugins

1. Resource plugin - can be used to discover, monitor, and control software resources. It is
mainly used for resources that Hyperic does not support.

2. Extension plugin - can be developed to extend the user interface, develop scripts for
automating common processes, and develop web services interface with other
management systems.

4.2.2.1.5 Hyperic API

Hyperic also provides a web services API that enables user/plugins to programmatically access
all Hyperic Server data and functionality.

4.2.2.1.6 Hyperic Inventory and Access Model

A

Figure 4.2.2.1-2. Hyperic Inventory and Access Model
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Inventory is the sum of all the infrastructure's resources, which includes hosts, operating
systems, applications servers and their components, and other software.

Hyperic auto-discovers and classifies different resources into a hierarchy structure: platform,
server, and service. (Figure 4.2.2.1-2 section A)

e Platform is a hosting system (i.e., xxdpl01)
e Server is a software that runs on a platform (i.e. BMGTDispatcher OPS)

e Service is a component that runs in a server (i.e. PostgreSQL DBConnection), or is
associated with a platform (i.e. SSH, RPC, etc.)

There are two inventory types which can be configured by real users, (Figure 4.2.2.1-2 section
B).
e Application is a set of services. It reflects the performance and availability at the

application level.

e Group is a collection of resources. If the resources in a group are of the same type, it is
called a compatible group. Otherwise, it is a cluster. A compatible group can be
performed a control actions like start, stop, and restart with a single command on all its
members.

Group plays a fundamental part in Hyperic's access model. By grouping resources that should
have the same access requirements together and mapping groups and Users to Roles.
Administrators can control a user's access to specific resources in the inventory. These two
components are introduced in section 4.2.2.2.2.

4.2.2.2 Hyperic Basic Operations and Capabilities

4.2.2.2.1 Start/Stop Hyperic Server/Agents

e Start/Stop Hyperic Server: Hyperic Server is running on host x5iil01v.

ssh to host x51il01v

cd /usr/ecs/OPS/COTS/hyperic/server-5.0.0-EE/bin
./hg-server.sh start|stop

Even if Start command is executed successfully from the command line, it will take some time
for the Hyperic Server to be completely started.

During the Hyperic Server startup time period, you may see this page first when trying to log in:
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Figure 4.2.2.2.1-1. Hyperic Server is Starting up

Note: Refresh the page if it freezes (i.e., red warning box). At this point, the Hyperic Server may
not have started completely. After a few minutes, perform a restart:

e Start/Stop Hyperic Agent: Hyperic Agent is installed and runs on each host that is to be
monitored with Hyperic.

ssh to host
cd /usr/ecs/0PS/COTS/hyperic/agent-5.0.0-EE/bin
./hg-agent.sh start]|stop|restart]|status|dump|ping]setup

422.2.2 Users and Roles

422.2.2.1 Users

Hyperic allows customization of user accounts. A user can be assigned a role to manage access
to resources. Administrators can configure all user roles (Figure 4.2.2.2-1).

Recent Alerts:  04:25 PM - ActionDriver_DEV06 Up Welcome, HQ Sign Out Screencasts Help

V= b ric Hyperic 04:25 PM - InProcessingService_DEVIZ Up

Dashboard | Resources | Analyze

Administration

ik Authentication/Authorization

Users: List Users Roles: List Roles

New User... New Role...

Figure 4.2.2.2.2-1. List/Create Users and Roles
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Figure 4.2.2.2.2-2. Add New User Page

To configure a new or existing user, perform the following:

e List Users
Under the Administration tab click on "List Users" (Figure 4.2.2.2.2-1)

e Create a User

Step 1: Click "New User" (Figure 4.2.2.2.2-1).
Step 2: Input New User information then select "Ok & Assign User To Roles".

422222 Roles

A role in Hyperic is defined as a permission level to a resource as Full, Read-Write, Read or
None. The system has been designed in such a way as to shorten the actual process of assigning
permissions to roles. An administrator creates roles to limit a user's permission to view, monitor,
modify, create, or control resources within Hyperic.

NOTE: In Hyperic, the permission assigned to an inventory type creates a distinction between
the right to manage and create alert definitions. For example, a 'full' permission role allows user
to create, edit, and view, as well as perform operations for alert definitions on platforms.

e List Roles
Under the Administration tab click on "List Roles" (Figure 4.2.2.2.2-3)

e Create a Role
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Step 1: Under the Administration tab click on "New Role..." (Figure 4.2.2.2.2-1)
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Figure 4.2.2.2.2-3. Add New Role
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g
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Figure 4.2.2.2.2-4. Role Configuration Page
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Figure 4.2.2.2.2-5. Add Users to Role

Step 2: Complete the New Role form click "Ok" (Figure 4.2.2.2.2-3)

Step 3: Ensure successful creation of Role, then click button to add users to the Role (Figure
4.2.2.2.2-4)

Step 4: Select the users to add to the Role. Users will appear in the left pane. When all desired
users have been added to the Role select "Ok" (Figure 4.2.2.2.2-5)

Step 5: Select the groups to assign to the Role. Only after groups are assigned to a Role, can the
permission of that Role be applied properly. (Refer to 4.2.2.2.8 Groups)

4.2.2.2.3 Auto-Discovering Resources

Auto-discovery is a feature where Hyperic collects resource-specific details about an
environment. This feature will discover all resources running on a host which includes operating
systems (platforms), servers, and services. An auto-discovery list is created and displayed on the
user's dashboard so users can add discovered resources into Hyperic's inventory. Auto-discovery
scans the environment periodically for new resources and can detect key changes to resources
that are already in the inventory.

Step 1: View the dashboard and locate the auto-discovery pane (Figure 4.2.2.2.3-1)
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Figure 4.2.2.2.3-1. Dashboard Page

Step 2: Auto-Discovery will display any new resources (Figure 4.2.2.2.3-2).
Alto-Discovery [
Resource Hame Status  Changes
E} fdeildl.hitc.com - Bed Hat Erterprize Linux 5 modified =erver set changed
Apache Tomcat B0 footsfecsiOPS/ICOTSomeat-6 016 modified none

Add to Imentory Skip Checked Resources

Figure 4.2.2.2.3-2. Auto-Discover List

Step 3: Select the resources to permanently add to the Hyperic Inventory and click "Add to
Inventory" (or "Skip Checked Resources" to bypass the monitor specific resources).

Note: When a new custom plugin is deployed it will be auto-discovered and appear in the auto-
discovery pane. Administrators must choose to add the resource to the Hyperic inventory to

begin monitoring the resource.
4.2.2.2.4 Add New Resources
Hyperic provides two ways to add new resources:

1. Hyperic can auto-discover standard resources it monitors and allow the users to add the
resources into its inventory through the auto-discover list. To add a custom resource, the
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user first needs to generate the custom plugin xml or jar file and deploy it. See section
1.8, Resource Plugin. Once deployed, Hyperic will auto-discover the resource and put the
resource in the auto-discover list.

2. Resources can be manually added to a new platform. The user would go to the Browse
Resource page, click on "Tool Menu" and select "New Platform". To add a new server or
service, the user would first select a platform from the Browse Resource page. In the
platform resource page click on "Tool Menu" and select either "New Server" or "New
Service".

Note: Before some resources are added to the Hyperic inventory and can be monitored, required
configuration must be completed.

42225 View Resources

4.2.2.2.5.1 Viewing a Resource

Step 1: Select the "Browse" option from the drop-down menu when hovering over the
"Resources" tab (Figure 4.2.2.2.5-1)

rocess Up Welcome, HQ  Sign Ot Scre
V- QuickServer_DEVIZ Up

vFabric Hyperic

Browse
| Selecta Dashboard hgadmin =l
Currently Down
i Recently Viewed »
Resource Name Status Changes
Resource Name Platforms < @
‘ Il | @  T5il0lvedn ecs nasa gov - Red Hat Enterprise Linux 6 modified  server set changed
Apache 2.2.27 Jusilecs/OPSICOTS!. /contihtipd.conf new /A
Saved Charts Y
Add to Inventory ‘Skip Checked Resources
Ry aaced T e mectiee Tree ey Mo

No resources to display Noresources to display, please click the 'q'i} icon above to add resources to portlet.

Updated: 11:31 AM

Resource Type Availability

Figure 4.2.2.2.5-1. Resource Browse Link

Step 2: Select the type of resource (Platform, Server, Service, Compatible Group, Mixed Group,
and Application) (Figure 4.2.2.2.5-2)
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Recent Alerts:  11:35 AM - InProcessingService_DEV0S Up

vEabric Hyper’ic A e Welcome, HQ Sign Out Screencasts  Help

Dashboard Analyze | Administration

Platforms > All Platforms

Tools Menu =1

Search: |Keywﬂrds | ‘ All Platorm Types _-|| ‘ All Groups ;” [Clunavailable [ JownedbyHQ Mawch: Cany @an [

Piatiorms (6) | Servers (229) | Services (3685) | Compatible GroupsiClusters (0] | Mixed Groups (2) | Applications ©0)

O Plarform 4 Plarform Type Description Availability

[JHEME  #4dbl3.ednecs.nasagov Linuzx Red Hat Enterprise Linux 5 [~]

OHAMEA  fsdplolvednecsnasagov Linusx Red Hat Enterprise Linux & [~]

[JEMBA  fseildlvedn.ecs.nasagov Linux Red Hat Enterprise Linux & [~]

OOAMEA  siilivedn.ecs.nasagoy Linux Red Hat Enterprise Linux 8 (-]

COHAMBA  5msi2vedn.ecs.nasa gov Linux Red Hat Enterprise Linux & @

[JEME  {5omi0lvednecs.nasagav Linux Red Hat Enterprise Linux & @
Total: 6 ltems Per Page:

Figure 4.2.2.2.5-2. Choose Resource Type

Step 3: Select the resource you want to view

422252 Resource View

| Inventory Alert Control Views

Figure 4.2.2.2.5-3. Resource Tabs

Monitor Tab

The monitor tab is the default resource view. The monitor tab allows users to view the
availability and current metrics being collected for a resource. This view will give insight into
any problems with the resource. (Figure 4.2.2.2.5-4)
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Recent Alerts:  11:55 AM - Sendmail B.x Down

vFabric Hyperic 1155 AM - IngestServiceMonitor_DEVES Up

Analyze | Administration

Browse » f5dpl0lv.edn.ecs.nasa.gov InPollingService_OPS

Description: Owner: HQ Administrator (hgadmin) - Change...
MapE| Tools Menu &
| Inventory Alert | Control Views
|
Metric Display Range: 4 Last 4  ~| | Hours ~||[@ Advanced Settings
[ RESOURCES ™\ __ [ moicators ™ IEGITTN 0N, |
|
Soniicen Indicator Charts | Show Last 8 Hours View: | Update Default =] u
No health data is avaidable for this resource. =
O O O O O O R O L OO, 54.3% — Availability
[[] Host Platform Avail 4 w |2
[[] 1sdpiiv.edn.ecs.nasa gov e ¢ fCpull Iix =
: (InFollingService_OPS) LOW: 0.0% AVG: 0.7% PEAK: 0.8%

Select Resources above & p
click bunon 10 view mewics @ 100
Problem Metrics = || 00B  Alerts ~

Availability 0 17 o0 2ey

e sres sees Sses SEes Sees SEes Sess Sees sess sees seee we ()

24 Memory Size T lx
(InFollingService_OPS) LOW 20GE AVG: 2.0GB PEAK 2.0GB

& NumOpenAlerts Tix
(InFollingService_oPs) LOW 2.0 AVG: 2.0 PEAK 20

e Eres s EEEs SEEE SEEE EEEE EeEs Ehes EEEs s eees e

(=]
Q@ e & [ee oo G0 9 00 09 Events/Logs Tracking

Figure 4.2.2.2.5-4. Resource Monitor Page

Inventory Tab

The inventory tab allows a user to view and edit various properties of a resource.
(Figure4.2.2.2.5-5)
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Recent Alents: 1210 PM - QuickServer_DEVO8 Up

VFabriC Hyperic 12:10 PM - OrderManager_DEVI2 Up

Analyze | Administration

Browse » {5dpl0lv.edn.ecs.nasa.gov InProcessingService_OPS

Description: Owner: HQ Administrator {hgadmin) - Change...
MapE| Tools Menu &
| Monitor iy e Alert | Control Views

General Properties

Description: Date Created: 09/15/2013 03.08 PM
Date Modified: 09152013 03 08 PM
Resource Type: InProcessingService_OPS Modified By: HQ Administrator (haadmin)

EDIT...

"Type & Host Properties
Install Path: /cuStem/ecs/OPSICUSTOM/bin/DPL

IEcDIInProcessingService Host Platform: fSdpl01vedn.ecs.nasa gov

EDIT...
Total Services: 0
Services By Type:
E Service a Service Type Description Availability

Total: 0 kems Per Page:

‘Groups containing this resource
[[] Group & Description

ADD TO LIST... Total: 0 kems Per Page: | 15 ~|
Configuration Properties
Shared

Args.0.eq=/usriecs/OP SICUSTOM/bin/DPL

hools/common/hyperic/utilities
Process.auery i cbiinProce ssingService,State.Name.Pne=EcDlInProcessingService

IOPS-EcMsSmiInProcessingMetrics
ftoolsfcommonihypericiutilities

seript

hours: 24 PrOGIAM | ps EcMsSmBase Control
Monitoring
RMI.W_l[mizmi)h lalse nrver.’l(q_lmk.leve’lﬁErwr
server.log_track.include server.log_track.exclude
serverlog_track files server.config_trackenable true

Figure 4.2.2.2.5-5. Resource Inventory Page

Alert Tab

The alert tab displays the alert history for a resource. Under this tab a user is able to define a new
alert or edit an existing one. (Figure 4.2.2.2.5-6)

Recent Alerts: 12 1 -QuickServer_OPS Up Welcome, HQ SignOut Screencasts Help

vFabric Hyperic 1215 PH - InProce ssingService, OPS Up

Dashboard Analyze | Administration

Browse » fodpl0lv.edn.ecs.nasa.gov InProcessingService_ OPS

Description: Owner: HQ Administrator (hgadmin) - Change...
Mapi| | Tools Menu =
Monitor “ Inventory I—, 2 ,—1 Control Views
[ hiets || conngure |
- 08142014 b [ cick e @ con 10 2
[] Priority Alert Date ¥ Alert Definition Alert Condition Actual Value Fixed Ack
- Medium 08/14/2014 01:20 PM InProcessingService_OPS Down Availability 1= 100.08 0.0% Yes
- Medium 08/14/2014 0715 AM InProcessingService_OPS Up Availability = 100 0% 100 0% Yes
- Medium 08/14/2014 06:35 AM InProcessingService_OPS Down Availability 1= 100 08 0.0% Yes

o | _acknowience | Total: 3 ltems Per Page:

Figure 4.2.2.2.5-6. Resource Alert Page
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Control Tab

The control tab displays all of the defined control actions for a resource. A user can manually
execute a defined control action or schedule one to be executed from the control tab. Under this
tab a user is also able to define a new control action or edit an existing one. (Figure 4.2.2.2.5-7)

Recent Alerts:  12:25 PM - QuickServer_OPS Up Welcome, HQ SignOw Screencasts Help

vFabric Hyperic 1225 PM - ActionDriver DEVEZ Up

Dashboard Analyze | Administration

Browse » i5dpl0lv.edn.ecs.nasa.gov InProcessingService_OPS

Description: Owner: HQ Administrator (hgadmin) - Change...
Mapi|  Tools Menu &
‘ Monitor | Inventory | Alert i al Views
‘ [ cureent || History |
Control Action: EcDlInProcessingService Stan Description:
Command State: Completed Date Started: 09/17/2013 07:26 PM
Command Status: Password Date Scheduled: 03/17/2013 07:26 PM

Elapsed Time: 3 6455
Clear Status Detail

Quick Control - Quick Control Actions will accur after the current Contral Action.

e E——

Quick Control Actions will be done in parallel to all resources.

Control Action Schedule - Click "New " below to schedule a Control Action

[] Control Action & Next Fire Date Scheduled Description

NEW.. Toml: 0 kems Per Page:

Figure 4.2.2.2.5-7. Resource Control Page

42226 Alert and Control Actions

42.2.2.6.1 Alert

An alert is a set of rules that a user defines that tells Hyperic how to detect a problem with a
given resource. The rules that can be defined for an alert can be:

e A metric value or event that triggers the alert

e What to do when the specified measurement or event is reported:
0 Email and SMS notifications

Generating OpenNMS traps

Escalation schemes

Execute a custom script

Execute a control action

O O 0O O o

Notify specific Hyperic roles and/or users

e C(Creating an Alert

In order to create an alert for a resource you must create an alert definition that will
define the conditions that should trigger an alert to fire.
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Step 1: Navigate to the detailed view of a resource (See section 1.4 View Resource) and
select the Alert tab. (Figure 4.2.2.2.6-1)

Recent Alerts:  12:15 PM - QuickServer_OPS Up Welcome, HQ SignOwt Screencasts Help

vFabric Hyperic 12.15 PW - InProcessingService, OPS Up

Dashboard Analyze | Administration

Browse » fodpl0lv.edn.ecs.nasa.gov InProcessingService_OPS

Description: Owner: HQ Administratar (hqadmin) - Change..
MapiE|  Tools Menu &=
‘ Monitor ‘ Inventory Control Views
Alerts || Configure
o 0811472014 » [] " & icor
[] Priority Alert Date ¥ Alert Definition Alert Congiition Actual Value Fixed Ack
1 Wedium 08/14/2014 01:20 PM InProcessingService_OPS Down Availability 1= 100.0% 0.08 Yes
1~ Wedium 08/14/2014 07:15 AM InProcessingService_OPS Up Availability = 100.0% 100.0% Yes
1~ Wedium 08/14/2014 06:35 AM InProcessingService_OPS Down Availability 1= 100.0% 0.0% Yes

_ruren | _scknowenae | Total: 3 ltems Per Page:

Figure 4.2.2.2.6-1. Resource Alert Page

Step 2: Select the "Configure" button (Figure 4.2.2.2.6-2)

Recent Alents:  12:15 PM - QuickServer_OPS Up Welcome, HQ SignOwt Screencasts Help

vFabric Hyperic 12.15 PW - InProcessingService. OPS Up

Dashboard Analyze | Administration

Browse » fSdpl0lv.edn.ecs.nasa.gov InProcessingService_OPS

Description: Owner: HQ Administrator (hqadmin) - Change..
MapiE| | Tools Menu =)
‘ Monitor | Inventory 7 Control Views
Alerts I Configure I
f 0811412014 p» [] fee)
[] Priority Alert Date ¥ Alert Definition Alert Congiition Actual Value Fixed Ack
1~ Wedium 08/14/2014 01:20 PM InProcessingService_OPS Down Availability 1= 100.09 0.0% Yes
11~ Wedium 08/14/2014 07:15 AM InProcessingService_OPS Up Availability = 100.0% 100.0% Yes
11~ Wedium 08/14/2014 06:35 AM InProcessingService_OPS Down Availability 1= 100.0% 0.0% Yes

e | _acknovenoe | Total: 3 Items Per Page:

Figure 4.2.2.2.6-2. Resource Alert Configure Page

Step 3: Select the "New..." option (Figure 4.2.2.2.6-3)
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" : Recent alents: 01:05 PM - QuickServer_DEVIS Uj e HQ SgnOuw Screen
vFabric Hyperic o1 :

°M - BMGTDispatcher_DEVEB Up

Dashhoard Analyze | Administration

Browse » 15dplDlv.edn.ecs.nasa.gov » 15dpl0lv.edn.ecs.nasa.gov InProcessingService_OPS

Description: Owner- HQ Administrator (hqadmin) - Change..
MapE| Tools Menu &
| Monitor | Inventory |yl Control Views
‘ | aerts || configure | |
D Alert Definition & Description Date Created Last Modified Active
D * InProcessingService_OPS Down InProcessingService_OPS is down Alert 0Y16/2013 06:34 PM 11/21/2013 01:.08 PM Yes :j’
D * InProcessingService_OPS Up InProcessingService_OPS is back up Recovery Alert 09/16/2013 06:34 PM 11/21/2013 01:08 PM Yes

Total: 2 ltems Per Page:

* Resource Type Alert Definitions (cannet be deleted)

Figure 4.2.2.2.6-3. Add New Alert Definition

Step 4: Complete the Alert Definition Form and Select "Ok" (Figure 4.2.2.2.6-4)

] . - Sendmail 8.x U Q Sign Ou
vFabric Hyperic - e

Screencasis Help
- ActionDriver_DEV0Z Up

Dashboard Analyze | Administration

Edit f5dpl01lv.edn.ecs.nasa.gov InProcessingService_OPS: New Alert Definition

Name: | processing Service Down #Priority: [ m_pigh |
Description [The Processing Service is Unavailable * Active: @ ves
No
* If Condition: OMemc:| Availability ;”
\9@\5‘ <(lessthan)  -|[100 | (absolute value)
O\s‘ > (Greater than) ;||| \%m \ Selecl... ;||

(Ovalue changes

® control Action: \ EcDiInProcessingSernviceStart ;|| = (Equal to) \ Completed ;||
OEvemstugs Level: and match substring (optional. 150 chars max): l:l
O Config changed and match file name (optional, 150 chars max) |:|

Add Another Condition:

Recovery Alert: fur‘ InProcessingService_OPS Up ;”

*Enable Action(s): ®) Each time conditions are met

Oonos every [T ] times conditens are matwitin a ima perod o | [minutes =]

Enable Action Filters: [_|Generate one alert and then disable alert definition until fixed

[Cloisregard contral actions that are defined for related alerts.

Configure Actions for this Alert Definition after clicking "OK"

09/12/2014 01: 14 PM  hyperic About Hyperic Version 5.0.0 Copyright @ 2004-2012 VMware, Inc. www_hyperic.com

Figure 4.2.2.2.6-4. Configure Alert Definition

4.2.2.2.6.2 Control Actions

Control actions are user defined actions that can control the status or function of a server or
service. Actions such as "start", "stop", and "restart" are examples of typical control actions.
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Hyperic allows users to define their own control actions via custom scripts that are not tied to the
Hyperic system.

Creating a Control Action
See section 4.2.2.4.2.3, Polling Server.

4.2.2.2.6.3 Recovery Alerts

In order to automatically mark an alert as fixed once the problem is resolved, a recovery alert
must be configured. For details on how to configure a recovery alert see section 4.3, Polling
Server.

4.2.2.2.6.4 Hierarchical Alerting

Hierarchical Alerting is a function of Hyperic that would reduce a number of similar alerts from
firing from a single root cause from a resource hierarchy. The objective of hierarchical alerting is
to guarantee that the operations teams are not overloaded with multiple alerts resulting from the
same root cause.

For example, when a server reports that a resource with an active alert definition is down,
Hyperic checks whether its parent (platform is the parent of a server, server is the parent of a
service, etc.) in the resource hierarchy is up or down. Hyperic will then generate an alert in
accordance with its definition only in the following situations:

e  Whenever the parent is available

e Whenever the parent is unavailable and there is no active single-condition alert definition
on its availability

Disabling the 'Global Alert Properties' section

Hierarchical alerting is enabled by default. To disable the alerting feature please follow the
following steps:

Step 1: Click on the administration tab of the Hyperic home. (Figure 4.2.2.2.6-5)

5 . ” a ActionDriver_DEVIG Up
vFabric Hyperic 2:45 PM - InProcessingServics_ DEVEZ Up
Resources | Analyze | Administration
| Selecta Dashboard hgadmin =l
_ [AutoDiscovery — ','“
e =i B Re: Na Stats Cha
Resource Name —l Platiorms =l (] i - ot

@  f5illvednecs.nasagov - Red Hat Enterprise Linux 6 modified  server set changed
Apache 2227

Skip Checked Resources

eonthtipd conf new NiA

Figure 4.2.2.2.6-5. Hyperic Main Page
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Recent Alerts: 02:50 PM - IngestServiceMonitor_TS3 Up Welcome, HQ  Sign Out S

vFabric Hyperic PM - ActionDriver_TS3 Up

Dashboard | Resources | Analyze

Administration

b Authentication/A uthorization

Users: List Users Roles: List Foles
Mew User... New Role.
E# HQ Server Sentings
Settings: HO Server Settings - Change settings for small i data compl database and services

Monitoring Defaults - Define monitoring and alerting policies for the entire environment
Escalation Schemes Configuration - Defire giobal escalation schemes that can be applied to individual alerts
Plugin Manager - Manage Hyperic product plugins running in your enviranment

HQ Health

Groovy Console

[new plugin] bpconfig

MNetwork and Host Dependency Manager
HQ Web Services Api

tc Server Command-line Interface

f vFabric Hyperic License Information

Expires: Never
Platform Limit: 15

## Licenses Usage Status (Current Number OF Platforms | Total Platform Limit)

Platform usage: §/15 (2

Figure 4.2.2.2.6-6. Hyperic Administration Page

Step 2: Click on the HQ Server Settings on the Hyperic Administration Page. (Figure
4.2.2.2.6-6)

Step 3: On the Edit HQ Server Settings page find the Global Alert Properties section. (Figure
4.2.2.2.6-7)

vFabric Hyperic 1~ ActionDriver_DEVDS Up
Analyze | Administration Underline (Ctel+ U
Underline the selected text.

Edit HQ Server Settings

NOTE: Any changes to HQ Server Settings will take effect after the next server restart.

Base URL: | httpii/fSiil01lv.edn.ecs.nasa
From Email Address: | hgadmin@edn.ecs.nasa.g

HQ Version and Security Announcements: (il @Major Olone

Data Manager Configuration Properties
Run Database Mai! Every: |1 hours

Delete Detmiled Metric DataOkler Than: [2 | days

Reincex Metric Data Tables Nightly: (®ves Ono

Email Configuration Properties

Delete Alerts Older Than: | 31 days

Delete Events and Logs Older Than: days

Global Alert Properties

NOTE: Any saved changeswill take eflect inmediately and remain in effect after the next server restart

Alerts ®on CoFF

Alert Notifications @on CoFF
Hierarchical Alerting @on CoFF

Matification Throttling Configuration Properties
Notification Thromling (Con @orFF

Threshold [ | Ma

Figure 4.2.2.2.6-7. Editing the HQ Server Settings
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Step 4: To disable the Hierarchical Alerting simply select the OFF radio button of the
Hierarchical Alerting field and click on OK to save the changes.

The change takes effect immediately without need to restart the Hyperic Server. The setting will
persist through Hyperic Server restarts.

When hierarchical alerting is enabled, Hyperic will process alerts as described above, leveraging
its built-in knowledge of how each resource fits into Hyperic's three-level (platform-server-
service) inventory model without requiring additional configuration.

4.2.2.2.6.5 Alert Notification Throttling

You can configure the Hyperic Server to throttle back alert notifications if there are myriad of
alerts generated. You can thus configure a maximum number of notifications that Hyperic will
issue within a fifteen second interval. When that threshold is reached, Hyperic will stop sending
individual alert notifications. Instead, Hyperic will send a rollup notification to designated
notification recipients. Hyperic continues to evaluate alert volume, and continues to throttle
notifications until alert volume decreases sufficiently. Rollup notification e-mails are sent every
10 minutes and indicate whether or not throttling will continue.

Enabling Alert Notification Throttling
Step 1: Click on the administration tab of the Hyperic home. (Figure 4.2.2.2.6-8)

Y : ecent Alerts:  (2°45 PM - ActionDriver_DEVDS Up
vFabric Hyperic [:45 PM - InprocessingService_DEVR2 Up
Resources [ Analyze | Administration
[&Ieﬂnnlshmn‘l hgadmin =]

Resource Name Swatus Changes
@ f5i0lvedn ecs.nasagov - Red Hat Enterprise Linux 6 modified server set changed
[ Apache 2.2.27 ustiac

SIOPSICOTS/ . Jeont/hitpe
i

tpd cont new NiA

Figure 4.2.2.2.6-8. Hyperic Main Page

Step 2: Click on the HQ Server Settings on the Hyperic Administration Page. (Figure
4.2.2.2.6-9)
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PM - Inge stServiceMonitor_TS3 Up Welcome, HQ  Sign Out  Sc

vFabric Hyperic B PM - ActionDriver_TS3 Up

Dashboard | Resources | Analyze

Administration

b Authentication/A uthorization

Users: List Users Roles: List Foles
Mew User... New Role
E# HQ Server Sentings
Settings: HO Server Settings - Change settings for small i data compl database and at ation services

Monitoring Defaults - Define monitoring and alerting policies for the entire environment
Escalation Schemes Configuration - Defire giobal escalation schemes that can be applied to individual alerts
Plugin Manager - Manage Hyperic product plugins running in your enviranment

HQ Health

Groovy Console

[new plugin] bpconfig

MNetwork and Host Dependency Manager
HQ Web Services Api

tc Server Command-line Interface

f vFabric Hyperic License Information

Expires: Never
Platform Limit: 15

## Licenses Usage Status (Current Number OF Platforms | Total Platform Limit)

Platform usage: §/15 (2

Figure 4.2.2.2.6-9. Hyperic Administration Page

Step 3: On the Edit HQ Server Settings page find the Notification Throttling Configuration
Properties section. (Figure 4.2.2.2.6-10)

Step 4: To turn on the feature, Under the Notification Throttling Configuration Properties click
on the ON radio button under the Notification Throttling. Once that has been selected, one can
select the maximum number of individual notifications per 15 second interval, and can also
specify email addresses as to where those notifications should be sent.
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PM - ChecksumServer_DEVDS Up Welcome, HQ SignOut Screencasts Help o

vFabric Hyperic ’ PM - ActionDriver_DEVI6 Up

Dashboard | Resources | Analyze | Administration Underline (Ctrl-+L)

Underline the selected text,

Edit HQ Server Settings

NOTE: Any changes to HQ Server Settings will take efiect after the next server restart

Base URL: | hitp/A5iil0lv.edn.ecs.nasa
From Email Address: | hgadmin@edn ecs nasa g
Announcements Properties

HQ Version and Security Announcements: ()l @Wajor ONane
Data Manager Configuration Properties

Email Configuration Properties

Run Database Mai Every: hours

|

Delete Detailed Metric Data Older Than: days
Reindex Metric Data Tables Nightly: @yes Ono

Delete Alerts Okler Than: | 3 days

II

Delete Events and Logs Older Than: | 3 days

Global Alert Properties
NOTE: Any saved changes will take effect immediately and remain in effect after the next server restart.
Alerts. @on Corr
Alert Notifications (@onN (COFF
Hierarchical Alerting ®on (CoFF

Notification Throttling Configuration Properties.

Notification Throttling (_JON @OFF

Threshold |:| Meximom number of bdividuel nadications: per
Motification Email(s) l:l “omma-separated list of emall addresses f

Figure 4.2.2.2.6-10. Editing the HQ Server Settings

4.2.2.2.7 Configuration Tracking

Configuration tracking notifies users of changes of selected files within an environment. This
feature continuously compares an original version of a file with the current version to see if any
changes have occurred. An alert can be triggered when a file is changed. The files that are
tracked by Hyperic must have the appropriate permissions to allow the Hyperic agents to access
them. Also, resources that are capable of configuration tracking are usually limited to platform or
server types.

4.2.2.2.7.1 Enable and Configure “Configuration Tracking” for a resource
Step 1: Follow the steps to view a resource and select the "Inventory" tab. (Figure 4.2.2.2.7-1)
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Process Up

vFabric Hyperic e

Dashboard Analyze | Administration

Browse » 15dpl0lv.edn.ecs.nasa.gov
Return to f5dpi0ivedn ecs nasa gov

Description: Red Hat Enterprise Linux & Owner: HQ Administrator (hgadmin) - Change...

Secondary DNS: 172.28129.37 Defaul Gateway : 172281291 Vendor : Red Hat
Vendor Version : Enterprise Linux & IP Address : 172.28.129.23 Primary DNS: 172.26.128.209
CPU Speed - 4 @ 2200 MHz (1x4) OS Version : 2 63235821 el6x86_64 RAM : 15852 MB

Architecture © x86_64

| MapB]| | Tools Menu B

‘ Monitor |i-—_-uk-:_‘,-,w,-)_w »q

Alert | Views

S i :

Description: Red Hat Enterprise Linux 6 Date Created: 09/15/2013 02:36 PM
Location: Date Modified: 08/25/2014 12:00 PM
Resource Type: Linux Modified By: HQ Administrator (hgadmin)
EDIT...
Platform Type: Linux Fully Qualified Domain Name: {5dpl0lv.edn.ecs.nasa.gov
Agent Connection: 172.28.128.232144

IP Address: 172.28129.23 Netmask: 255.255.255.192

MAC Address: 00:50:56:8E:5F:01
IP Address: 192.168.1.160 Netmask: 255.255255.0

MAC Address: 00:50:56:8E 5F 02
IP Address: 127.0.0.1 Netmask: 255.0.0.0

MAC Address. 00.00:00.00.00.00

EDIT...

Figure 4.2.2.2.7-1. Configuration Tracking Inventory Tab

Step 2: Scroll down the page to the Configuration Properties section and select "Edit..." (Figure
4.2.2.2.7-2)

Configuration Properties

Shared
[This resource does not have any shared Configuration Propertes

Monitoring
platform.log_trackenable true plarform.log_track.level Warn
platform.log_trac k.include platform.log_track.exclude

platform.log_track files platform config_trackenable true
platform.config_track files
EDIT...

Figure 4.2.2.2.7-2. Configuration Properties

Step 3: Follow the instruction on Configuration Tracking page to complete the form. (Figure
422.2.7-3)
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Recent Alens:  12:25 PM - ChecksumServer_DEV0S Up Welcome, HQ SignOut Screencasts Help

vFabric Hyperic 1225 PM . Apache Tomcat 70 Up

Analyze | Administration s |

fSdpl0lv.edn.ecs.nasa.gov

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
This resource does not have any shared Configuration Properties.
Monitoring
platform.log_track.enable platform.log_track.level
Enable Log Tracking Track event log level LU ;I
platform.log_track.include ‘ platform.log_track exclude
Log Pamiern Mach Log Pamern Exclude
platform log_trackfiles ] platform.config_track.enable =
Log Files J Enable Config Tracking ]
plarform.config_track files echosts "

configuration Files
General Log and Config Track Properties

Enable Config Tracking - Check to enable config tracking

Configuration Files - Comma delimited list of configuration files to track. Relative files are resolved to/.

Enable Log Tracking - Check to enable log tracking.

Track event log level - Only track events of level greater than or equal to this level. Order is: [Error, Warn, Info, Debug]

Log Pattern Match - Include messages that match the given regular expression. The given pattern can be a substring to look for in log messages or a regular expression. See
java.util.regex.Pattern.

Log Pattern Exclude - Exclude messages that match the given regular expression.

® |og Files- Comma delimited list of log files to track. Relative files are resolved to/

Figure 4.2.2.2.7-3. Configuration Properties Form

NOTE: Although custom plugins have been defined to track configuration files it will not occur
automatically when the plugin is deployed. The user must manually accept the configuration
properties through the Hyperic Ul the enable configuration tracking.

4.2.2.2.7.2 Configure “Configuration Tracking” Alert
Step 1: Follow the steps to create a new Alert
Step 2: Select the alert condition "Config change and match file name" (Figure 4.2.2.2.7-4)

4.2.2-23 609-EED-001, Rev. 03



Recent Alerts:  (3:05 PM - InProce ssingService DEVIS Up Welcome, HQ SignOut  Screencas

vFabric Hyperic 5 PM - QuickServer, DEVOG Up

Analyze | Administration

Edit f5dpl01v.edn.ecs.nasa.gov: New Alert Definition

Alert Properties

Description: | Track configuration changes * Active: @ ves
Ono
Condition Set
* If Condition: OMetrlc:| Select.. ;||
\)@\5 = [(Greater than) ;[ (absolute value)
Ois| » (Greater than) =l % of | Select... ;||

Ovalue changes

Olnventory Property value changes

OEvemstDgs Level | Any ;I and match substring (optional, 150 chars max)
I @Canf\g changed and match file name (optional, 150 chars max):
Add Another Condition

Recovery Alert: for m

# Enable Action(s): @Each time conditions are met

OOnce EVETY I:l times conditions are met within a time period of | | minues ;||

Enable Action Filters: [_|Generate one alert and then disable alert definition until fixed

Figure 4.2.2.2.7-4. Configuration Tracking Alert

4.2.2.2.8 Groups

Groups in Hyperic allow users to create collections of resource. This feature is useful when
resources have a relationship to each other. Business Processes will be created via the group
feature. A business process will be defined by creating a group assigning all resources that are
members of the business process to the group. The business process can later be configured at
the Business Process Configuration page.

Creating a New Group

Step 1: Under the Resource Tab expand the "Tools Menu" and Select "New Group" (Figure
4.2.2.2.8-1)
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Recent Alerts: 03 °M - Sendmail 8 x Down Welcome, HQ Sign Out Screencasts Help

vFabric Hyperic M - InProcessingService_TS3 Up
Dashboard [ Anatyze | Administation

Platforms ; All Platforms

Tools Menu &

News Applicasion B | [AnPiafom pes || [AlGroups ~l| Clunavaiable Clowned byHo  Mach: Oany @an @
w Group

New Platform [

— e SrimesEn il = (J685) | Compatible GroupsiClusters (0) | Mixed Groups (2) | Applications (D)

Show Chart View
|:| Platform & Platform Type Description Availability
|:| 1] | 4] fAdbll3.edn.ecs.nasa.gov Linux Red Hat Enterprise Linux 5 [~}
|:| 1] | 4] fdpl0lvedn.ecs nasa.gov Linux Red Hat Enterprise Linux & (=]
|:| OB fsei0ivedn ecs nasa gov Linux Red Hat Enterprise Linux 6 [¥]
[JEMEA fsii0ivednecsnasa gov Linux Red Hat Enterprise Linux & (]
|:| ] | JA] f5msiiZv.edn.ecs.nasa gov Linux Red Hat Enterprise Linux 6 (]
|:| [ A f5omi0lv.edn ecs.nasa gov Linux Red Hat Enterprise Linux 6 [~]

Totak 6 lems Per Page: | 15 v

Figure 4.2.2.2.8-1. Selecting New Group

Step 2: Complete the New Group form and Select "Ok"(Figure 4.2.2.2.8-2)

Recent Alerts 5 PM - Sendmail 8x Up fi e, HQ Sign Out

vFabric Hyperic 05-15 PM - Inge stService Monitor_DEVIS Up RN IR

Dashioard Analyze | Administration 2 |

New Group

General Properties
# Name: OPS_Data_Archive Owner: HQ Administrator (headming

Description: | Group Associated with OPS mode data Location: l:l
archive

Group Type

Make group private: [ |

* Contains Resources: ‘ Mixed :” | - Platform, Servers, & Services ;||

“ — T

Figure 4.2.2.2.8-2. Configuring New Group

Note: When creating a business process you must prefix the group name with
"BP_<Mode> <Business Process Name>"

Step 3: Ensure successful creation of group and select the button to add resources to the group.
(Figure 4.2.2.2.8-3)
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vFabric Hyperic

Recent Alerts

Dashboard

PM - Inge stServiceMonitor_TS3 Up
PM - ActionDriver_T53 Up

Analyze | Administration

Browse » OPS_Data_Archive
Return to fsipl0livedn. ecs nasa gov

Description: Group Associated with OPS mode...

Tools Menu

Owner: HQ Administrator (hgadmin) - Change...

Cnventory | Views

eneral Properties

[] Name &

ADD TO LIST...

+ Group OPS_Data_Archive has been created

Ervers & Service resource 1pes.
Totak: 0

EDIT..
Resources - Platforms, £
Resources by Type:
[] Name &
ADD TO LIST...

Description: Group Associated with OPS mode data archive
Location:

Resource Type: Group

Type

Date Created: 09/12/2014 03:22 PM
Date Modified: 05/12/2014 03:22 PM
Modified By: HQ Administrator (hgadmin

Description Avail

Total: 0 kems Per Page:

Description

Total: 0 kems Per Page:

Figure 4.2.2.2.8-3. Group Inventory Page

Step 4: Select the resources you want to include in the group. Add them to the group so that they
show up in the right pane. When all desired resources have been added to the group select "Ok"

(Figure 4.2.2.2.8-4)

vFabric Hyperic

Gecent Alerts: 1245 PM - ChecksumServer_DEVOS Up Welcome, H) SgnOut Screencasts

acessingService_DEVO2 Up

Edit OPS_Data_Archive: Add To Groups

Filer By Name: oPs

[] Name &

[]Sapi0Ly edn.ecsnasa gov
IngestServiceMonitor_OPS

[]/Sei0lvedn ecs nasa go
EcDlInEmailGWServer_OPS

[ {5api01v.edn ecs nasa gov
MapGenesationServer_OPS

[ 150mi01v.edn ecs.nasa gov QuickServer_0PS

[ 50mi01v edn ecsnasa gov BMGTAuto_OPS

[[] 15omi0lv.edn ecs nasa gov BMGTDispatcher_OPS
[ 15omi01v.edn ecsnasa gov CrderManages_OPS
[ 15omi0Lv.edn ecsnasa gov FipService_OPS

[] tSomi01v.edn ecsnasa gov BMGTMonitoer_OPS
[[] f5eilD1y.edn ecs nasa gov FipService_0PS

[ fSdplaty edn.ecs nasa gov
INProcessingService_OPS

[ 15eil01v edn ecs nasa gov QuickServer_OPS

] S0y edn eca nasa gor
- ChecksumLookupServer_0PS

[[]15dpl01v edn ecs nasa gov ActionDriver_OPS

[ {5dp01v.edn ecs nasa gov
InNcaificationService_OPS

LE] Fier By Type:

Type

IngesiServiceMonitor_OPS
EcDInEmailGWServer_OPS

MapGenerationServer_0PS
QuickServer_OPS
BMGTAUR_OPS
BMGTDispaicher_OPS
OrderManager_OFS
FipService_0PS
BMGTManitor_OPS
FipService_OPS.
InProcessingService_OPS
QuickSenver_DPS
ChecksumlookupServer_OPS
ActionDriver_0PS.

InNatificationService_OPS

Add Resources
Servers |

[ Name + Type

Figure 4.2.2.2.8-4. Add Resource To Group
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42229 Escalation Scheme

An escalation is a type of alert action that contains a notification procedure that is triggered when
an alert fires. An escalation scheme can define various steps to execute during the lifetime of an
alert. When the alert is marked as "fixed" the escalation scheme will discontinue.

Creating an Escalation Scheme
Step 1: Under the Administration tab select "Escalation Scheme Configuration"

PM - IngestServiceMonitor_TS3 Up

vFabric Hyperic i

Dashboard | Resources | Analyze

Administration

&k Authentication/Authorization

Users: List Users Roles: List Roles
New User. New Role

E# HQ Server Settings

Seuings: HQ Server Settings - Change seftings for emai, i data comp, database and services
Monitor ing Defaults - Define monitoring and alerting policies for the entire environment

Escalation Schemes Configuration - Define global escalation schemes that can be applied to indwidual alerts

Plugin Manager - Manage Hypenc product pligins runming i your environment

B Plugins
HQ Health
Groovy Console

[new plugin] bpconfig

Metwork and Host Dependency Manager
HQ Web Services Api

tc Server Command-line Interface

J® vFabric Hyperic License Information

Expires: Never
Platform Limit: 15

## Licenses Usage Status (Current Number OF Platforms | Total Platform Limit)
Platform usage: 6/15 &

Figure 4.2.2.2.9-1. Escalation Scheme Configuration Link

Step 2: Complete the form to define a new escalation scheme
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Recent Alerts:  (3:50 PM - ChecksumServer_DEVOE Up Welcome, HQ SignOut Sc

VFa b I'IC HyDerIC PM - InProcessingService_TS3 Up =

Dashboard Anaiyze | Adminisation

Escalation Schemes Configuration

=< Return to Administration

‘
= An escalation scheme allows you to order alert notifications and actions. k can be applied to one or more alert definitions.
Default E lati DELETE
efault Escalation
Informational 11831 30 Step 1- Create New Escalation Scheme:
SYSPROB DELETE #Name: |Secondary Warning Proce:

Description: : T
L DELETE pti Alerts users of inactivity
within the processing
server

If the alert is acknowledged:
OAIIM user to pause escalation for| Until Fixed LI

@ Continue escalation without pausing

If the alert state has changed:

C)Nmify previously notified users of the change
@Notify entire escalation chain of the change

Ifalert is not fixed when escalation ends:

O Stop escalation execution

@ Repeat escalation actions

Figure 4.2.2.2.9-2. Escalation Scheme Configuration Page

Step 3: Create escalation scheme action by selecting "Create Action"

PM - Inge stService Monitor_ DEVIE Up

vFabric Hyperic : 03-55 PM - ChecksumServer_DEVO1 Up

Dashboard | Resources | Analyze | Administration

Escalation Schemes Configuration

== Return to Administration

Escalation Name: | wew... | Ifyou edit an escalation that is currently in progress, the escalation will be stopped. After the final wait time has finished, the

escalation will end and no longer be in progress. Only escalations in progress can be acknowledged or fixed and have ‘previous

Defaul Escalation recipients’ notified. Escalations no longer in progress can be ‘fixed' but will not notify anyone.

DELETE
Escalation Scheme:
Informational
DELETE Name: Secondary Warning Processing Server Inactive 2
» Secondary Warning Proce ssing Server Description: Alerts users of inactivity within the processing server
Inactive 2 DELETE If the alert is - Continue lation without pausing

If the alert state has changed: MNotify entire escalation chain of the change
DELETE If alert is not fixed when escalation ends: Repeat escalation actions

a S o |
Step 2 - Create Escalation Scheme Actions: a

Currently there are no actions for this escalation. Click on the "Create Action” button below to create an action to perform when this
escalation is invoked.

Create Action

SYSPROB

Figure 4.2.2.2.9-3. Escalation Scheme Create Action Link

Step 4: Select the notification method and notification recipients
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Select Users
[admina
adminz
[Coper
Ceperz
Dlavest

[haadmin

Figure 4.2.2.2.9-4. Escalation Scheme Configure Notification

Step 5: Choose the wait interval and select "Save" at the bottom of the screen
vFabric Hyperic P Cmchiria DERT T T —

Escalation Schemes Configuration

=< Return to Administration

scalation Name: If you edit an escalation that is currently in progress, the escalation will be stopped. After the final wait time has finished, the
escalation will end and no longer be in progress. Only escalations in progress can be acknowledged or fixed and have 'previous
recipients' notified. Escalations no longer in progress can be ‘fixed' but will not notify anyone.

Escalation Scheme:

Name: Secondary Warning Processing Server Inactive 2

Default Escalation DELETE

Informational DELETE

» Secondary Warning Processing Server Description: Alerts users of inactivity within the processing server

Inactive 2 DELETE If the alert is dged: Continue N without pausing
If the alert state has changed: Notify entire escalation chain of the change
SYSPROB DELETE If alert is not fixed when escalation endds: Repeat escalation actions

L DELETE

Step 2 - Create Escalation Scheme Actions:

e [hcionpemns
=< Return to Administration | Sl ;m BEliED e ;” P

Figure 4.2.2.2.9-5. Escalation Scheme Configure Wait Interval

4.2.2-29 609-EED-001, Rev. 03



4.2.2.2.10 Setting Default Metrics Collections

For most resource types the user will want to configure the same metrics collections for all
resources of that type. This is accomplished by wusing the monitoring defaults
configuration. Any new resource added of that type will automatically monitor according to the
default configuration. The user should be aware that modifying the defaults will overwrite any
existing metrics collection configuration for every resource of that type.

Modifying metric templates for a resource type

Step 1: Under the Administration tab select "Monitoring Defaults"

Recent Alerts: PM - OrderManager_DEVI2 Down

vFabric Hyperic 0400 PM - FpService. OPS Down

Dashboard

Administration

&8 Authentication/Authorization

Users: List Users Roles: List Roles
New User._ New Role
§ HQ Server Settings
Settings: Server Settings - Change settings for email, announcements, dala compression, database maintenance and authentication services

Monitoring Defaults - Define monitoring and alerting policies for the entire environment

Escalation Scheme s Configuration - Define glbbal escalation schemes that can be applied to individual alerts
Plugin Manager - Manage Hyperic product pligins runming in your environment

HQ Health

Groovy Console

[new plugin] bpconfig

Mewwork and Host Dependency Manager
HQ Web Services Api

tc Server Command-line interface

’ wFabric Hyperic License Information

Expires: Mever
Platform Limit: 15

ﬁ Licenses Usage Status (Current Number Of Platforms / Total Platform Limit)

Platform usage: 6/15 &

Figure 4.2.2.2.10-1. Monitoring Defaults Link

Step 2: Locate the resource type to configure in the list and select 'Edit Metric Template'
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Recent Alerts:  (4:05 PM - OrderManager_DEVOZ Up

vFabric Hyperic 04:05 PM - FipService_OPS Up

Dashboard | Resources | Analyze | Administration

Monitoring Defaults

=< Return to Administration

Platform Types

AX EDIT METRIC TEMPLATE EDIT ALERTS
Cisco 05 EDIT METRIC TEMPLATE EDIT ALERTS
Cisco PIXOS EDIT METRIC TEMPLATE EDIT ALERTS
FreeB5D EDIT METRIC TEMPLATE EDIT ALERTS
GemFire Distributed System EDIT METRIC TEMPLATE EDIT ALERTS
HPUX EDIT METRIC TEMPLATE EDIT ALERTS
Linux EDIT METRIC TEMPLATE EDIT ALERTS
MacOSK EDIT METRIC TEMPLATE EDIT ALERTS
NetApp Filer EDIT METRIC TEMPLATE EDIT ALERTS
NetBSD EDIT METRIC TEMPLATE  EDIT ALERTS
Network Device EDIT METRIC TEMPLATE EDIT ALERTS
Network Host EDIT METRIC TEMPLATE EDIT ALERTS
OpenBSD EDIT METRIC TEMPLATE EDIT ALERTS
Solaris EDIT METRIC TEMPLATE EDIT ALERTS
VMware VI3 Host EDIT METRIC TEMPLATE  EDIT ALERTS
VMware vSphere Host EDIT METRIC TEMPLATE EDIT ALERTS
VMware vSphere VM EDIT METRIC TEMPLATE EDIT ALERTS
Win32 EDIT METRIC TEMPLATE EDIT ALERTS
¥en Host EDIT METRIC TEMPLATE EDIT ALERTS
Platform Service Types

is Cisco I0S Interface EDIT METRIC TEMPLATE | EDIT ALERTS
{4 Cisco PIXOS Interface EDIT METRIC TEMPLATE  EDIT ALERTS

Figure 4.2.2.2.10-2. Monitoring Defaults Configuration Page - Edit Metric

Template

Step 3: Select the metrics to be captured for all resources of that type, choose the collection
interval for those metrics, and then click the play icon.
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Recent Alerts:  (4:10 PM - InPollingService_DEVD1 Up I me, HQ Sign O Scr

vFabric Hyperic 04:10 PM - InProcessingService_TS3 Up

Dashboard Anaiyzs | Administration

Monitoring Defaults > Apache Tomcat 7.0 servers

& Mote: Modifying the Collection Interval will overwrite the current collection intervals of existing metrics. Modifying the Indicator field affects the default view of Apache Tomcat 7.0 servers.

vailability & Collection Interval Default On Indicator
wailability 00:05:00 Yes Yes
hroughput & Collection Interval Default On Indicator
lo metrics of this type have been added to this resource.

rformance & Collection Interval Default On Indicator
o metrics of this type have been added to this resource.

ilization & Collection Interval Default On Indicator
urrent Thread Cpu Time 00:10:00 Mo No
urrent Thread Cpu Time per Minute 00:10:00 Mo No
urrent Thread User Time 00:10:00 Mo No
urrent Thread User Time per Minute 00:10:00 Mo No
aemon Thread Count 00:05:00 Mo No
ree Physical Memory Size 00:05:00 Mo No
ree Swap Space Size 00:05:00 Mo No
eap Memory Committed 00:05:00 Mo No
eap Memory Free 00:05:00 Yes Yes
eap Memory Max 00:30:00 Mo No
eap Memory Used 00:05:00 Mo No
pen File Descriptor Count 00:05:00 Mo No
eak Thread Count 00:30:00 Mo No
rocess Cpu Time 00:10:00 Mo No
rocess Cpu Time per Minute 00:10:00 Yes Yes
hread Count 00:10:00 Mo No
hread Count per Minute 00:10:00 Mo No
pTime 00:30:00 Yes Yes

Collection Interval for Selected: ” Winutes :|| Set Selected Metrics as Indicators:

Figure 4.2.2.2.10-3. Default Metrics Collection Configuration

Step 4: Select all of the metrics which are captured to also be indicators (They will be displayed
graphically when navigating to any resource of that type).
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Recent Alerts: 04:10 PM - InPollingService_DEV01 Up Welcome, HQ SignOut Screencasts Help

VFabI'IC HyDerIC 04:10 PM - InProcessingService_TS3 Up

Dashboard Analyze | Adminisiration s ]

Monitoring Defaults > Apache Tomcat 7.0 servers

£ Note: Modifying the Collection Interval will overwrite the current collection intervals of existing metrics. Modifying the Indicator field affects the default view of Apache Tomcat 7.0 servers.

[ vailability a Collection Interval Defauk On Indicator
Puv ailability 00:05:00 Yes Yes
[Crhroughput & Collection Interval Defaul On Indicator
Vo metrics of this type have been added fo this resource.
[Jfperformance a Collection Interval Default On Indicator
lo metrics of this type have been added [o this resource.

[Jpritization & Collection Interval Defauk On Indicator
[CJfcurrent Thread Cpu Time 00:10:00 Mo No
[CI§curremt Thread Cpu Time per Minute 00:10:00 No No
D urrent Thread User Time 00:10:00 No No
[Jfcurrent Thread User Time per Minute 00:10:00 No No
[Jgpaemon Thread Count 00:05:00 No No
[l ree Physical Memory Size 00:05:00 No No
[CJfFree Swap Space Size 00:05:00 No No
D eap Memory Committed 00:05:00 No No
eap Memory Free 00:05:00 Yes Yes
[J§Heap Memory Max 00:30:00 No No
[CJHeap Memory Used 00:05:00 No No
[CJ§open File Descriptor Count 00:05:00 No No
[P eak Thread Count 00:30:00 No No
[JfProcess Cpu Time 00:10:00 No No
rocess Cpu Time per Minute 00:10:00 Yes Yes
[J§rhread Count 00:10:00 No No
|:| hread Count per Minute 00:10:00 No No
[CfupTime 00:30:00 Yes Yes
DISABLE COLLECTION Collection Interval for Selecred:fiz i Minutes ﬂlﬂ I Set Selected Metrics as Indi::umrs:nl

Figure 4.2.2.2.10-4. Default Metrics Collection Configuration - Set Indicators

4.2.2.2.11 Setting Default Alerts

For most resource types the user will want to configure the same alerts for all resources of that
type. This is accomplished by using the monitoring defaults configuration. Any new resource
added of that type will automatically inherit the default alert configuration. The user should be
aware that modifying the defaults will overwrite any existing alerts configuration for every
resource of that type.

Modifying the alerts for a resource type
Step 1: Under the Administration tab select "Monitoring Defaults"
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Recent Alerts: M - OrderManager DEVI2 Down Welcome, HQ SignO casis Help

Dashboard [

vFabric Hyperic

Administration

&8 Authentication/Authorization

Users: List Users Roles: List Roles
New User._ New Role
H‘ HQ Server Settings
Settings: Server Settings - Cha settings for email, announcements, dala compression, database maintenance and authentication services

Monitoring Defaults - Define monitoring and alerting policies for the entire environment

Escalation Scheme s Configuration - Define glbbal escalation schemes that can be applied to individual alerts
Plugin Manager - Manage Hyperic product pligins runming in your environment

HQ Health
Groovy Console

[new plugin] bpconfig

Mewwork and Host Dependency Manager
HQ Web Services Api

tc Server Command-line interface

’ wFabric Hyperic License Information

Expires: Mever
Platform Limit: 15

Licenses Usage Status (Current Number Of Platforms / Total Platform Limit)
Platform usage: §/15 (&

Figure 4.2.2.2.11-1. Monitoring Defaults Link

Step 2: Locate the resource type to configure in the list and select 'Edit Alerts'
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vFabric Hyperic

Recent Alerts:  (4:05 PM - OrderManager_DEVOZ Up
04:05 PM - FtpService_OPS Up

Welcome, HQ SignOwt Screencasts Help

Monitoring Defaults

=< Return to Administration

Analyze [ Administration

Platform Types

AIX EDIT METRIC TEMPLATE EDIT ALERTS
Cisco I0S EDIT METRIC TEMPLATE EDIT ALERTS
Cisco PIXOS EDIT METRIC TEMPLATE EDIT ALERTS
FreeB5D EDIT METRIC TEMPLATE EDIT ALERTS
GemFire Distributed System EDIT METRIC TEMPLATE EDIT ALERTS
HPLX EDIT METRIC TEMPLATE EDIT ALERTS
Linux EDIT METRIC TEMPLATE
MacOSK EDIT METRIC TEMPLATE EDIT ALERTS
NetApp Filer EDIT METRIC TEMPLATE EDIT ALERTS
NetBSD EDIT METRIC TEMPLATE  EDIT ALERTS
Network Device EDIT METRIC TEMPLATE EDIT ALERTS
Network Host EDIT METRIC TEMPLATE EDIT ALERTS
OpenBSD EDIT METRIC TEMPLATE EDIT ALERTS
Solaris EDIT METRIC TEMPLATE EDIT ALERTS

VMware VI3 Host

EDIT METRIC TEMPLATE

EDIT ALERTS

VMware vSphere Host EDIT METRIC TEMPLATE EDIT ALERTS
VMware vSphere VM EDIT METRIC TEMPLATE EDIT ALERTS
Win32 EDIT METRIC TEMPLATE EDIT ALERTS
¥en Host EDIT METRIC TEMPLATE EDIT ALERTS
Platform Service Types

is Cisco I0S Interface EDIT METRIC TEMPLATE | EDIT ALERTS
{4 Cisco PIXOS Interface EDIT METRIC TEMPLATE | EDIT ALERTS

Figure 4.2.2.2.11-2. Monitoring Defaults Configuration Page - Edit Alerts

Step 3: Choose to create a new alert.

Recent Alerts:  04:20 PM - InProce ssingService_TS3 Up Welcome, HQ SignOut Screencasts Help

vFabric Hyperic 0420 PM . Sendmail 8.x Up

Analyze | Administration

Monitoring Defaults > Linux platforms

& Note: Modifications to alen definitions will overwrite any previous changes applied to individual Linux resources.
[] Alert Definition & Description Date Created Active

NEW... Set Active: | Yes | Total: 2 kems Per Page: ﬁ.s =

Figure 4.2.2.2.11-3. Create New Alert for Resource Type

Step 4: Create the alert using the instructions provided in section 4.2.2.2.6. Be sure to create a
recovery alert for each alert. See the figure below for an example of what the page should look
like after configuring the alert and recovery alert.
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Recent Alerts:  (4:20 PM - InProce ssingService_TS3 Up Welcome, HQ SignOut Screencasts Help

vFabric Hyperic 04:20 PM - Sendmail 8.x Up

Dashboard Analyze | Administration

Monitoring Defaults > Linux platforms

£ Note: Modifications to alert definitions will ovenwrite any previous changes applied to individual Linux résources.

[] Alert Definition & Description Date Created Active
[] Linux Down Linux is down Alert 0W1&/2013 06:58 PM Yes
[] Linux Up Linux is back up Recovery Alert 0Y16/2013 06:58 PM Yes
NEW... Set Active: | Yes ]| Total: 2 kems Per Page: | 15 ~|

Figure 4.2.2.2.11-4. Linux Platform Alert Definitions Example

42.2.2.12 Dashboard

The dashboard serves as a management tool to observe the overall health of a system. Users can
organize the screen to correspond to their workflow or infrastructure. By default, the screen
displays information about resource health, recent alerts, recently performed auto-discovery
scans, and control actions.

The Dashboard is a collection of user-selected portlets. Each portlet contains different types of
data. Users can choose which portlet to display, the location of each portlet, and the type of data
they display. The data portlets displayed in the Dashboard is determined by the user's role.
Administrators are able to configure role-based dashboards.
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Recent Alerts: PM - Sendmail B.x Up

vFabric Hy peric 5:00 PM - IngestService Monitor_TS3 Up
| Select a Dashboard hoadmin R | |
Resource Name Status Changes
|Rescurce Name | | Platforms ;” @ s
@ F5iilllvedn ecs nasa gov - Red Hat Enterprise Linux 6 modified server set changed
Apache 2.2.27 Jjusi/ecs/OPSICOTS!.. /eonfihttpd.conf new MiA

Saved Charts o
Add 1o Inventory Skip Checked Resources

Mo saved charts to display; toadd charls fo dashboard press
Took Menu of metric chart view.

Resource Name Resource Type Availability Alerts

Mo resources to display, please click the “-3-} icon above to add resources to portlet
Updated: 5:04 PM

Resource Type Availability
% Date | -
Mo resources to display, please click the & icon above 1o add resources to portlet. ] T Alert Name Resource Name Fixed Ack
Add conte nt to this coll i )
£ 2 o = EN12/2014. Sendmail 8x Up fsoml0lv.edn.ecs.nasa.g.. Yes
Select Portlet o I+ 05:00 PM
g!;fgr;‘l;:d IngestServiceMonitor_TS3 Up fSdpl0lv.edn.ecs.nasa.go.. Yes
g’;g%‘:“i ActionDriver_T33 Up fodpl0lv.edn.ecs.nasa.go.. Yes
09/12/2014 IngestServiceMonitor_DEVOL
0500 PM  Up fidpl0lv.edn.ecs.nasa.go.. Yes
0971272014 InProcessingService_DEVOL
0500 PM  Up fodpl0lv.edn.ecs.nasa.go.. Yes

I Updated: 504 PM

R Control Actions

Recent Control Actions
Mo resources to display

Quick Control Frequency

# of Control "
Resource Name Rriree Most Frequent Control Action
fSomidlv.edn ecs.nass gov
FtpService_OPS ¥ EcDIFtpService Stop
fSomi0lv.edn.ecs.nasa gov
FtpService OPS 5 EcDIFtpServiceStart
TupRivednees tas.gov 4 EcDlActionDriverStan

ActionDriver_OPS

Figure 4.2.2.2.12-1. Dashboard

A new user can have access to multiple dashboards when logging into Hyperic. One can also
select his or her personal dashboard, which is his or her default dashboard until he or she
explicitly designates a different dashboard to be the default. A user with access to multiple
dashboards may select a different dashboard. When a dashboard other than the user's default is
active it can be converted as to make the current dashboard the default.

A user with modify permissions to multiple dashboards can add a resource, or save a chart,
multiple dashboards with a single command, as outlined below. A user with modify permissions
to more than one Dashboard can select multiple Dashboards and add the resource to each. Such
users can also, when viewing a metric chart, select multiple Dashboards and add the chart to
each.

Selecting a different dashboard/Changing the default dashboard to default

Step 1: Under the Dashboard tab select the pull down list 'Select a Dashboard', and pick the
Dashboard that you want to change the current one with
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Recent Alert PM - Sendmail B.x Up

vFabric Hyperic 05:00 PM - Inge stServiceMonitor_TS3 Up

Analyze | Administration

| Selecta Dashboard hgadmin R | |
Avodiscovery & |
- Resource Name Status Changes
|Rescurce Mame | | Platforms :” = e
@ F5iilllvednecs nasa gov - Red Hat Enterprise Linux 6 modified server set changed
Apache 2.2.27 Jjusi/ecs/OPSICOTS!. /confihttpd.conf new MiA

Saved Charts

Add 1o Inventory Skip Checked Resources
Mo saved charts to display; toadd charts 1o dashboard press "Save Ghart to Dashboard® in the

Figure 4.2.2.2.12-2. Selecting a Different Dashboard

Step 2: When a new dashboard has been selected, a green button will appear right next to the
dropdown list of dashboards. Clicking on the Make Default button will make the currently
selected dashboard default.

PM - Sendmail 8.x Down
PM - BMGTMonitor_DEVO1 Up

‘Welcome, HQ

Auto-Discovery o

SignOwt Screencastis Help

vFabric Hyperic

Analyze | Administration

| Select a Dashboard OPERATORS Role Dashboard ( Make Default

@ Resource Name Status Changes
| Resource Name | | Platforms ;|| 5 - =
@ f5iillvedn.ecs nasa gov - Red Hat Enterprise Linux 6 modified server set changed
Apache 2.2.27 jusrecs/OPSICOTS. feanfihitpd conf new MNIA

Saved Charis ; "

| Add to Inventory Skip Checked Resources
Mo saved charts to disply; to add charts to dashboard Save Chart fo Dashboard" in the Tools

Figure 4.2.2.2.12-3. Changing the Default Dashboard

Adding a resource or a metric chart to a dashboard

Step 1: It is possible to add a resource, or save a chart from a resource or server metric to a
dashboard. To achieve that open a desired resource from the Resources tab
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Figure 4.2.2.2.12-4. Selecting a Desired Resource or Server

Step 2: Once a resource or a server has been selected and the desired indicator shown, click on
the 'Tools Menu' button and select 'Add to Dashboard favorites'. This option will add that metric
to the currently selected dashboard.
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Figure 4.2.2.2.12-5. Selecting the Metric to be seen in the Selected Dashboard

4.2.2.2.13 Resource Plugins

Hyperic, out of the box, detects and monitors a set of standard Linux resources. For resources
that are not included in the standard list, resource plugins can be written to discover, monitor,
and control these resources. Hyperic provides the ability to create two types of resource plugins,
one is a xml plugin and the other is a java plugin. All plugin filename must end with either "-
plugin.xml" or "-plugin.jar".

4.2.2.2.13.1 Installing Plugin

Resource plugins need to be installed on the server and agent. The plugin will be placed in a
subdirectory called hg-plugin of the server and agent's parent directories. This directory is
located at /ust/ecs/OPS/COTS/hyperic/hg-plugins. This directory is considered a hot deploy
folder for the server meaning plugins can be added, updated, or removed without restarting the
server. Agent does not support hot deployment and must be restarted after a plugin is added,
updated, or removed.
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4.2.2.2.13.2 Updating Plugin

Updating resource plugins requires dropping the plugin in the server and agent's hqg-plugin
directories and restarting the agent. When adding new metrics, the operator will need to go to the
resource page and configure the collection interval for each metric.

4.2.2.2.13.3 Removing Plugin

Removing custom plugins requires first removing the resource from the Hyperic GUI, second
removing the plugin from the hg-plugin directory, and lastly restarting the agent.

4.2.2.2.13.4 Standard Metrics

Every custom resource plugin will be deployed with a set of standard metrics. These metrics will
serve to provide general information pertaining to a resource. The general information is useful
in measuring the overall health of a resource quickly. The standard metrics consist of
Availability, CPU Usage, Memory Size, Resident Memory Size, and Start Time. Detailed
information about each metric can found in the table below.

Table 4.2.2.2.13-1. Resource Plugin Standard Metrics

Standard Metrics

Metric Name Description

The Availability metric indicates whether a Resource is up or down.

A metrics-gathering plugin must determine Availability for every server
and every service it monitors. A single plugin will likely gather
Availability for multiple Resources. If Availability is not gathered for a
Resource, HQ will consider the Resource to be unavailable, and will
not show any metrics for it in the Portal.

A plugin sets the value of Availability to 1 if the Resource is up, and 0
Availability if it is down. These values are displayed in the Portal as "available" or
"not available".

Verifying the existence of a Resource's process is a common
technique for determining its Availability. However, the method a
plugin uses to determine Availability can vary depending on the
Resource Type and the plugin developer's judgment. There might be
alternative techniques for determining the Availability of a Resource.
For instance, a plugin might determine the Availability of a web server
based on whether its process is up, its port is listening, it is responsive
to a request, or by some combination of these conditions.

The percentage of time the specified resource uses in processing

CPU Usage . .

instructions.
Memory Size The amount of memory allocated to the specified resource.
Resident Memory Size The amount of RAM being consumed by the specified resource.
Start Time The time the specified resource was instantiated
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4.2.2.2.14 User Interface Extension Plugin

Hyperic provides an HQU plugin framework which allows custom user interfaces to be
developed and plugged right into the Hyperic GUI. The HQU plugins have the ability to directly
access the entire Hyperic backend and utilize Hyperic's API. HQU plugins are developed in
Groovy, an Object-Oriented scripting language alternative to Java. Groovy files are compiled
into byte code and run in the JVM and can interact with Java classes and libraries.

4.2.2.2.14.1 HQU Plugin Directory Structure

=Plugim N ame= I

I I I I _ |

ik | app Wl | prulelic I vhew Flugin,
Eranyy PR

Figure 4.2.2.2.14-1. HQU Plugin Structure Diagram

Table 4.2.2.2.14-1. HQU Plugin Structure Description

Phlugin Stiucture Descriptions
=Plugin Name> The name of the plugin

Plugin.groovy This is the main class that HQ uses to interact with the
plugin. It handles deplovment messages, declares and
attaches views, and provides more advanced HQU features

app Conrains the controllers and Groovy code which respond to
web requests
etc Contains auxiliary files such as localization resources
public Contains additional HTML, images. and CSS that the plugin
depends on
view Contains the HTML and templates which will be rendered to
browsers
Plugin.properties a general descriptor that HQ uses roidentify the plugin
Controller The interface between the view and Hvperic backend

<plugin_name>_IlSn.properties | Localization files are stored in /etc. If vour plugin is named
cool, there is a file named /etc/cool_i18n properties which
contains all the localization strings

<Controller Name> Sub-directory containing the views gsp|files

index.gsp Default file the controller renders information to as the view
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4.2.2.2.14.2 HQU Plugin MVC Framework

HQU plugins utilize a Model View Controller framework to manage the user interface. The
model is provided by the Hyperic backend, the view is composed of html with groovy and
javascript elements, and the controller handles the communication between the view and model.

Web Request Controller
(http://iocalhost: 7080/hqu/pinger/madcast/execute.hqu) /app/MadeastController. groovy
(calls: execute())

Renders

Sent to client
View
/views/madcastexecute.gsp

Figure 4.2.2.2.14-2. MVC Framework

Model

The Model represents the business logic and can be accessed through the uses of Hyperic's
backend API. The API is written in Java and allows users and developers to create, retrieve,
update, and delete information stored in Hyperic.

View

The View, a gsp file, is comprised of HTML, JavaScript, and groovy. It is responsible for
rendering the content in the Hyperic GUIL. The HTML provides the structure of the file. The
JavaScript component provides interaction between the user and user interface. AJAX techniques
are used to process requests and distribute data to the screen. The view invokes methods defined
in the controller via AJAX requests to obtain information maintained in the Hyperic backend.
HQU Plugins use an internet rich application toolkit called Dojo. The Dojo toolkit coordinates
the AJAX requests and it helps process responses. Responses to AJAX requests are returned in
JSON (JavaScript Object Notation) format. JSON is a light weight data interchange format
similar to XML but can be decoded into JavaScript objects easily.

Controller

The controller is written using the groovy scripting language and the file ends with the .groovy
extension. The controller is responsible for coordinating the activities between the model and
view. The view submits a request to the controller. The controller decodes the request and calls
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the Hyperic backend API (the model) to perform some task. The result returned from the model
is than transferred from the controller to the view to be rendered.

4.2.2.2.14.3 Installing HQU Plugin

Hyperic is bundled with the Tomcat web application server. Installing the HQU plugins involves
copying the necessary files to the HQU directory located in the Tomcat web application
deployment directory, /usr/ecs/OPS/COTS/hyperic/server-5.0.0-EE/hg-engine/hg-
server/webapps/ROOT/hqu. The Hyperic server does not need to be restarted. Hyperic supports
hot HQU plugin deployment.

4.2.2.2.14.4 Updating HQU Plugin

Updating an HQU plugin requires removing the plugin through the HQU Plugin Manager page.
The page is located under the administration section of the Hyperic GUI. Once removed, copy
the plugin into the TOMCAT web application deployment directory and the plugin will be
updated automatically.

4.2.2.2.14.5 Removing HQU Plugin

Removing a plugin requires going to the HQU Plugin Manager page and remove the plugin from
the list. The plugin will be automatically removed.

4.2.2.2.15 Hyperic ingrained metric data state definitions

Hyperic has ingrained metric data that can be monitored for specific services such as HTTP,
FTP, NTP, and more. One can obtain those metrics by going to the individual service, and
invoking those states by going to the Metric data tab under the Monitor general tab, and clicking
on Show All Metrics button. Some of the most common metrics are displayed below:

HTTP Throughput States

Once a connection has been initialized it goes thru a series of states, which can be seen in the
table below:

Table 4.2.2.2.15-1. HQU Plugin Structure Description (1 of 2)

CLOSE represents no connection state at all

CLOSE_WAIT represents waiting for a connection termination request from the local user

CLOSING represents waiting for a connection termination request acknowledgment
from the remote TCP

ESTABLISHED represents an open connection, data received can be delivered to the user.
The normal state for the data transfer phase of the connection

FIN_WAIT1 represents waiting for a connection termination request from the remote

TCP, or an acknowledgment of the connection termination request
previously sent

FIN_WAIT2 represents waiting for a connection termination request from the remote
TCP
LAST_ACK represents waiting for an acknowledgment of the connection termination

request previously sent to the remote TCP (which includes an
acknowledgment of its connection termination request)
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Tabie 4.2.2.2.15-1. HQU Plugin Structure Description (2 of 2)

SYN_RECV represents waiting for a confirming connection request acknowledgment
after having both received and sent a connection request

SYN_SENT represents waiting for a matching connection request after having sent a
connection request

TIME_WAIT represents waiting for enough time to pass to be sure the remote TCP
received the acknowledgment of its connection termination request

Response Code A utilization metric representing the number of HTTP Response codes
thrown in the current active session

A connection progresses from one state to another in response to a certain event. Those events
are usually user calls, incoming segments, and timeouts.

For more detailed picture of the states, please consider the following figure below:
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Figure 4.2.2.2.15-1. MVC Framework

Copyright: Internet Engineering Task Force

The starting point of the process is the closed state, from where a process is initialized. Each
arrow represents a relationship between the next state and how the transition is made.
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Table 4.2.2.2.15-2. HQU Plugin Structure Description

DNS Metrics

Metric Definition
Answers The number of records that the server answers to queries
Authority Records The number of valid domain records that the server answers to
queries
Additional Records | The number of other records that hold additional information, that
the server answers to queries

Table 4.2.2.2.15-3. HQU Plugin Structure Description

NTP Metrics

Metric

Definition

Local Clock Offset

UTC Time is estimated by all the peer clocks (servers on the UTP
network). NTP continually modifies the clock rate on the local
system in an attempt to bind the local clock offset from UTC. The
offset of the rest of the systems is known as Local Clock Offset

Response Time

The Response Time it takes to reach the UTC server, when there
is a query instantiated from a server on the network

Root Delay

Round trip delay between the server and the (root) NTP server

Root Dispersion

Measurement of all the errors associated with the network hops
and servers between the server and its clients

Round Trip Delay

The delay of a NTP packet sent from the NTP server to a client

4.2.2.3 Configure Resources

Section 4.2.2.2 described how Hyperic provides the capability of adding resources to its
inventory to monitor. This section shows how to add and/or configure some common resources

using Hyperic.

4.2.2.3.1 Configuring Tomcat

Hyperic will auto-discover Tomcat instances running on a platform but requires some
modifications to Tomcat for monitoring to take place. Hyperic gathers metrics from Tomcat via
JMX. Thus Tomcat needs to be configured to gather these metrics and allow these metrics to be

retrieved via JMX. The following steps will accomplish this.

1. Log onto Tomcat web server host

2. cd /usr/ecs/OPS/COTS/tomcat/bin

3. Save off a copy of the tomcatENV.sh file

4. Editing the tomcatENV.sh file do the following

remove the double quote at the end of -XX:PermSize=512m \"
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2. add the following the following bolded lines
1.-Dcom.sun.management.jmxremote \
2.-Dcom.sun.management.jmxremote.port=6969 \
3.-Dcom.sun.management.jmxremote.ssl=false \
4.-Dcom.sun.management.jmxremote.authenticate=false"

The file should look like the following:

#!/bin/sh

#

#

ECS _HOME=/usr/ecs

JAVA HOME=/usr/ecs/OPS/COTS/jdk

CATALINA_ OPTS="-DECS HOME=/usr/ecs -DARCH= -ms245m -mx512m -
XX:MaxPermSize=512m -XX:PermSize=512m \
-Dcom.sun.management.jmxremote \
-Dcom.sun.management.jmxremote.port=6969 \
-Dcom.sun.management.jmxremote.ssl=false \
-Dcom.sun.management.jmxremote.authenticate=false"

umask 002

export ECS HOME JAVA HOME CATALINA_OPTS

5. Stop and restart the tomcat server

6. Using the Hyperic GUI, drill down to the tomcat instance running on a given platform
using the Resource->Browse screen. The screen should look like the following
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Servers > Apache Tomcat 6.0 > f4hel01.hitc.com Apache Tomcat 6.0

[ T I T

Deseription:

Owner: H Admiistrator (haadmin) - Change...
Map = Tools Menu )|
Inventory | Alert Control Views
This resource is turmed off or has not been configured properly

The problem is: Invalid configuration: Error contacting resource: Can't connect to MBearServer [(jmx username=system, jmx url=service jmscrmi findirme Mocalhost Ba83mea i} java io I0Exception: Failed to retrieve RiiServer shib
& javan naming ServicelnavallsbleException [Root exception is java nmi ConnectException: Connection refused to host Incalhost; nested exceplion ks
java,net ConnectException: Connection refusad]

Pleaze turn on the server or fix te Configur ation Properties
Metric Display Range: 4 Lost| 8 v | Hows v |[0) Advarced Settinas

[ misoumces

E N METRIC DATA

Indicator Charts | Show Last § Hours

Services

No heaith data is avaable for this resaurce.
I: Host Platform Avail
[ fahettt.hite.com 2

Salact Resources above & .
click button o view metics View Metrics I J

View | Update Defaut % [

Problem Metrics [+ | There are no indicatce metrics data to dispiay for tine period betwesn

No metrics to display B903 2009 08:54 AM and 65032009 0.4:54 PM

Figure 4.2.2.3.1-2. Tomcat Monitor Page

7. Click the Inventory button. The following screen should look similar to the following

screen when the user scrolls to the bottom. Click the EDIT button in the Configuration
Properties section.
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Apache Tomcat 6.0 Cache

Apache Tomeat 6.0 Cache

Apache Tomcat 6.0 Cache

Apache Tomcat 8.0 Cache

Apache Tomcat 6.0 Cache

Apache Tomoat 5.0 Cache

Apache Tomcat 6.0 Cache
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Centrol

serverlog_track.enable false
serverlog_tracknclude
server log_trackfiles logsicataina ot
Auto-Discovery for Caches, DataSource Pools, and other services is Ol

seiverlog_tracklevel Eror
serverdog_track.exclude

., E—  Click EDIT

program Ao i torncat-6.0.
timeout 30

Figure 4.2.2.3.1-3. Tomcat Inventory Page

prefix

8. The next screen prompts for information to needed by Hyperic to monitor the Tomcat

server. Fill in the following fields

jmx.url: service:;jmx:rmi:///jndi/rmi://<hostname>:6969/jmxrmi

jmx.username: system (default)

jmx.password: leave blank
ptql-State.Name.eq=java,Args.*.ct=catalina.home,CredName.User.eq=tomcat
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Dashboard Analyze | Administiation & search

f4¢il01.hitc.com Apache Tomcat 6.0

Please verify that this resource has been enabled for monitering by following the directions below

Configuration Properties

Shared
s ] imz.username
MK URL servicejmcrmi fndiim iffde IMX ysemame | SYSEM
imxpassword “ gl ™ "
M passnord PTGL for Tomoat Process | e ame edsjava,Args * ot
Menitoring
serverdog_track.enable serverlog track Jevel
Enabie Log Tradking O Track event log level LETT (¥
serverdog_trackinclude — | serverlog_track.exclude
Log Pattern Maten | 5 Log Pattern Exelude |

server.log trackfiles

Lo Files | l0gsicataing ot

[¥] Auto-Discover Caches, DataSource Pools, and other services?

Control
“Program | gqqsicommon/divanache-ton P
Full path to Apache Tomcat 80 control program —8 ———— 7T Prefix aipuments fo control program
“timeout

Timeout of control oparations (in seconds)

Configure Apache Tomeat for JMX

To configure Tomest for JMX monitoring see hittp:itomeat apache orghomeat-6 O-docimanitoring himi
For & quick down and ditty method follow these instructions,

I Mirveataling sh add:

[ §1 1= "stop™ ] £& JAVA_OPTS="Dcom.sun.mansgement jmxremcts

-Deam sun management jmeremole port=A363 |

-Doom sun mansgement meremote ssi=talss |

-Deam sun cle sutherticatesfalze SIAVA_OPTS"

export JAVA_OPTS

From there restart Tomcat anc that is it

General Log and Config Track Properties

® Enable Log Tracking - Check to snabie kg tracking
® Track event log leved - Only track events of level greater than or aqualto this level. Order is- [Error, Wam, Info, Debug]

Figure 4.2.2.3.1-4. Tomcat Configuration Page

9. Click "OK" button.

10. After a few minutes, the Tomcat server monitor page should appear similar to the
following.

4.2.2-51 609-EED-001, Rev. 03



Servers > Apache Tomecat 8.0 > f4eild1 hitc.com Apache Tomcat 6.0
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Figure 4.2.2.3.1-5. Tomcat Configured Monitor Page

** If the only metric that is of concern is if the server is up or down, DAACs may consider using
the HTTP service to ping a url instead. Details on how to configure an HTTP service are
described in the setup of the Oracle iPlanet Web Server configuration.

4.2.2.3.2 Configuring xinetd

Hyperic does not provide a service that explicitly monitors the xinetd service but it does provide
the ability to monitor a process. This may be accomplished by following the following steps.

1. Choose the host platform that you want to monitor the xinetd service — xxeil01

2. Drill down to the platform using the Resources->Browse on the Hyperic GUI. The
screen should look like the following
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Platforms > Linux > f4hel01 hite.com
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CPU Speedl. 4 68 3500 ¥Hz (2x3) 05 Werwion 25159257 105 RAM. ASED ME

Architesture: 16E 5
fap =l Tools Menu =)

s Tnventory Mlert | views
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Figure 4.2.2.3.2-1. Host Resource Page

3. From this screen choose from the Tools Menu (upper left) the New Platform Service link.
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Flatforms > Linux > f4held1 hite.com
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Figure 4.2.2.3.2-2. Add New Platform Service

4. The following screen appears. Fill in the following fields
name: the name of the service ex "xinetd xxhelO1"
description: the description of the service
(ex. "Monitors the xinetd service on xxhel01")
service type: choose Process from the drop down menu

Mew Service

R R T | Owmver: ¥ Aciministrator (sgasimm)

Deseription: | oces the it sarice o fansi

Type & Host Proporties

Sarvice Types | Frocess o |

Figure 4.2.2.3.2-3. Configure xinetd
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5. Click "OK" button

6. The next screen allows for the configuration of the Process service. In the following
screen, hit the EDIT button in the Configuration Parameters panel.

Services > Process > xinetd fdhel01

DeStlﬂNOIE Monftars the xinetd service on. Owner: HQ Adminestrator (hgadmin) - Change...
Map EI! Tools Menu =
|
| Moniter iyl Alert h Control | views |

|
+ Service xinetd t4hel01 has been crested,
4 This resource has not bean configured, Plesse set fte Configur ation Properties,
Host Platform: T4heliLhite.com

Description: Monflors the xinetd service on f4hel01 Date Createds 03/03/2009 01:38 PM
Date Modifiec: 020372008 0138 PM
Resource Type: Frocess Modified By: HO Administrator (haadming

EDIT...
Groups containing this resource
D Group a Description

ADD TO LIST.. Total: 0 Hems Per Page:

onfiguration Properties
Shared

process.query
Monitering
service.log_track.enable fslse service.log_track.level
servicelog_track.include service Jog_track.exclude
servicedog_track.files service.config_track.enable falss
service.config_track files
Conmtral

This restdice aues nat have any cantral Configuration Fropettes

EDIT ———— Click EDIT

Figure 4.2.2.3.2-4. xinetd Inventory Page

7. The next screen allows the user to define how to "find" the process. Hyperic uses what it
refers to as PTQL(Process Table Query Language) to identify a process. To find the
xinetd process enter the following:

process.query: Pid.PidFile.eq=/var/run/xinetd.pid

The Pid.PidFile.eq=/var/run/xinetd.pid tells Hyperic that it can find the pid associated
with the xinetd process within the file /var/run.xinetd.pid

For detailed information about PTQL visit  the Hyperic site
http://support.hyperic.com/display/SIGAR/PTQL
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xinetd f4hel01

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
*process.aquery [ ]
Wiosum Gk it PictFile ecj=tvarirunianetd
Monitoring
servicedog_track.enable - servicedog_track.level 1
Enatls Log Traddng L1 Track event lng lewst | ET90 %
servicedog_track.include servicelog_track.exclude i
Log Pattern Match Log Pattern Exclude
servicedog_trackfiles — | service.config_track.enable
Log Files | Enzble Confly Tracing

service.config_trackfiles
Configuration Files

m (SRR TS See—

Monitoring of an indlyidusl process or oroup of DroCesses requires & process query to differentiste them from other system processes. This (s schieved using Process Table Query Lanousge, of PTOL, & simpse query language 1or tnding processes
basad based on ther attributes

PTOL Queries must be inthe following formet:
Class Attribute. operator=value

Where:

® Clags is the name of the Sigar class minus the Proc prefix,
® Attribate s an atiribude of the grven Class, index into an srray or key in & Map class,
® operatol is one of the folowing for String valuss:

O eq - Equal to value

O pe - Not Equal to value

O ew - Ends with value

O sw - Starts with value

© ct - Containg walue (substring)

© re - Requiar expression value maiches
® operator is one of the following for numeric values:

© eq - Equalto value

O e - et Equal to value

P o e b e

Figure 4.2.2.3.2-5. xinetd Configuration Page

8. Click "OK" button

9. After a few minutes, the xinetd xxhelO1 service monitor page should appear similar to the
following.
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Services > Process > xinetd fdhel01

Description: Manitors the xnetd service on

Owmer: HQ Admirestrator (hgadmin - Change...
Ma|>lz| Tools Menu |

Inventory Alert Control Views

Metric Display Range: < Lastf'a _v" Hours - (@ Advanced Settings

[ wesoumces

g __ | mpicaTors . ERCISETE ALY

Availl  ndicator Charts | Show Last & Hours

[] Host Platform

View: | Update Dttt 1T

SeEEEEEEacEdNEE At EsEssssssESSSNEsEANEaEESadsassacesaasaasss TN

=l
view metrica J- JESPRRS

Availability
iix
(Process) LOW 00%  AVG00% PEAK: 0.0%
| Prblem Metrics %
100%
o metrics fo display
= Resident Memory Size Péx

(Process) LOW 744 0KB AVG 7440KB PEAK 744 0 KB

1,488 KB
1,116 KB

- 44 KB

09/03/2003 06:01 AM 09032008 020372002 01:53 PM

1105 AM

Figure 4.2.2.3.2-6. xinetd Configured Monitor Page

4.2.2.3.3 Configuring DNS

Monitoring a DNS service works by configuring a Hyperic DNS service. This service will
perform a DNS lookup to the DNS service and comparing the return with an expected answer.
To configure a Hyperic DNS service, perform the following steps.

1. Choose a host platform to create the Hyperic DNS service — xxeil01

2. Dirill down to the platform using the Resources->Browse on the Hyperic GUI. The screen
should look like the following
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Platforms > Linux > f4hel01.hitc.com

Description: Red Hat Enterprise Linux 5 Owner: HQ Aaministrator (hgadmin) - Change...

Default Gateway: 155157311 Vendor: Red Hat Secondary DNS: 155157 31 223
Vendor Version: Enterprise Linux 5 IP Address: 155.157.31 222 Primary DNS: 155157 31 209
CPU Speed 4 @ 3300 MHz (2x2) 05 Version: 2618-1281.1 el5 RAM: 4360 MB

Architecture: x86_64
MapEl| Tools Menul|

Bkl mml | Inventory Alert | Views

Metsic Display Range: 4 Last 8 v ]: Hours % l@ Advanced Settings

RESOURCES ™\ CTZIC TN METRIC DATA %
[ Platform Services Heakth Avall  ydicator Charts | Show Last 8 Houts View. | Update Detout v | [
Oocru L
] 100.6% — Availability
[ FileServer Mount o9 -~
i Free Memoty x
[ HetworkServer Interface e < h“ 13
D (Linwd) LOW 266MB AVG S66MB PEAK 15GB
O RPC L s
| [[] Deployed Servers Health Avail k2

E] f4heldihitc.com Apache 2.2.11 Q = L

T4heldinitc.com Apache Tomcat —_
Bl o e : @ G

4.1.2-EE

- D ME
0 faheldt.hitc.com ()
i bt 2 Free Memory (+ buffersicache) Tix
D f4heldlhitc.com HO Agent Y= (Linux) LOW:14GB AVG15GB PEAK: 29 GB

[0 faheidvthite.com HTP 4x =N .
Select Resources above & m 0 o
click button to view matrics 2.1 CE
| 1.7 GE
| Problem Metrics ¥ B e

Lo e | P ——— ————

| No metrics to display

| 4 Load Average 5 Minutes fix
(Linu) LOW 02 AVG 03 PEAK: 2.1
cetorre” TToee TP enet TBertuvac e TTercoBrenres T "0u,,

Figure 4.2.2.3.3-1. DNS Monitor Page

3. From this screen choose from the Tools Menu (upper left) the New Platform Service
link.
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T || e | s

Platforms > Linux > f4hel01.hitc.com

Description: Red Hat Enterprize Linuw: 5

Default Gateway: 155157311 Vendor: Rad Hat
Vendor Version: Enterprise Linu: S IP Address 155157.31 222
U Speed: 4 @ 3500 hHT (212) 05 Version 26168-128.1.1 65

Architecture: <85 _B4

Map Eli Tools Mel\uElI
Configure Platform B
Clone Plattorm B " T

r Delete Platform @ —
Hew Server @

| Hew Platform Service [
llew Auto-Discovery B

| % ible All Alerts On This Agemt B

| Disable All Alerts On This Agent [

| [] Pratt Add to Dashboard Favorites 0]

_ Add to Group 0]

Click New Platform Service

TR ET TN METRIC DATA

vall . dicator Charts | Show Last

Ooe & o
[l FileServer Mount ]
_ AFree Memo
o Hetwork Server Interface @ 5 3 i
| Linu=)
[ - =]

| [] Deployed Servers Health Avail b
[0 rneltthite.com Apache 2.2.11 P

tahelid ite.com Apache Tomeat

Owner: HQ Acministrator (haadming - Change...

Secondary DHS: 1
Primary DS 155
RAM: 4960 ME

it Display Range: < Laat|_s “v-“_H.ours v']g Advanced Settings

| paste Derat v |3
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Pix °
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O fecserver ops 25 ;
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Figure 4.2.2.3.3-2. Add New Platform Service

4. The following screen appears. Fill in the Name, Description, and choose DNS from the

Service Type drop down menu.
= oo

e o il

New Service

General Properties

*Hame: | s yso

Owner: HQ Administrator (hgadming

Type & Host Properlies

Service Type: | DNS v |

ok _J Reset ] Cancel _

Figure 4.2.2.3.3-3. Confgure DNS
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5. The next screen allows for the configuration of the DNS service. In the following screen,
hit the EDIT button in the Configuration Parameters panel

O -0 | |t | v, Y

Services > DNS > DNS-NS2

Description: DNS-MSZ Owner: HQ Administrator (hgadmin) - Change...
Map | Tools Menu=|

Monitor o npl  Alert | views |

 Service DNS-NS2 has been created

& This resource has not been configured, Please set s Configur ation Properties

Host Platform: f4heli.hite.com |

Description: DRS-NE2 Date Created: 0203/2009 10008 AW
Date Modified: 09032009 10008 AM
Resource Type: DHS Modified By: HQ Administrator (hgadmin)

[] Group & Description

I
ADD TO LIST. Total: ¢ ftems Per Page: |
onfiguration Properties
hestname poit
sotimeout lookupname
pattern type
Monitoring
service.log_track.enable false servicelog_track level
servicelog_track.include service Jog_track.exclude

I
Control

|This resaurce does not have H."Pf. cantral Canfiguration Froperties.

| DI, e Hit E it

Figure 4.2.2.3.3-4. DNS Inventory Page

6. Configure the service by populating the following
e hostname: host that DNS is running on
e port: the port number DNS is listening on, typically 53
e sotimeout: socket timeout, defaults to 10 seconds

e Jlookupname: choose a host that your DNS will have an answer for.(ex.
xxdplO1.edn.ecs.nasa.gov)

e pattern: perform an nslookup on the host that you chose for lookupname and enter
the Address. 155.157.31.204 in the below example.

Example
- bash-3.2§ nslookup f4iil01
Server: 155.157.31.209
Address: 155.157.31.209#53
Name: f4iil01.edn.ecs.nasa.gov
Address: 155.157.31.204
type: choose A from the drop down menu
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|

| e |t

DNS-NS2

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
* hostname
adiame nel hitc.com
* sotimeout
Sodet Timeout(inseconesy [~
pattemn :
Answer biaton | 19515731204
Monitoring

servicelog_track.enable O
Enabla Log Tracking

servicedog_track.include
Log Patterm Maten

“port
Port

“lookupname
Lookup Name
“type [

Record type

|53
1401 hitc com
v

servicelog_track Jevel

Error |3
Track event log laval

servicedog_trackexclude |
Log Pattem Exolude

This service checks avalsbity of a specific DNS server, as specified by the hostname property, The service will be considered avaisble (2if the DNS sarver can be spoken to, even if there are no snswers for the specified leokupname.

The optional match praperty can be used to change this behaviar, where the service availabilty will report ot the warning level - if there are no metches in the answer section.

The match property can be & regulsr expression or substring, where 3 value of * simply mesns one or mare answers of any value is considered & successiul lookup

General Log and Config Track Properties

® Enable Log Tracking - Check to enable log tracking.

® Track event log kevel - Only track events of level grester than or equal fo this level. Order is: [Error, Warn, Info, Debug]
® Log Pattern Match - Include messages that match the given reguiar expression. The aiven patieen can be & subistring ta look for in log messages or & regulsr exprassion. Sea: java.utile egexPattern

® Log Pattern Exchude - Exclude messages that match the given regular expression,

Figure 4.2.2.3.3-5. DNS Configuration Page

7. Click "OK" button

8. After a few minutes, the DNS-NS2 service monitor page should appear similar to the

following.
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Services > DNS > DNS-NS2

Description: DhS-NE2 Drwner: HG Administrator (hoadmin) - Clange...
Mapis|  Tools Menu |

Inventory Alert Views

Metric Display Range: 4 Last 8w |Hows ¥ |[@ Advaneed Settings

RESOURCES ™ B TR CTIRRN  METRICDATA -
[[] Host Platform Avail  jlicator Charts | Show Last § Hours View: | Update Defaut v |0
[] f4mvel01.hite.com a9 ol =
0% — Availability
Select Resources shove & 2 4 2
clide button o vizw metrios L] = Additional Records 4K 2l
T (DNS) LOW: 4.0 AVG 40 PEAK: 4.0
| Protiem Metrics v
1o metrics to dispiay
EAnswers r4x
(DNE) LOW 10 AVG 10 PEAK- 1.0
15
.
5 Authority Records P ix
(©NS) LOW: 4.0 AVG 40 PEAK: 4.0
- 1
~
D903/2005 02:31 A CRIDE2009 10:23 AW

Figure 4.2.2.3.3-6. DNS Configured Monitor Page

4.2.2.3.4 Configuring ssh

Monitoring a host's SSH service works by configuring a Hyperic SSH service. This service will
secure shell with a configured username and password. The success of the secure shell along
with the response time will be stored as metrics. To configure a Hyperic SSH service perform
the following steps.

1. Choose a host platform to create the Hyperic SSH service — xxeilO1.

2. Drill down to the platform using the Resources->Browse on the Hyperic GUI. The
screen should look like the following.
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Platforms > Linux > f4hel01.hitc.com

Description: Red Hat Erterprize Linue 5
Default Gateway: 155157 31 1
Vendor Version: Enterprise Linu: 5
CPU Speed. 4 i3 5500 MHz (2x2)

Owner: HG Administrator (hagadming - Change...

Architecture; =86_B4

Views

Alert |

Metric Display Range: < Laali.a v || Hours v]@ Advanced Settings

| INDICATORS

| e | v

Primary DS 15515
RAM: 4960 MB

= - = z
[] Patform Services Health Avall icator Charts | Show Last & Hours View: | Updete Detaut | [0
TJ=cru & 2
E d 108.8% — Avaitability
3 FileServer Mount 2 - - i
I [ HetworkServer Interface o o ey el
—— e — CLinux) LOW: 286ME AVG S66MB  PEAK 15GB
COoeec 8 o
| |:| Deployed Servers Health Avail o
| [0 fdheltthic.com Apache 2.2.11 e 9 .
Hheltl hitc.com Apache Tomeat - B
. O e g 5 i
e B
0 fihelt hitc.com o
HEGServer _OPS A Free Memory (+ buffersicache) i ix
| T4heli hitc.com HO Agent & O Linu=) LOW: 14GE AVG 1568 PEAK: 29 GB
41.2-EE i
GB
[0 faheltthite.com NTP 4x 09 b
Select Resources abowe & m .0 :
click buttan to view matiics GB
Problem Metrics (v - i ol
e e e e L S SRR LS e
| No metrics to cisplay
4 Load Average 5 Minutes Fdx
(Linux) Low: 02 AVG 0.3 PEAK: 21
e TTEea T T T e ae Tessslreereat S Teen
v

Figure 4.2.2.3.4-1. Host Resource Page

3. From this screen choose from the Tools Menu (upper left) the New Platform Service link.
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Platforms > Linux > fdhel01.hitc.com

Description: Red Hal Enterpriss Linue 5 Owner: HE Administrator (hoadimin - Change...

Default Gateway: 15515 Vendor; Red Hat Secondary DNS: 15515731 223
Vendor Version: Enterprise Linux 5 IP Addivess: 15515731 222 Primary DNS: 155.157.31 208
CPU Speed: 4 i@ 3800 MHz (2:2) 05 Version 2618-126.1 1.el5 RAM: 4960 ME

Architecture: x86_54

MapEl|  Tools Menu=| Click New Platform Service

Configure Platform B
w . Clone Plattorm E "
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| Hew Server @
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: DLJ FileServer Mount
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Indicator Charts | Show Last 8 Hour s View: | Updste Detaut v |3
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| Oz ere e o
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| |:| Hheltrlhitc.com Apache Tomcat —
6.0 .

e - e ME
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E
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Figure 4.2.2.3.4-2. Add New Platform Service

4. Choose a host platform to create the Hyperic SSH service — xxeil01
5. The following screen appears. Fill in the following

name: Choose a name such as SSH xxdpl0O1
description: Choose a description such as "checks ssh on xxdpl01 host"
service type: From the drop down menu choose SSH

e | s
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New Service

General Properties
# Hame: :SSH t4elplot Owner: HG Administrator (haadming

Description: |Chacks ssh or the t4dpDt host

Type & Host Properties

Service Type:

Figure 4.2.2.3.4-3. Configure ssh

6. Click "OK" button.

7. The next screen allows for the configuration of the SSH service. Hit the Edit button in the
Configuration Properties section.

I e || s | st

Services > SSH > SSH f4dplo1

Description: Checks ssh on the 14dpi01 host

Owner; HQ Adminestrator (hgadmin) - Change...
Map | Tools Menu =

Monitor oL Alert | Views

1
' Service SSH t4dpiC! has been created.

& This resource has not been configured. Piease set its Configur ation Properties
‘General Properties

L

Host Platform: f4held i hite.com

Description: Checks ssh on the fdpi01 host

Date Created: 030372009 11:38 AM
Date Modified: 03032009 11-35 A
Wodified By: HG Admnistratar (haadming

Resource Type: SS5H

101 Group Description
|

ADD T0 LIST Total:0 Mems PerPage: |15 ¥ |

Configuration Properties
| Shated

hestname poit
‘ sotimeout usef
pass e

|

‘Monitoring

‘ servicelog_track.enable false
servicelog_track.include

servicelog_tracklevel
service log_track.exclude
| Control
|This resource does not have ar.y‘:cmrmi C‘omﬂgwd}'ﬂn'ﬁmems._ -
Lo £ Click Edit

Figure 4.2.2.3.4-4. ssh Inventory Page

8. Fill in the following fields on the next screen

hostname: The host whose ssh service is being monitored
port: The ssh port number, typically 22
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sotimeout: The socket timeout, typically 10 seconds
user: The user name to log into the host via ssh
pass: The password for the user

**NOTE the pass value will need to be updated every time the password is changed for
the user

SSH f4dplo1

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
* hestname I: “port
Hastname rmﬂn‘ ! Fort =
* sotimeout | 1 user
Sodet Timeout (in seconds) |12 | Usemame | Cmehared
pass
W T |
Monitoring
servicedog_track.enable servicedog_trackdevel [ |
Ensble Log Trading ) Track event log level | ET0_ ]
service.log_track.nclude 1 servicedog_track.exclude
Log Patiem Match | Log Fatiem Exclude

General Log and Config Track Properties

® Enable Log Tracking - Check to enable log tracking,

® Track event log level - Only track events of level orester than o equal to this level. Order s [Error, Warm, Info, Debug]

® | og Pattsrn Match - Include messages that match the given regular expression. The givan pattern can be a substring to look for in log of & reguler expression, See: java.utiLiegex.Pattern,
® Log Pattern Exclude - Exclude messages that mateh the given regular expression.

Figure 4.2.2.3.4-5. ssh Configuration Page

9. Click "OK" button.

10. After a few minutes, the SSH-xxdplO1 service monitor page should appear similar to the
following page.
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Services > SSH > SSH f4dplo1

Description: Checks sshon the r4coi01 host Owner: HQ Administrator Chgadming - Change...

MapE|  Tools Menu )|

Inventory Alert Views

Metric Display Range: & Last| 8w IHows v [0 Advanced Settings

[ RESOURCES ™ B FICIERN  METRIC DATA %
[] Host Platform Avail  1gicator Charts | Show Last § Hours view: | Update Detautt v |30
[ fanetot.bi =] .
§0.0% — Availability
Select Resources abave & P : :
cllck butten to visw metrics l‘ 3 l : 'm' s L] {Resp Time 1%
(55H) LOW. 32855  AVG 32655  PEAK 3.265%

| Problem Metrics %

Mo metrics to display

090352005 03:56 A C9MZ2009 11:45 AW

Figure 4.2.2.3.4-6. ssh Configured Monitor Page

4.2.2.3.5 Configuring Oracle iPlanet Web Server (formerly Sun Java Web
Server)

The monitoring of Sun Java System Web Server, now known as the Oracle iPlanet Web Server,
may be accomplished by creating a service that pings a configured url. To configure a Hyperic
http service perform the following steps

1. Choose a host platform that is running the Web Server — xxdpl01

2. Drill down to the platform using the Resources->Browse on the Hyperic GUI. The
screen should look like the following
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Dashboard Analyze | Administiation
-_ [ =2 I

Platforms > Linux > f4dpl01.hitc.com

Description: Red Hat Erterpriss Linue 5 Owner: HZ Administrator (g
Wendor: Red Hat Default Gateway 155157 311 Secondary DI

: 185:157.31.223

Wendor Version: Entérprise Linue 5 IP Adchess! 1551 1216 Primary DHS: 155157 .31 208
CPU Speed 4 i@ 3500 MHz (2x2) 05 Version: RAM: 7952 0B
Architecture; <B66_B4
Map EI: Tools Menu =
#=| Inventory Alert Views
| Metric Display Range: 4 Last || Howrs |§| Advarced Settings
|_ RESOURCES TR U TR METRIC DATA
| - A~
| [] Platform Services Health Avail Indicator Charts | Show Last 8 Hours View: | Update Detaut % (28
| Oocew -
. H 106,0% — Availability
3 FileServer Mount L .
I|:|;_-mr KServer Interf ) & Edryas Mamety rix =
etworkserver Interface & !
| o i) LOW: 431 MB AVG S42MB  PEAK 1352 MB
Oorec 8 SR
| 140 MB
| I ssH
|

| O dataprovider

i |:|:l ilatapi owider _0OPS

| |:| Deployed Servers Health

| [0 mlotificationSer vice_DEVOT 1.0
| 0o soL ouery

!|:| dpl_guick

5 Free Memory (+ buffers cache) F§x
fLinux) LOW 1568 AVG 16GE  PEAK 180GB

1ver_TS2

|]:| T4adplird hite.com
ActionDriver _0OPS

|
Tdplid hite.com Apache 2,211 i
|

|:| T4dplithite.com Apache Tomoat

| L T
| Select Resources above & m - 1.51ChB

click button to vies matics L . i b
4 Load Average 5 Minutes Filx

; | Prolem Metrics v Linu LOW 13 AVG 18 PEAK 31

: Mo metrics to display
= e e I

= a1 =
s T el e e g T - -

" T
- el =

Fo F=y o Fey | Eusrted nos Teackino

Figure 4.2.2.3.5-1. Host Resource Page

3. From this screen choose from the Tools Menu (upper left) the New Platform Service link.
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| e | oo |

Platforms > Linux > f4dpl01.hitc.com

Description: Red Hat Enterprise Linus 5
Vendor Red Hat

Vendor Version: Erterprise Linux 5
CPU Speed: 4 @ 3800 MHz (2x2)
Architecture; <85_B54

MapE|  Tools Menu )|

Owinver: HE2 Administrator (haadming - Change.
Default Gateway: 155 157 311

IP Address: 155157 .31 216

05 Version: 2618-128.1 .1 5

Click News Platform Semvice

Configure Platform
.., Clone Plattorm B
Delete Platform [
New Server [
Hew Platform Service [
Hew Auto-Discowery B
,—Flruable All Alerts On This Agemt
Disable All Alerts On This Agent [
[] Platt Add to Dashiboar d Favorites &
Add to Group B
COocr

(= FileServer Mount

Views

CUTTECTTIRN  METRIC DATA

~
Indicator Charts | Show Last § Hours

Secondary DHS; 155157 21 223
Primary DIS: 155957 31 209
RAM: 7952 MB

e Display Range: < Lm|'3 v| Hours v”|§| Advanced Settings

Wiy | Upciate Defaul

o > |

A08.0% — Avallability

2 -
2 Free Memol x
|:|_‘l NetworkServer Interface B _“ o I
(Linue) LOW 431 ME AVG 542ME  PEAK 1352 MB
O RPC g D
O o T
[CO=ssH = -
[T datags ovider i S
ME
[0 dataps ovider_0Ps ~ - A 4 MB
|:| Doployed Servers Health A ermgy m T s rm st Ty e T T reagara i s -'- 3 ME
[Io mitetificationService DEVO1 1.0 &
& soL duery 9 o 24 Free Memory (+ Iniffersicache) T iXx
[] dpi_quickserver T2 o ! (Linu=) LOW 15GE  AVG 16GE PEAK 18 GB
T4dpli hite.com - e, "
O Actiondriver ops © i ;
|:| Tadplit hitc.com Apache 2.2.11 e o T bbb
D T4dplid hitc.com Apache Tomeat — g T PrTeLms = 58CH
2a & 3 T e e W 1 cB
Select Resources abowe & -
alick button to wiew matrics Wicw Metrics "@ ; .
P——————— i Load Average 5 Minutes i 4 X
Problem Metrics (v (Linux) LOW: 15 AVG 18 PEAK: 31
Mo metrics to displary 32
"N TV
I‘ - g,
i e el T .’u... g e "__l l-_' -
v

4,

Figure 4.2.2.3.5-2. Add New Platform Service

The following screen appears. Fill in the following

name: choose a name such as Sun Web Server 7 xxdpl01
description: choose a description such as "Monitors Sun Web Server 7 on xxdplO1 host"
service type: Choose from the drop down menu - choose HTTP
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N == e | pminssaior

Mew Service

General Properties
*Hame: ' SLn Wb Server 7 !4&!;!0‘1 Owner: HG Adminiztrator (hogadmin)

Deseription: |ponirs the SunWab Server 7 on fadpi0t

Type & Host Properties
Service Type:

Figure 4.2.2.3.5-3. Configure Sun Java System Web Server

5. Click "OK" button.
6. The next screen allows for the configuration of the HTTP service. Hit the Edit button in
the Configuration Properties section.
[ B

Services > HTTP > Sun Web Server 7 f4dpl01

Description: Monitors the SunWeb Server 7
Map | Tools Menu E:J

¥ Service Sun Web Server 7 #4dpi01 has been creatad,
& This resource has not been configured, Please set fts Configus ation P opesties
‘General Properties . =

Owner: HO Administrator (hagadming - Change...

Monitor | xnventory” Alert Views

Host Platforme f4dplét hitc.com
Description: Moritors the SunWeb Server 7 on fhdpit

Date Createck 09082003 10:24 AM
Date Modified: D9/08/200% 10:24 AM
Moddified By: HQ Administrator (haadmin]

Resource Type: HITP

[] Group & Description

ADD TO LIST Totak: @ hems Per Page: 15 ™

Shared

sl fatse hosthame
port sotimeout
path user
pass S T
method hostheader
follow faise pattern

proxy

Monitoring
—— servicedog_track.enable faise servicedog_wack.level
service log _track.include service.log_track.exciude
 Control

This resource does nat have any controd boauhywa!mn Froperties

EDIT... FC\ICR EDIT

Figure 4.2.2.3.5-4. Sun Java System Web Server Inventory Page
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7. Fill in the following fields on the next screen

hostname: the host of the Sun Web Server 7 being monitored
port: the port number

sotimeout: the socket timeout, typically 10 seconds

path: leave as /

- s | v

Sun Web Server 7 f4dplo1

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
sal * hostname ,
Use S5L O Hostname | 110001 hite.com|
* port | e * sotimeout
Port 40078 ‘ Sodiet Timaout {in seeands) 1l
= path | 7 user
Path ‘ Usamama
pass [ | realm
Fasaword | Realm
* method | e | hostheader |
Request ethod | A0 ¥ Host He ader
follow S| pattern
Follow Rediracts Respanse Match (substring or 1agax)
proxy |
Prosy C
Monitoring
seivicedog_track.enable seivicedog_trackJevel
Enable Log Tracking D Trak event log lewe| Errce I

service.log_track.include
Log Fattam Match

service log_track.exclude
Log Pattem Excluda |

General Log and Config Track Properties

® Enable Log Tracking - Checl to enabie log tracking

® Track event log level - Only track events of level grester than or equsal to this level, Order is: [Error, Warm, Info, Debug)

® Log Patisrn Match - Inclucle messages that match the oiven reguar expression. The given pattern can be a SLOStNG 10 100k 10 In IOy MESSAGES OF & reguIss EXPression. Ses. java.uliLl egePattern.
® Log Patierm Excluds - Exclude messages that maich the given regular exprassion,

Figure 4.2.2.3.5-5. Sun Java System Web Server Configuration Page

8. Click "OK" button.

9. After a few minutes, the HTTP-xxdplO1 service monitor page should appear similar to
the following page.

4.2.2-71 609-EED-001, Rev. 03



DR - e | v

Services > HTTP > Sun Web Server 7 f4dpl01

Description: Monfiors the Sun Yveb Sarver 7 ramern: HG Administrator (haadming - Change...
Map = Tools Menu =

Inventory | Alert Views

Metric Display Range: < L&sl| 8 ™| Houws %|[@ Advanced Settings

__ [ mesouRcEs : BT RN METRIC DATA Y
B 3 e
[[] Host Platform Avail  icator Charts | Show Last § Hours Wi | Update Defaul R B
[ f4apiod.hitc.com [ e
4000 Availability
Select Resources above & m ie
click button to view meties @ a Response Code P ix
HTTF) LOW: 2000 AVG: 2000 PEAK: 2000
Problem Melrics |+
o metrics to dsplay
“Response Time P ix

HTTF) LOW: 3mz AVG: 35ms PEAK: 4mz
i

i

0SER2009 0249 AM DU0E/2005 10:41 Ah

Figure 4.2.2.3.5-6. Sun Java System Web Server Configured Monitor Page

**The Hyperic application is supposed to be able to monitor the Sun Web Server via SNMP
which would provide more detail about the status of the server. However, as of the writing of
this document, having the Sun Web Server gather metrics and make them available via SNMP
has not been successful.

4.2.2.3.6 Configuring SendMail

Hyperic will auto-discover Sendmail instances running on a platform but requires some
modifications for the Sendmail monitoring to take place. Hyperic gathers metrics by running a
script which will try to cd into the directories /var/spool/mqueue and /var/spool/clientmqueue
and list the contents. Hyperic will need permission to cd into these directories and perform an ls.
The following steps will accomplish this.

On the mail server host:
xxeil01# 1s -1d /var/spool/*queue

drwxrwx--- 2 smmsp smmsp 4096 Sep 9 04:05 /var/spool/clientmqueue
drwx------ 2 root mail 20480 Sep 9 10:21 /var/spool/mqueue
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xxeil01# chmod 750 /var/spool/mqueue

xxeil01# 1s -1d /var/spool/*queue
drwxrwx--- 2 smmsp smmsp 4096 Sep 9 04:05 /var/spool/clientmqueue
drwxr-x--- 2 root mail 20480 Sep 9 10:21 /var/spool/mqueue

xxeil01# vi /etc/group (add hyperic to "mail" and "smmsp" groups)
mail:x:12:mail,hyperic
smmsp:x:51:hyperic

After a few minutes, the xxeil01 Sendmail 8.x monitor page should appear similar to the

following page.

o - Dashboard Analyze | Administration
R l l l T

Servers > Sendmail B.x > f4eil01_hitc.com Sendmail 8.x

Description: Owner: HO Administrator Chgadming - Change...
Map=|  Tools Menu=|

Inventory | Alert Views

Metric Display Range: Lm| 4 b | Hours | |J Advanced Settings

[ RESOURCES [T TR METRIC DATA N

ki z
[l Sermces Avail  ndicator Charts | Show Last 8 Hours view: | Update Defaut
| Fheild1.hitc.com Sendmail 8.x e =
= Message Submission Process 0% —

42101 hite.com Sendmail 8.5 Root _ i Messages Awaiting Preprocessing ]
O ) 0
—  Daemon Process we (Sendmail &) LOW 0.0 AVG DD PEAK: 0.0
Ll feildt hitc.com Sendmail 3.x SMTP z
[] Host Platform Avail
[] f4eitot.hite.com e

Select Resources above & e .
click button to wiess metrics o

Froblem Metrics [ |

No mestrics to cisplay (Sendmail £ LOW: D0 AVG: 00 PEAK: 00

gtk

Figure 4.2.2.3.6-1. SendMail Monitor Page

**Detailed instructions will be issued concerning the permission changes.
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*** Do not follow the instructions provided by Hyperic for the configuration of Sendmail. Their
instruction was to give sudo/NOPASSWD such that the script will execute as root without a
password which EED system administrators strongly discouraged.

***Sendmail should only be auto-discovered on the xxeil01 host.

4.2.2.3.7 Configuring StorNext Host Monitoring

Quantum, the makers of StorNext, recommend against any other software being installed on the
metadata host. Thus, an agent will not be installed and the only monitoring will be a ping of the
virtual StorNext metadata host. Hyperic provides the ability to ping a host. The following steps
will accomplish this.

1. Choose a host platform that can ping the xxsmvaa host.

2. Drill down to the platform using the Resources->Browse on the Hyperic GUI. The
screen should look like the following.

Dashboard Analyze Administration
_— ] [[Anaee ] I

Platforms > Linux > f4dpl01.hitc.com

Description: Red Hat Erderprize Linue 5 Owneer: HG Admnistrator (hgadming - Change...
Vendor: Red Hat Default Gateway 155157 311 Secondary DMS; 155157 31 223
WVendor Version: Enterprize Linus 5 1P Adich & 216 Primary DHS 7

CPU Speed 4 @ 3300 M-z (2x2) 05 Version: 261812814 815 RAM: 7952 MBI
Architecture; <B66_B4
MapE| Tools Menu=l|

Inventory Alert Views

Metric Display Range: < Ls§| 8 ™| Hours »|@ Advanced Settings

| RESOURCES ™ INDICATORS METRIC DATA

= = : a
[] Platform Services Heatth Avail Indicator Charts | Show Last § Hours view. | Update Detaut v |[5)
Cocru -
& FileServer Mount = X ~

2 Free Menmor [}
[ HetworkServer Interface : v
= (Linux) LOW 431 WE AVG 542MB  PEAK 1352 MB
o rec 8 O e
[z ssh & C i) 14 8
[ dataprovides 0 c e AL
[ datapr ovider_0PS & 5 ™ --é ui - g I
D Deployed Servers Health Avail B v - et - e T e Tt E . PR, -
[Io millotificationService DEVO110 & O
i SoL ouery 9 C i Free Memory (+ buffers cache) i éxX
== R G SeTaaTTeE a (Linus) LOW 15G8  AVG 16GE  PEAK 180GH
—  Tdpldthitc.eom 5 Teen S
! ActionDriver oPs 000 ¥ ¥ T Twean
[ f4dpiit hitc.com Apache 2.2.11 oo TTTReeeea
1 fadpliLhitc.com Apache Tonwat ’ wl———————————————— ""“"*“=== RS, e — —— i
Ll za = - g i
Select Resources above & - - = i
click biutton to view matiics Siew fnateicn Jut] :

- - i Load Average 5 Minutes 4%
Problem Metrics | fLinu=) LOW 13 AVG 18 PEAK: 3.1
No metrics to display - 3.2
TR T e
e wl gTel, -
. ——
- - - B - o
P D e . L g - | *-—_ -
W
o PN & Euacted oos Trackino.

Figure 4.2.2.3.7-1. Host Resource Page

3. From this screen choose from the Tools Menu (upper left) the New Platform Service link.
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I i |

Platforms > Linux > f4dpl01.hitc.com

Description: Red Hat Enterprise Linus 5 Owner: HG Administrator (hgadiming - Change...

Vendor Red Hat Default Gateway: 155 157 311 Secondary DHS; 155157 21 223
Vendor Version: Erterprise Linux 5 IP Address. 15515731 216 Primary DNS: 155157 31 208
CPU Speed: 4 @ 3800 MHz (2x2) 05 Version: 2618-128.1 .1 5 RAM: 7952 MB

Architecture; x86_B4 e b i —

Map]| Tools Menu)| Click News Platform Senice

Configure Platform

.., Clone Plattorm B
Delete Platform B
New Server B
Hew Platform Service [
Hew Auto-Discowery B

Views

e Display Range: < Lm|'3 v| Hours v”|§| Advanced Settings

Enalye All Alerts On This Agent & e
* Disable All Alerts On This Agent [ i METRIC DATA
[ Plati Add to Dashboar d Favorites B ~ X a2 A ; |
" Add o Group B Indicator Charts | Show Last 8 Hours View: | Update Defacll | :u

Ooc -

(= FileServer Mount

A08.0% — Avallability

S g 2 -
2 Free Memol x
DJH-?l.-umh‘.’;onrel Interface B D _“ o 1’
(Linue) LOW 431 ME AVG 542ME  PEAK 1352 MB
CIRPC o
D o 140
[CO=ssH e s
[T datags ovider i S
ME
[0 dataps ovider_0Ps ~ - A 4 MB
|:| Doployed Servers Health B it et L L Lo - s '- & i
[Io mitetificationService DEVO1 1.0 &
I soL ouery ) i Free Memory (+ buffers icache) T8 x
0] dpi_quickserver_TS2 o (Linu=) LOW 15GE  AVG 16GE PEAK 18 GB
T4dpli hite.com - e, "
O actiondriver_ops - i '
] fadpiot hite.com Apache 2.2.11 e O T CB
D fdpltihite.com Apache Tomeat 5 — & eems L LS SECR
Ea & 3 i W c1cB
Select Resources abowe & -
olick buthon to wiew metics View Metrics "@ ; .
P——————— i Load Average 5 Minutes i 4 X
Problem Metrics (v (Linux) LOW: 15 AVG 18 PEAK: 31
Mo metrics to display 32
R P o
I‘ - g,
i e el T .’u... L '.._l l"-- -
v

Figure 4.2.2.3.7-2. Add New Platform Service

4. The following screen appears. Fill in the following

name: choose a name such as StorNext Metadata Host Ping
description: choose a description such as "This service will ping the metadata host"
service type: From the drop down menu - choose InetAddress Ping

| e | oo |
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DR - | | o | e,

New Service

General Properties

*Mames | syornet Metagsta Host Fing | Owner: HO Administraior (haadming

Deseription: | This servica wil ping the f4smyaa host

Type & Hosl Properties
Service Type: | netAcdress Ping v

Ok} Ressi ] Cancel

Figure 4.2.2.3.7-3. Configure StorNext Host Monitoring

5. Click "OK" button.

6. The next screen allows for the configuration of the ping service. Click the Edit button in
the Configuration Properties section

I -cxc | | e | s

Services > InetAddress Ping > StorNext Metadata Host Ping

Description: This service will ping the 14g Owner: HQ Administrator (hgadmin) - Change...
Map =) Tools Menu=|

MONIROr e is s Alert Views

v Service StorNext Metadata Host Ping has been created.
£ This resource has not been configured. Please set #s Configur ation Properties

Host Platform: f4dplot.hite.com
Description: This service will ping the Hemvaa host Date Created: 09/09/2000 0312 PM
Date Modified: 03092000 0312 PW
Resowrce Type: InstAddress Ping Modified By: HQ Administrator (haadmin)

EDIT

[ Group & Description

ADD TO LIST. Total: 0  Mems Per Page: | 15 v
onfiguration Properties
Shared
hostname sotimeout

Monitoring

servicelog track.enable false seivicelog_track level

servicelog_trackinclude service Jog_track.exchude
Control

This resowce does not have any control Configuration Properties.

EDIT & Click EDIT

Figure 4.2.2.3.7-4. StorNext Host Monitoring Inventory Page

7. Fill in the following fields on the next screen.

hostname: the virtual host name (ex. p4smvaa)
sotimeout: the socket timeout, typically 10 seconds
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¢ | arayee | st 7T

SN Metadata Host ping

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
* hostname | pasmvaa * sotimeout 10
Hostnames Sockat Timeout (nssconds) L |
Monitoring
service.log_track.enable | Wi service.log_track.level Error j
Enable Log Tmcking Temck svent log level

service.log_track.include | service.log_track.exclude ]
Log Pattem Match Log Pattern Exclude

This service checks availability of hostname using the javanet.inetAddress.isReachable method. This method requires the HQ Agent fo be running with a Java version 5 VM or higher.
The HQ Agent musi ako be running as user root on Unix sysiems fo perform an ICMP ping.

See ako; pdk/examples/ping-plugin.xml.

General Log and Config Track Properties

® Enable Log Tracking - Check to enabie log tracking.

® Track event bog level - Only track events of kevel greater than or equal fo this level. Order i: [Error, Warn, Info, Debug]

® | og Pattern Match - Include messages that match the given regular expression. The given patiern can be a substring to look for in log ora regular ion. See: java.utilregex.Pattemn,
® | oq Pattern Exclude - Exclude messages that maich the given regular expression.

Figure 4.2.2.3.7-5. StorNext Host Monitoring Configuration Page

8. Click "OK" button.

9. After a few minutes, StorNext Metadata host ping service monitor page should appear
similar to the following page.
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Dashboard Analyze Administration
[———— 1 WEN I

Services > InetAddress Ping > SN Metadata Host ping

Description: Owner: HO Adminitrator (hgadmin) - Change...

Map ISI Tools Menu =

Inventory Alert Views

Metric Display Range: « Lasl|E jJ Hous *||[@ Advanced Settings

| mESOURCES [BCTIZNTTTIRN  METRIC DATA '
[ Host Plattorm Avall  ndicator Charts | Show Last 8 Hours View: | Upcate Defaut || [0
I pdomi0i pvc.ecs.nasa.gov & S
Selct Resoures above & - - i q
View O
click button to view matrics Metrics I L] LI o
(InetAddmss Ping) LOW: 1ms AVG: ims PEAK: 1ms

| Problem Metrics :j|

No metrics to display

09/08/2009 O7:29 AM 08/09/2009 03:21 PM

Figure 4.2.2.3.7-6. StorNext Host Monitoring Page

4.2.2.3.8 Configuring NIS

Hyperic does not provide a service that explicitly monitors the Network Interface Service (NIS)
but it does provide the ability to monitor a process. We can use the process monitoring
capability to monitor NIS clients and server.

The NIS client should be running on every host platform within the EED system. For each host
platform, follow the following steps to configure the NIS client monitoring:

1. Choose the host platforms that you want to monitor the NIS cient, e.g x4helO1.

2. Drill down to the platform using the Resources->Browse on the Hyperic GUI. The
screen should look like the following.
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ey

Platforms > Linux > f4dhel01.hitc.com

Description: Red Hat Enderprize Linux 5 Owner: H2 Admnistrator (hgadmin) - Change...
Default Gateway. 155157 31.1 Vendor: Red Hal

Vendos Vers: Enterprize Linux 5 IP Address: 155157 .31 222

CPU Speed 4 @ 3800 MHz (2x2) O0S Version: 26.18-128.1.1 88

Secondary DHS. 155157 .31 223
Primary DHS: 155157 31 209

RANL 4360 MB
Architecture: x86_64
MapEl|  Tools Menut|
Baiisiiam | dnventory | Alert Views
Metric Display Range: < Last v‘ Hours v [[d] Advanced Settings
|__ |7 mesoumcEs BT O IR METRIC DATA W
[ Fltorm Sorcen Mestt) Avall  ndicator Charts | Show Last & Hour s view: [ Update Deteut v | [
DJ.J'U Q 7' T 777' it
bty
0O FiteServer Mount =] — &
ad Memor
[0 etworkServer Interface 9 ey ! Sl
(Linux) LOW 286MB AVG SE6MB  PEAK 1508
[oeec O ik
[[] Deployed Servers Health Avail 2

D fdheldt.hitc.com Apache 2.2.11 (]

O fahelé1 hite.com Apache Tomeat e
6.0 i
e e e e e T T T ME

O T4heldl hitc.com i =

e pe 9 L
HEGServer _OPS 54 Free Memory (+ buffers cache) u 3 x
D fahel01.hitc.com HO Agemt e (Linux) LOW 14GB AVG 15GB PEAK: 290GB
4.1.2-EE
2.9 GB
[]  t4helot hine.com TP 4x L.
Select Resources above & -~ !
click button to view metrics m L 1CB
= - > 1.7 CB
Problem Metrics (¥ | - . e e & T
e r e ettt e et e—- 13CE
No metrics to dsplay
23 Load Average 5 Minutes Tix
(Linux) Low. 02 AVG 0.3 PEAK: 21
= 2
R I UL | T ST, SUY DT L S

Figure 4.2.2.3.8-1. Host Resource Page

3. From this screen choose from the Tools Menu (upper left) the New Platform Service link.
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Platforms > Linux > f4hel01.hitc.com

Description: Red Hat Enterprise Linux § Owner: HQ Admnistrator (hgadmin) - Change...
Default Gateway: 155157 311 Vendor: Red Hat Secondary DHS: 155157 31 223
Vendor Versi Enterprize Linux S IP Addsess. 155.157.71 222 Primary DIIS: 15515731 209
CPU Speed 4 ) MHZ (2¢2) 05 Version: 26.18-128.1.1 &5 RAM: 4960 MB
Architectur e
M) [ ool hanu iy Click New Platform Service
Configur e Platform B
Clone Platform © l.n e
Delete Platform B
Hew Server @ | -
::,.. F;lmf-;‘m -’-"ﬂiu’mm ic Display Range: o Lost| 8 ¥ | Hous v |@ Advanced settings
jew Auto Discovery .
— Eniable All Alerts On This Agent B ———
[% Disable All Alerts On This Agent & TRATRES [ESETREBATARS
Add 10 Das val d Favorites [
fF] ptash il o Buueih oned Feecrites !h“'" Indicator Charts | Show Last & Hour s View. | Update Defout % | [
Cho— — =y - !
Occr b O L 400,07 — Avatlabiity
(]G FileServer Mount - s
(] HetworkServer Interface =] Mtvey Y Iix
(Linux) LOW 286MB AVG S555MB  PEAK 15GB
Carec & O o
[] Deployed Servers Health Avall A
[ rtamelod hite.com Apache 2.2.141 O G
f4helot hite.com Apache Tomeat
B "
X .
i BTt s erssssstssssssss B
D faheldl hite.com o
HEGServer_OPS i ~Free Memory (+ buffers cache) TixX
0 14helo] hite.com HO Agent = (Linu) LOW. 14G8B AVG 15GB PEAK 29GB
L1.2-EE
E
[ faheiot hite.com NTP dx (] >
Select Resources above & & .
elick button te view matries m o E
Poblembeirice il e csatearranaarasans .
PERATTRIEL  eesssssssessssessescssssesssessssee B
Mo metrics to desplay
3 Load Average 5§ Mimstes rix
(Linux) LOW. 02 AVG 0.3 PEAK 21
s T e T ene” Tmaeman Sp— sl e T Teeg .

Figure 4.2.2.3.8-2. Add New Platform Service

4. The following screen appears. Fill in the following fields

name: the name of the service ex "NIS client x4hel01"
description: the description of the service

(ex. "Monitor NIS client on x4hel01")

service type: choose Process from the drop down menu

Dashboar d Analyze | Administation
i | | [
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Dashboard Analyze | Administation
I | | | I

MNew Service

General Properties

* Hame: [N,S cliert 14hei0t Owner: HQ@ Administrator (haadmin)

Description: | montor NS client on 14hei01

Type & Host Properties

Figure 4.2.2.3.8-3. Configure NIS client

5. Click "OK" button

6. The next screen allows for the configuration of the Process service. In the following
screen, hit the EDIT button in the Configuration Parameters panel.
I | | Ananze | mrs i | F)

Services > Process > NIS client fdhel01

Description: montor MS client on féhel0 Owner: HQ Administrator (hgadmin) - Change...

Map=  Tools Menufl

| Monitor |, mory”| Alert Control Views

« Service NIS client f4hei0l has been crested.
£ This resource has not been configured. Please set s Configui ation Properties_

Host Platform: T4hel0 1 hitc.com

Description: monfior NIS clent on 14heil1 Date Created: 100142000 10:23 AM
Date Modified: 10142008 10:28 AM
Resource Type: Process Modified By: HO Administrator (hgadimin

EDIT.

Groups containing this resource

[] Group Description
ADD TO LIST. Totak @  Rems Per Page: 15 =
Shared
process.query

Monitoring

seivicedog_track.enable tfalse setvicelog_trackevel

service.log_track.include service.log_track.exclude

servicedog_track.files service.config_track.enable faise

service.config_track files
Control
This resource does not have any control Canfiguration Properies.

EDIT...

Figure 4.2.2.3.8-4. NIS client Inventory Page

7. The next screen allows the user to define how to "find" the process. Hyperic uses what it
refers to as PTQL (Process Table Query Language) to identify a process. To find the NIS
client process enter the following:
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process.query: Pid.PidFile.eq=/var/run/ypbind.pid

The Pid.PidFile.eq=/var/run/ypbind.pid tells Hyperic that it can find the pid associated
with the NIS client process within the file /var/run/ypbind.pid

For detailed information about PTQL visit the Hyperic site
http://support.hyperic.com/display/SIGAR/PTQL

L ey &

NIS client f4hel01

Please verify that this resource has been enabled for monitering by tollowing the directions below

Configuration Properties

Shared
* process.query ~
Process Query | PIOF 18 80=Markunfypbind pic
Monitoring
service.log_track.enable || sorvicodog_track.level € -
Enable Log Traddng Track event log beval | 0"
servicelog_track.include service.log_track.exclude
Log Pattem Match Log Pattemn Exclude
servicelog_track files service.config_track.enable t
Lag Files Enabls Config Trading

service.config_track files
Configuration Files

Monitoring of an individual process or group of processes requires a process query to differentiate them from other system processes. This is achieved using Process Table Query Language, or PTOL, a simple query language for finding processes
based based on ther afiriutes

PTGOL Querias must be in the following format:

Class. Attribute. operator=value

Where:

® Class is the name of the Sigar class minus the Proc prefic
® Auribute is an aftribute of the given Class, index into an array or key in a Map class.
® operator is one of the following for String values:

O eq - Equal to value

© ne - Not Equal to value

O ew - Ends with value

O sw - Starts with value

© ct - Contains value (substring)

© re - Regular expression value matches
® operator is one of the folowing for numeric vakies

O eq - Equal to value

O ne - Mot Equsl to value

Figure 4.2.2.3.8-5. NIS client Configuration Page

8. Click "OK" button

9. After a few minutes, the NIS client x4hel01 service monitor page should appear similar
to the following:
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IR i

Services > Process > NIS client f4hel01

oo

Description: monttor NS clent on f4heil1

Owner: HQ Admirestrator (hgadmin) - Change..
Map =l Tools Menu=

Inventory Alert Control Views

Metric Display Range: 4 Last 30 w | Mrutes v ] Advanced Settings

| mesoumces

CEE N METRICDATA

[] Host Platform Avail Indicator Charts | Show Last § Hours
©

View: | Update Defaut w u
[] t4netot.hite.com

= 100.0% — Availability
Select Resources above & m
click button to view matrics U sicpuusage Iix
(Process)
Problem Metrics (v

LOW. 0.0% AVG: 0.0% PEAK 00%
No metrics to display

= Resident Memory Size

I4x
(Process) LOW: 4320KB AVG 4320KB  PEAK 4320K8

107142009 10024 AM 101472009 10:54 AM

Figure 4.2.2.3.8-6. NIS client Configured Monitor Page

The NIS server can be monitored in a similar fashion:
1. Choose the host platform that NIS server resides on, e.g. x4nsl01

2. Drill down to the platform using the Resources->Browse on the Hyperic GUI. The
screen should look like the following.
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A

A e

Platforms > Linux > p4nsl01.pvc.ecs.nasa.gov

Description: Red Hat Enterprise Linux 5
Default Gateway: 196.118.220.1
Vendor Version: Enterprse Linux 5
CPU Speed: 4@ 1862 MHz (2x2

Vendor: Rad Hat
IP Address: 198.116.220.253
OS Version: 26.18-128.1.1.215

Owner: HO Adminstrator (hqadmin) - Change.

Secondary DNS: 198.118.220.248
Primary DNS: 198.118.220.253
RAM: 2043 MB

Architecture: x85 64

MapG) Tools MenuEl|

Inventory Alert Views

Metric Display Range: 4 Last 8 _'J Hours :jul Advanced Settings

|_METRIC DATA

| wmesources INDICATORS

I Platiorm Services Heatth L Indicator Charts | Show Last & Hours view: | Upaate Detnun ~|| [
Moeeu & 2|
[ secsscenssncsncsennssnresnessoesscncsscnensenssasnoassonsnssnsse LG Availability
[~ FileServer Mount O « | X [«
24 Cpu Usage Iix H
[T O HetworkServer interface O « (Linux) LOW: 0.2% AVG: 0.5% PEAK: 1.0%
[ O Process B ¢
™ ssH_pansiot =]
nAne i nur are nacs nau MES [E 5
[ Deployed Servers Health Avall
............................................................
pdnsii pvc.ecs.nasa.gov BIND
T g ¥
otert 2d Free Memory '
[~ Pénsiipvcece.nasagov HO Agent (Linux) LOW:252MB AVG:330MB  PEAK: 358 MB
4.1.2-EE
e e By - . e e TesL. T _smm
[T pansiot.pvc.ecs.nasa.gov NTP 4.x O « - R T R L L e m -*
- 0---."0
pansi0t pvc.ecs.nasa.gov Sendmail L] I
r ]
8.x
BN T
Seleci Resources above & m o
click bution lo view metrcs .
a4 Free Memory (+ buffers/cache) iix
Problem Metrics j (Linux) LOW:1.7GB AVG:1.7GB PEAK: 1.7GB
No metrics to disply -

. - - -
R iy Ty L -
N T - - =tm=" 2T el . -

- -
e el =

-

Figure 4.2.2.3.8-7. Host Resource Page

3. From this screen choose from the Tools Menu (upper left) the New Platform Service link.

4. The following screen appears. Fill in the following fields

name: the name of the service ex "NIS server x4nsl01"
description: the description of the service

(ex. "Monitor NIS server on x4nsl01")

service type: choose Process from the drop down menu
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gy

New Service

General Properties

*Hame: | s server pansint

Description: [NiS server on pansiol

Type & Host Properties

Service Type: | Process v I

Figure 4.2.2.3.8-8. Configure NIS Server

5. Click "OK" button

6. The next screen allows for the configuration of the Process service. In the following
screen, hit the EDIT button in the Configuration Parameters panel.

- | ety F..

Services > Process > NIS pdnsi01 server

Orserpton mona b T

Mape Toak Mes

Moniter o s Al Control Wigws

R EEEEEEE——————

Oescrption; monor NG server o6 pAss D1

Raseurse Type: Mocess

rocess.query e POT i o i Tty Do 0O
service g treck enapie nEe
wrven ing ek nclate

Service g Irach ties

s rescurce does nar fiave any conirol Configur ston Prapertes

Figure 4.2.2.3.8-9. NIS Server Inventory Page

7. The next screen allows the user to define how to "find" the process. Hyperic uses what it

refers to as PTQL(Process Table Query Language) to identify a process. To find the NIS
server process enter the following:
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process.query: Pid.PidFile.eq=/var/run/ypserv.pid

The Pid.PidFile.eq=/var/run/ypserv.pid tells Hyperic that it can find the pid associated
with the NIS client process within the file /var/run/ypserv.pid

For detailed information about PTQL visit the Hyperic site
http://support.hyperic.com/display/SIGAR/PTQL

FUEREERRE SRR PE———— E

NIS pdnsi0l sorver

Piease verify that this resource has been enabled for menitoring by following the dirctions below

Morireg of B9 AOVILAI PrOCENS O 0704 of CROCEIGER M3 3 (FOCAN Suery I SRerETYRis fhem Yo Cfer TyTeN porersen ThE B achiver] g Pocems Tase Query Language. or PTOL 3 mpi gusry Bag.a08 ks g procanies tamad hutad on thee afrham

PI0L Giatrmn st e 0 s il Sorrmat

® Atirte b o atiitais of Be gvor Claws. ckes ko an iy o boy & & Mag thea
® sperater b o of P bolowry A D vk

Figure 4.2.2.3.8-10. NIS Server Configuration Page

8. Click "OK" button

9. After a few minutes, the NIS server x4nsl01 service monitor page should appear similar
to the following:
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Services » Process > NIS pdnsi01 server

Descrypton 4wl Cwner +O Ao bimis (hgstmi hange

L Took Merw «

Inventory Alert Control Niews

Matric Dupley Ranges: 9 Ll ¥ e Y L) Advanced Seflings

el A TSN [ MSTIRC 0ATA N
Wesl Platierm Avall gieanes Charte | SR Lt B Mo T L > |
T panems pees agve -
, Avmstanitry
o wy Peanes mw e &
e rmnn e i © 4o vange 14X
[ J—— LOW 0% AVD 0% PEAK O
Probiern Metrics
N et 0 n ey
Revuden| Mermory Sue A
¥ o LOW 125M8 AVD 125MB PEAK 12588
O & 05 16 AN oeadEnoTmrv

Figure 4.2.2.3.8-11. NIS Server Configured Monitor Page

4.2.2.3.9 Configuring HTTP

Hyperic provides an http service to monitor webpage. The service will submit an http request to
the specified site, parse the http response, and update the status of the webpage in Hyperic. Both
http and https can be monitored using this service. Follow the following steps to configure
Hyperic to monitor a webpage:

1. Select the platform you want to add the http service resource.
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Recent Alerts: (X PM - InProcessingService_TS3 Up ome, HQ SignOut Screencasts Help

vFabric Hyperic PM - InProce ssingSarvice LOPS Up

Analyze | Administration

Platforms » All Platforms
Tools Menu &
Search: | Keywords | [anpiatormypes — +f [ AlGroups - O [JownedbyHg Macn: Clany ®an [0

Platforms (6) | Servers (229) | Services (3687) | Compatible GroupsiClusters (0) | Mixed Groups (3) | Applications (0)

O Platform & Platform Type Description Availabiliny
COENB  t4db03 edn.ecs.nasa.gov Linux Red Hat Enterprise Linux § [
[(JHEEE  1sdp0ivednecs nasa gov Linux Red Hat Enterprise Linux 6 (-]
COEMB tseilvednecs.nasagov Linux Red Hat Enterprise Linux 6 -]
CEmB  tsilivednecs.nasagov Linux Red Hat Enterprise Linux 6 [-]
CJEEEBA  1smsh2vednecs nasagov Lifu Red Hat Enterprise Linux 6 [-]
OBEMBA fsombivednecs.nasagov Linux Red Hat Enterprise Linux 6 [-]

Total: 6 kems Per Page: | 15

Figure 4.2.2.3.9-1. Configure HTTP Pick Platform

2. Select the "Add New Service" from the drop down list.
I - || e | e

Platforms > Linux > f4eil01.hitc.com

Description: Red Hat Enterprise Linux 5 Owner: HG Admnistrator (hgadmin) - Change...

Vendor: Red Hat Default Gateway: 155157 311 Secondary DIS: 15515731 223
Vendor Version: Enterprise Linux 5 IP Address: 155.157.31 218 Primary DNS: 1551 09
CPU Speed: 4@ 3800 MHz (2x2) 0S5 Version: 2618-1281.1 5 RAM: 4960 MB

Architecture: x86_54

Map El| Tools Menu

Configui & Platform B

Clone Plattorm B rt Views

Delete Platform B I

Hew Server B 3

lHew Platform Service [B ic Display Range: « Lm[ 4 ¥ || Mirutes |» ]‘_;] Advanced Settings

lNew Aulo-Discovery B
ﬁhnl)le All Alerts On T Agem B [ INDICATORT m
)" B Disable All Alerts On This Agent [
[[] Plat Add to Dashiboar d Favorites B
- Add to Group B
Ooces o

[ |
1 Indicator Charts | Show Last § Hours View. | Update Defeul v u

= 100.0% — Avallability
Ocfwe - Tl X &
3 File'S: L ~
L = inus LOW 402%  AVG 402%  PEAK 402%
I HTTR 5 ¢ .
o networkServer imeiface o O &
Oorec @ &
D xinetd f4eilé1 ~] L -
[[] Deployed Servers Health Avail |
[0 f4eilot.hitc.com Apache 2.2.11 &
a f42il0 1. hite.com Apache Tomeat = a4 Free Memory =
L 6.0 o (Linu) LOW B84 5MB AVG E345MB  PEAK B84 5MB
f42il01,hite.com HO Agent a rovo
Lol K% X AR = €3
[J t4eilot.hitc.com HTP 4.x ] =
4t 1.hite.com S
O ouickserver_pevot s |w
ME
Select Resources above & '
click button to view matrics m 0 q
- 24 Free Memory (+ buffers cache) Fix
Prodlem Metrics [ | (Linus) LOW. 21GB  AVG 21GB  PEAK 21 GB
No metrics to display 4 CE
o
- B
B
o
v

Figure 4.2.2.3.9-2. Configure HTTP Add New Service
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3. Fill in the requested properties information.
Name — The name of the http service.
Description — A description of the http service.
Service Type — Select the 'HTTP' from the drop down list.

- ActionDriver_DEVDS Up

vFabric Hyperic 045 M. InProce ssingServics, DEVI2 Up

Analyze | Administration

New Service

General Properties

 Name: Owner: HQ Administrator (haadmin)

Description:

Type & Host Properties

Service Type: | Select |

[ o W Rt W cancer |

Figure 4.2.2.3.9-3. Configure HTTP General Properties

4. Next, we need to configure the service to monitor a specific webpage. Select the
'Configuration Properties' link.

I oo || e | i

Services > HTTP > ECHO Website Demo

Description: Owner: HG Administrator (hgadmin) - Change...
Map D) Tools Menu =)

Monitor i s s ol Alert | Views

v Service ECHO Wabste Dema has been crested
& This resource has not been configured. Please set s Configur ation Properties.

Host Platform: 142101, hite.:

Description: Date Created: 11162000 04:38 Pm
Date Modified: 11162009 04:38 PM
Resource Type: HTTP Modified By: HQ Admnistrator (hgadmin)

[] Group & Deseription

ADD TO LIST Totak@ RemsPer Page: |15 |v|

Shared
[ sl false hostname
port sotimeout
path user
pass e realm
method hostheader
Tollow taiss pattern
proxy
Monitoring
servicedog track.enable faise servicelog_track.level
servicelog _track.inclhude service.log_track.exchude
| Control
This resource does naf have any cantrol Canfiguration Froperties.
£,

Figure 4.2.2.3.9-4. Configure HTTP Configuration Properties Link
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5. Fill in the configuration properties and click the 'OK' button.

ssl (optional) — Check this box if the site communicates via https.
hostname (required) — The hostname to the webpage. http://<hostname>:<port>/<path>
port (required) — The port the http service communicates with. Usually http uses port 80
and https uses 443, but check with the web administrator for the correct port.
sotimeout (required) — The about of time to wait before timing out the http request.
path (required) — The path of the webpage. http://<hostname>:<port>/<path>
user (optional) — Supply the username if one is required.
pass (optional) — Supply the password if one is required.
realm (optional) — Supply the realm if one is required.
method (required) — Select an http request type to submit from the drop down list
(HEAD, GET, POST, etc.).
hostheader (optional) — Supply the hostheader if one is required.
follow (optional) — Check this box if the hostname and path supplied above will redirect
you to another page.
pattern (optional) — A pattern or regex that matches the responses from the webpage.
proxy (optional) — Supply the proxy URL (with the port number appended to the end
of it) if one is required to access the webpage. See example below.
Example: 192.121.253.1:80

| ALY F s

ECHO Website Demo

Please verify that this resource has been enabled for menitoring by following the directions below
Shared

ssl 0 * hostname

&
Use SSL Hostname | "WWW #cho.nasa gov

“port [ * sotimeout

1
Port Sodeat Timout(in seconds) |10

“path [ user
Path Usamamae
P assawon d Realm

* method hostheader
v
Request Metnoa | OET Host Header

follow O pattern
Follow Radiracts Response Match (substring of ragex)

proxy
Proxy Connection
Monitoring

servicelog_track.enable | service.log_track level
Enable Log Trading Track event log level

servicedog_track.inchude service.log_track.exclude
Log Pattam Mateh Leg Pattem Exclude

Figure 4.2.2.3.9-5. Configure HTTP Configuration Properties

6. At this point, the http service is configured and the operator can select the 'Inventory' to
monitor the webpage. The operator can also go to the 'Inventory' tab, select the 'metrics'
tab', and configure the monitoring interval for the metrics gathered by the http service.
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4.2.2.3.10 Configuring FTP

Hyperic provides an ftp service to monitor an ftp site. The service will attempt to login into the
site. Being able to login, Hyperic will mark the resource (ftp site) as being up. Follow the steps
below to configure Hyperic to monitor an ftp site:

1. Select the platform you want to add the ftp service resource.

Recent Alerts:  6: ‘M - InProcessingService_TS3 Up Welcome, HQ SignOut Screencasts Help

vRabric Hyperic A RTScesG A O3 O

Analyze | Administration

Platforms » All Platforms

Tools Menu 5|
Search: | Keywords ] | mnPiadorm types — »f| | At Groups || Dlunavaitavie Jowned byt Macn: Oany ®an @
Platforms (5) | Servers (229) | Services (3687) | Compatible GroupsiClusters (0) | Mixed Groups (3) | Applications (@)
| show ChurtVew |

Platform & Piatform Type Description Avnilability |
BB 40603 edn.ecs. nasa.gov Linux Red Hat Enterprise Linux 5
[JBEEA  rsip0ivedn ecs.nasa gov Linux Red Hat Enterprise Linux 6 @ |
OBEMBA Seilvedn ecs.nasagov Linux Red Hat Enterprise Linux § ]
OEmA  isiivednecs.nasagov Linux Red Hat Enterprise Linux 6 o
BB 5msk2vedn.ecs.nasagov Linux Red Hat Enterprise Linux 6 2
OBEmB  Somblvednecs.nasagov Linux Red Hat Enterprise Linux 2

Total: 6 Mems Per Page: ils ﬂ!

Figure 4.2.2.3.10-1. Configure FTP Pick Platform

2. Select the "Add New Service" from the drop down list.
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I -t | | e | daeo

Platforms > Linux > f4eil01.hitc.com

Description: Red Hat Enterprise Linux 5 Owner: HG Administrator (hgadmin) - Change...

Vendor: Red Hat Defauk Gateway 155157 31 1 Secondary DIS: 155157 31 223
Vendor Version: Enterprise Linwe 5 IP Address: 155.157. 31 219 Primary DNS: 155,157 .31 209
CPU Speed 4 @ 3800 MHz (2x2) 05 Version 26.18-128.1.1 &5 RAM: 4960 M8

Architecture: x86_54
MapE| Tools Menu 3|

Configuie Platform B
__ Clone Platform B rt Views
* Delete Platform [© - .

llew Setver B

Hew Platform Service B ic Display Range: « Lod[ 4 |w| Mines [ ]_4] Advanced Settings
lew Auto-Discovery B > =
== Enable All Alerts On This Agem B e
I""® pisable All Alerts On This Agent B|—— LS TIRN  METRICDATA N
Add 10 Dashboard Favorites B |~ ]
[F] PSS 10 ST SN L VorRos I Indicator Charts | Show Last § Hour s View: | Update Detout [ v |3

. Add to Group B

g;‘f OO O O O O O O O O O O O O o oo 100.0° . — Availability
D FTP [~} ; 5 ~
o
[ FileServer Mount (] R iix
- (Linu) LOW 402%  AVG 402% PEAK 40 2%
CIHTTP (V] -

D_‘l HetworkServer Interface L ;,

Oorec 9 ¢

[] xinetd tdeile1 © 2w~

[[] Deployed Seivers Health Avail [

D f4eild1.hitc.com Apache 2.2.11 © ¢

D f4eilo 1. hitc.com Apache Tomcat & — 23 Free Memory i x
6.0 - (Linux) LOW 684 5M8 AVG 6345MB PEAK 684 5MB
fdeild 1. hitc.com HO Agent - =

O a2 b

[0 tdeitothitc.com NTP 4x 7] o

0 f4eilot . hitc.com V] =

QuickServer_DEVO1

Select Resources above & m P
click button to wiew metrics o ;
iix

o Free Memory (+ buffers cache)

[ Protiem metrics [ | (Linux) LOW 2168 AVG 21GB  PEAK 2168
No metrics to display 4 CE
B
- B
E
CE

v
L e e

Figure 4.2.2.3.10-2. Configure FTP Add New Service

3. Fill in the requested properties information.

Name — The name of the ftp service.
Description — A description of the ftp service.
Service Type — Select the 'FTP' from the drop down list.
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-

New Service

| Analyze l Administi ation -

General Properties

“Hame: | 140101 FTP Server

Description: | Monitor the ftp server on 14eild1 host to
ensure its up.

Type & Host Propertlies

Service Type: | FTP ~

m -

Figure 4.2.2.3.10-3. Configure FTP General Properties

4. Next, we need to configure the service to monitor a specific ftp site. Select the
'Configuration Properties' link.

I - |

Services > FTP > f4eil01 FTP Server

| e | e

Description: Monior the fip server on 148l
Map I Tools Menu s

Owner: HG Administrator (hagadmin) - Change...

Monitor et oy ol Alert Views

v Service faeil01 FTP Sarver has been created.
& This resource has not been configured. Piease sef its Configur ation Properties.

Host Platform: T4eiéthimc.com
Description: Monitor the fip server on fded0 hostto ensure its up. Date Created: 120772008 11:08 AM
Date Modified: 1200772009 11:08 AM

Resource Type: FTP Modified By: HQ Adminestrator (hgadimin)

[ Group

ADD TO LIST

Description

Total: 0 Mems Per Page: i|5 B3

Shared
[ hostname port
sotimeout user
pasa s
Monitoring
| servicedog_track.enable false service.dog_tracklevel
servicedog_track.include servicelog_track.exclude
Control
This rescurce does not have any conltrof Configuration Properties.
EDIT

Figure 4.2.2.3.10-4. Configure FTP Configuration Properties Link

5. Fill in the configuration properties and click the 'OK' button.
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hostname (required) — The hostname to the ftp site.

port (required) — The port the ftp site listen on. The default port is 21.

sotimeout (required) — The about of time to wait before timing out the ftp login attempt.
user (optional) — Supply the username if one is required.

pass (optional) — Supply the password if one is required.

Dashboard Analyze | Administiation
_— I I | @ sewa]

f4eil01 FTP Server

Please verify that this resource has been enabled for monitoring by following the directions below
Configuration Properties
Shared

*hostname [0y
ostnama |

* sotimeout [ user ot
Sodket Timeout (in seconds) Usemame
PISS | sssssssassensen
Patauerg | SHTSeRSsasenaey
Monitoring
servicelog track.enable servicedog_trackdevel "o
Enable Log Trading Track ewent log level [ 170"
servicedog track.include | serviceJog_track.exclude
Log Pattem Match Log Pattem Exclude
[ Ok |

Figure 4.2.2.3.10-5. Configure FTP Configuration Properties

6. At this point, the ftp service is configured and the operator can select the 'Inventory' to
monitor the webpage. The operator can also go to the 'Inventory' tab, select the 'metrics'
tab', and configure the monitoring interval for the metrics gathered by the ftp service.
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I x| | e | e

Services > FTP > f4eil01 FTP Server

Desciiption: Monitor the fip Server on 14& Owner: HG Administrator (hgadmin) - Change...

WMapE|  Tools Menu =

Inventory Alert Views

Metric Display Range: 4 Last) 30 v | Mnutes v (L] Advanced Settings

RESOURCES INDICATORS | METRIC DATA %
[[] Host Platform Avail  indicator Charts | Show Last & Howrs View: | Update Detautt (v |23
[ f4citet.hitc.com &
00.0 Availability
Select Resources above & . )
click button to view metiics m & sRresponse Time Pix
FTF) LOW: 82ms AVG: 98ms PEAK 146ms

[ Probiem Metrics |

No metrics to display

120772009 11:32 AM 1207720091202 P

Figure 4.2.2.3.10-6. FTP Monitoring

4.2.2.3.11 Configuring InetAddress Ping

Hyperic provides an InetAddress Ping service to monitor a host to determine if it's up or down.
This is useful for situation where an Hyperic agent can not be installed on the host, but knowing
if the host is up or down is critical to operations. Follow the steps below to configure Hyperic to
monitor a host:

1. Select the platform you want to add the InetAddress Ping service resource. The agent on
this platform will initiate the ping to the destination host.
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Recent Alerts: PM - InProcessingService_TS3 Up

vFabric Hyperic 1 - InProce ssingSarvice_OPS Up

Analyze | Administration

) SignOut Screenc

Platforms > All Platforms.

Tools Menu &
Search: | Keywords | [anpiatormypes — +f [ AlGroups - O [JownedbyHg Macn: Clany ®an [0
Platforms (5) | Servers (229) | Services (3687) | Compatible GroupsiClusters (0) | Mixed Groups (3) | Applications (0)
Show Chart View

O Platform & Platform Type Description Availabiliny
COENB  t4db03 edn.ecs.nasa.gov Linux Red Hat Enterprise Linux § [-]
[(JHEEE  1sdp0ivednecs nasa gov Linux Red Hat Enterprise Linux 6 (-]
COEMB tseilvednecs.nasagov Linux Red Hat Enterprise Linux 6 -]
CEmB  tsilivednecs.nasagov Linux Red Hat Enterprise Linux 6 [-]
CJEEEBA  1smsh2vednecs nasagov Lifu Red Hat Enterprise Linux 6 [-]
OBEMBA fsombivednecs.nasagov Linux Red Hat Enterprise Linux 6 [-]

Total: 6 kems Per Page: | 15

Figure 4.2.2.3.11-1. Configure InetAddress Ping Pick Platform

2. Select the "Add New Service" from the drop down list.

Dashboard Analyze | Administiation
E—— e —— | | | I

Platforms > Linux > f4eil01.hitc.com

Description: Red Hat Enterprise Linux 5 Owner: HG Admnistrator (hgadmin) - Change...
Vendor: Red Hat Default Gateway: 155157 311
Vendor Version: Enterprise Linux 5 IP Address: 155.157.31 218
CPU Speed: 4@ 3800 MHz (2x2) 0S5 Version: 261 B4 85
Architecture: x86_54
Map El| Tools Menu=
Configui & Platform B
Clone Plattorm B rt Views
Delete Platform B I
Hew Server B 3
lHew Platform Service [B ic Display Range: « Lm[ 4 ¥ || Mirutes |» ]‘_;] Advanced Settings

Hew Auto-Discovery B
ﬁhnl)le Al Alerts Oy is Agemt B [ INDICATORT m
Disable All Alerts On This Agent [
[[] Plat Add to Dashiboar d Favorites B
Oxcr Add to Group B

|
1 Indicator Charts | Show Last § Hours

OcFwe ]
3 FileServer Mount -

= = inw)

O urre S ¢

O etworkSeiver interface O O

Oorec W=

[ xinetd t4eilé1 ~] L >

[[] Deployed Servers Health Avail |

[0 f4eilot.hitc.com Apache 2.2.11 &

a f4cil0 . hitc.com Apache Tomeat 5 — * Free Memory
6.0 < (Linw)
fdeilo 1, hitc.com HO Agent -

b KR 2 "

[J t4eilot.hitc.com HTP 4.x (/] =
f4eild 1. hitc.com S

O quickserver_pever - |w

Select Resources above & -

B vicw teirics JU

- 2 Free Memory (+ buffers.cache)
Protlem Wetrics [ | (Linu)
Mo metrics to display
-

Primary DNS: 155.157 31 208
RAM: 4960 MB

View:. | Update Defaul v u

100.0%: — Availability
Tix 2
LOW 402%  AVG 402% PEAK: 40.2%
Iéix
LOW. 684 5M8 AVG B345ME  PEAK B84 5MB
ME
Iix
LOW 21GB AVG 21GB PEAK 21 GB
o
o
B
B
o
v

Figure 4.2.2.3.11-2. Configure InetAddress Ping Add New Service
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3. Fill in the requested properties information.

Name — The name of the InetAddress Ping service.
Description — A description of the InetAddress Ping service.
Service Type — Select the 'InetAddress Ping' from the drop down list.

I i | [ e | o I

New Service

General Properties

*Hame: | pirg t4dpi01 host i

Description: | This service periodically pings the f4dpl0l
08t to ensure s up

Type & Host Properties

Service Type: | netAddress Ping v

Figure 4.2.2.3.11-3. Configure InetAddress Ping General Properties

4. Next, we need to configure the service to monitor a specific host. Select the
'Configuration Properties' link.

DR ccxo | | te | toman

Services > InetAddress Ping > Ping fddpl01 host

Description: This service pariodicaly ping Owner: HQ Administrator (hgadmin) - Change...
Map=|  Tools lnlomll’:\i

|gMonitor .l i o Alert Views

¥ Service Ping f4dpl host has been created
i This resource has not been configured, Please st s Corfigus ation Properties
Host Platform: 14=i01 hite.com
Description: This service penodicaly pings the fadpi0l ot 1o ensure &5 up. Date Created: 12072008 10:57 AM ‘
Date Modified: 1200772008 10:57 AM
Resource Type: instAddress Ping Modified By: HQ Admnestrator (haadmin)

EDIT

roups containing this resource
[ Group & Description

ADD TO LIST. Totak: 0 mems Per Page: 15 v

onfiguration Properties

Shared
hestname sotimeout
Monitoring
servicedog_track.enable faise service.log_track Jevel
servicelog_track.include servicelog_track.exclude
Control

This resource Joes not have any contro/ Configuration Properties.

EDIT

Figure 4.2.2.3.11-4. Configure InetAddress Ping Configuration Properties Link
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5. Fill in the configuration properties and click the 'OK' button.

hostname (required) — The hostname to monitor.
sotimeout (required) — The about of time to wait before timing out the ping.

Dashboar d Analyze Administation
—————— I | |

Ping fddpl01 host

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
“hostname [~ * sotimeout
Hostname 14401 | Sodeet Timeout (in seconds) | 2
Monitering
sefvicedog_track.enable | selvice.log_trackJevel Eror e
Enabls Log Trading Track ewant log level
setvicelog_track.include | setvice Jog_track.exclude
Lag Pattem Match Log Pattam Exclude

This service checks avalabiity of hostname using the java.netinetAdds e ss.isPeachable method. This method recuires the HO Agent to be running wih a Java version § VM or higher
The HQ Agert must alzo be running as user 1oot on Unix systems to perform an ICMP ping.

See aiso: pik examples ping-pluginaml

General Log and Config Track Properties

® Enable Log Tracking - Check to enabie fog tracking

® Track event log level - Only track events of level greates then or equal to this level. Order s [Ermor, Wamn, Info, Debug)

® Log Pattern Match - Include messages thal match the given regular expression. The given pattern can be a substring 1o ook for in log meszages or & regulsr expression. See: java.utils egex.Pattern.
® L og Pattern Exclude - Exclude messages that match the given reguler expression.

Figure 4.2.2.3.11-5. Configure InetAddress Ping Configuration Properties

6. At this point, the InetAddress Ping service is configured and the operator can select the
'Inventory' to monitor the webpage. The operator can also go to the 'Inventory' tab, select
the 'metrics' tab', and configure the monitoring interval for the metrics gathered by the
InetAddress Ping service.
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DRSNS oo | [ s | oo T

Services > InetAddress Ping > Ping f4dpl01 host

& Tools Menuf)
Inventory Alert Views

Metric Display Range: 4 Last| 4 |w | Miretes v |[0] Advanced Settings

M o .
[] Host Plattorm Avall  ogcator Charts | Show Last 8 Hours View: | Updste Detaut [ |3
[] t4aitot hite.com 3

Select Rasour

click button to

Problem Metrics w

Mo metrics to display

120072003 10.58 AM 120072009 11:02 AM

Figure 4.2.2.3.11-6. InetAddress Ping Monitoring

4.2.2.4 Business Processes and Configuration
4.2.2.4.1 Business Processes

422411 Overview

Business Processes are a way of organizing resources to quickly recognize problems and to
assess the operational impact of individual component failures. A custom Hyperic User Interface
plugin will be developed to extend the standard COTS GUI to provide the operator with a
mechanism to configure and view their business processes.

Business processes can have one of four statuses:
e Active — There is work to do and the work is being completed as expected

e Inactive — All of the components appear to be functional, but there is not any work to
complete.

e Degraded — The business process is functioning but not at the required capacity

e Down — The business process is unable to complete any work.

Each business process contains a collection of resources and the resources can have one of three
statuses:
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e Available — The resource is currently up
e Unavailable — The resource is currently down

e Alert Pending — There is at least one alert pending for the resource

4.2.2.4.1.2 Configuring Business Processes

The Hyperic grouping feature will be used to define a business process. All resources related to a
business process will be mapped to a group. The business process group name must follow the
naming convention BP. <MODE> <Business Process Name>. This will allow the custom
Hyperic HQ User Interface plugin a way to identify a business process group from one that is
not.

The information of resource state and metrics are conveyed to the business process through
alerts. For example, if we decided that the status of the DPL Ingest business process should be
'Down' if the EcDIProcessingService resource is unavailable, an alert must be configured to
occur when the processing service is down. Then the Ingest business process can be configured
to be 'Down' based on the alert.

In order to determine which resource alert has an impact on the overall business process status
and to what degree, each business process has an alert definition configuration file named
<business_process name> AlertDefinitionConfig.xml. =~ The files are located under
/usr/ecs/OPS/CUSTOM/cfg directory. This xml file holds the configuration information of the
business processes within the mode and the mapping of the relevant alert definition to the status
(down, inactive, degraded, active) category of the business process. Not all alerts need to be
defined in this configuration file, only those that impact the status of the business process. For
alerts that are raised within a business process that are not defined in the configuration file, the
priority of the alert is examined and the status of the business process will be defaulted to
'Degraded' if the alert has a priority of 'Medium' or 'High'. This gives the operator the capability
to handle newly created alert definitions.

See below for the xml schema diagram of the business process alert definition configuration file.
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lert Type

B attributes

[vsnessproress B
e ——
1o

statusDefinttion £} - |oH

degraded [+

E

Generated by XMLSpy www.altova.com

Figure 4.2.2.4.1-1. Alert Definition Schema Diagram

See appendix 2.1 for the schema xml and appendix 2.2 for a sample configuration xml for OPS
mode.

Sometime we may want to change the status of a business process when a combination of
different alerts on different resources happens at the same time. For example, we may want to
mark the Data Access business process as "degraded" when EWOC or DataDataAccess is down,;
but when both of them are down, we want to mark the Data Access business process as "down".
Since hyperic does not provide the functionality to configure alerts on incompatible groups, we
added a custom group alert capability in our Business Process configuration and view pages.

Operator can configure group alert to be any combination of resource alerts and define how the
group alert would impact the overall business process status. Each business process could have a
group alert definition configuration file. If exists, it is named
<business_process name> GroupAlertDefinitionConfig.xml. The configuration files are located
under /ust/ecs/OPS/CUSTOM/cfg directory. Operator should not manually update the
configuration files. All update should be done through the hyperic GUIL

We created a custom HQU Business Process Configuration page to let operators view and
configure the existing resource alert and group alert definitions with in the system. See
screenshots below:
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Dashboard Resources

Figure 4.2.2.4.1-2. Hyperic GUI Administration Tab

The Business Process Configuration page will be located under the Administration tab.

DR - | o | nov |

Administration

£ Authentication/uthorization
Users: List Users Roles: List Roles

New User.. New Role..,

B HO Server Settings
Settings: HQ Server Settings - Change selfings for emall, announcements, data compréssion, database maintenance and authentication servicés
Monitoring Defaults - Define manitoring and 2lerting policies for the entire amvironment

Escalation Schemes Configuration - Define giobal escalation schemes that can be applied to indiidual aferts

Groovy Console
HQ Web Services Api
HQ Health

Wall Mount

HOU Plugin Manager

bizproc

# HQ License Information
Mame: Raytheon Virtual Tachnology Corp. 1
Expires: Sat Jul 31 035359 EDT 2010

Figure 4.2.2.4.1-3. Hyperic GUI Administration Page

After clicking on the tab, the administration page is loaded. The business process configuration
link, "Business Process Configuration" is located under the Plugin section. Click on the link to
load the page.
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IR - | o | o | T

EEB Business Process Configuration
oPS DEVE1 | DEVOS OPS MODE Group Alerl Conffiguration
AlertDetinition Table s, B
Data_Access_S-600-2. Name Resource Priority ‘Status Defintion
Alert Apache Tomcat on f4eild1 is unavailable
Heild] hite,com Apache Tomeat 6.0 L, Med degraded ¥
Order_Management_S-610-2 o ; : : L
|“"|-:I-1M1 Webaccess GULis unavailable S-600-6 po o 0pS 526001 part e B dogredod
Datapool_Ingest_S5-60-2 .' OIS - s 5.600
,:‘.:‘.: HOMIST interface is unavailable S-600-6 . o & ed degraded &
Data_Access_OPS Alert f&IbIo3 SO5 sty f4dbI0 3. hitc.com 505 Server L Med degraded ¥
wta (eillhite.com L Med degraded ¥
" - s Teildt hite.com FipDataCollector L Med degraded ¥
4 Heildt hite. A Med inactive
i fheilét hitc.con L Med innctive
Aler o -7 fanidthnc.con L Med nactive v
Aler 00-T, 14001 hitc.con A Med inactive v
& » it hitc.com L Med degraded
Aler A, 140 hRc.com A Med degraded W
Alert SO5_S it
7 L Med degraded W
Alert Sy A Med down hd
Alert We &, Med degraded
l a L Med degraded &
Alarss SO . e Ancermcdad >
| Save

Figure 4.2.2.4.1-4. Business Process Configuration Page

The Business Process Configuration page contains a tab container. Each tab represents an ECS
mode. Each mode container is divided into two panes and will display mode specific business
process configuration. The left pane contains a list of business processes. The business process
highlighted represents the current selection. Selecting a business process in the left pane will
update the information on the right pane. The right pane contains a list of alert definitions for the
selected business process. For each item in the list, the alert definition name, the resource name,
the priority and the status definition is displayed. The alert definition name is a link to the
configuration page of the alert definition. The resource name indicates which resource the alert
definition is associated with and is a link to the detail page of the resource. The priority column
shows the severity of the alert definition. It can have one of three values - low, medium, or high.
The status definition shows the mapping of the alert definition to a business process status
category. It can have one of four values - "Active", "Inactive", "Degraded", or "Down".

The alert definition configuration files will be loaded for all modes when the Business Process
Configuration page is loaded or refreshed. An operator with admin privileges can configure the
status definition field of each alert to its desired category. Once the operator clicks the "save"
button at the bottom of the page, the xml configuration file will be updated with the new
configuration values on the page.

Operator can configure group alerts by clicking on the "Group Alert Configuration" button on
the top of the right pane. This will bring up the group alert configuration page, see screen shot
below:
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P - | esoacs | s

EEB Business Process Configuration

oPs ‘ DEVE1 I DEVoS

Business Processes

Order_Management_S-610-2

Datapool_Ingest_S-60-2

Data_Access_OPS

OPS MODE  croup aiens: | v

GroupAlertDefinition Table

Narme - Resource
Alert Apache Tomecat on 132l is unavailable
S-600-6 part ¢,

Alert DPL Webaccess GUIis unavailable S-600-6

T4eild L hitc.com Apache Tomcat 6.0

Status:

DPL Webaccess GUI OPS S-600-1 part e

part d,
Alert ECHOWIST interface is unavailable 5-600-6 ECHO WIST
part g.

Alert 14dbl03 S05_Serve

604 par g F4dbI03.hite.com SO5_Server
00-5 parta.  (4eildl.hitc.com
navailable

faeild1.hite.com FrpDataCollector

fdeild1 hite.com FipDataCollector

Alert 14101 http transfer threshold = 0 5-600-7. f4Ie1.hitc.com FipDataCollector
Alert 14901 wu-ftp server is unavailable
E 141101 hitc.com FipDataCollector
. 1401 hite.com

t
14dbi03.hite.com S05_Server 5

f4dbI03_Sybase 15.x

5-600-6 part f. Web OrderStatus GUI OPS S-600-1 part h.

edby XVl orBUare o 03 hite.com SOS_Server_s

1441031
F4bI03.E

erver_2 Down f4dbI3. hite.c o

aclive

v

>

i
B

OO0 000000000 o oooo a EIE

EEFERERERREE [ FREE R X

Rl

[upaate Selectea Groupaien | [Detete Seiecten Groupasent | [ 2da Groupaien

Figure 4.2.2.4.1-5. Business Processes Group Alert Configuration

"Alert Configuration" button will lead operator back to the Alert definition page. Operator can
view existing group alerts, updated group alerts, delete group alerts and create new group alerts
through the buttons on the page.

To view an existing group alert, operator can click the drop down list on the top of the page next
to the MODE. When clicked, the drop down list will list all existing group alerts. Once operator
makes a selection, the group alert configuration will be displayed in the GroupAlertDefinition
table below. See screen shot below:
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[ 0o | Fesouces | Anabie I

EEB Business Process Configuration

OPS | DEVO1 | DEVOS OPS MODE Group Alerts: et grop aen v | Status: | down v

faeil! _and_f4fi01_both_down

-~
Business Processes GroupAlertDefinition Table -,
Name - Resource Priority Status Defintion
Alert Apache Tomeat on 14601 is unavailable
- 14eili hite.com Apache Tomcat 6.0 L, Med
Order_Management_S-610-2 5-600-6 part c. c
1D hac el 5 v hle S-600-6
:l:: 'll PL Webaccess GUIis unavallable S-600-6 oy 000 o 0ps 5.680-1 part & L, Med
Datapool_Ingest_S-60-2 o .
;::::'.,h HOMAST interface is unavailable S-600-6 . ey L, Med
Data_Access_OPS Alert 14dbI03 SOS_Server 5-60-4 part g 14dbI0 3. hitc.com SOS_Server L, Med (]
Alert {4eil01 host is unavailable 5-600-5 part a.  f4eilt1.hite.com L, Med O
T'E:‘:}":‘;":t' l':"'"" e fdeilé hite.com FipDataCollector L, Med O
lert H0np transfer th shold = 0 for ~
"‘f_'m'f“' B f4eilo1 hite.com FipDataCollector 4 Med 0
56007, X
Alert feil01http transfer thieshold = § f
S R f4eilé1.hite.com FpDataCollector L, Med O
Alert 1301 fp transfer th Wl = 0 S-600-7.  1HU0Lhitc.com FrpDataCollector A, Med D
Alert f4fti01 http trans shold = 8 5-600-7. f4I1hitc.com FipDataCollector L, Med O
f'f:.l'::,".: :.n ftp server is unavailable 140101 hite.com FipDataColiector &, Med (]
Alert f4ftl1 host is unavailable 5-600-5 part a.  F4ftl01.hitc.com L Med 0O
rver, 5 instance down S-60-4Part (o0 wine com 505 _Server_§ 2 ed o
s L wailable S-600-5 part b 14db:_Sybase 15.x A Med D
us GUI 5-600-6 pant 1. Web OrderStatus GUI OPS S-600-1 part h. A Med l—l
Alert: 505 instances used by XVU or I se o
hi c S0S_Servel
down In S04 f4dblL.hite.com S05_Server_4 &, Med O
etver Down 14dbio 3] ervel &, Med O
erver_1 Down T4dbio3.] erver_1 L, Med O
Server_2 Down T4dbI0 3. hite 505 _Server 2 &, Med O ~

| Update Selected Groupalert | [ Detete Selected Groupalert | [ Add Groupalert |

Figure 4.2.2.4.1-6. View Business Process Group Alert

Operator can delete the selected group alert by clicking on the "Delete Selected GroupAlert"
button.

Operator can modify the group alert definition by selecting a different status definition of the
business process on the status drop down list next to the Group Alert name on the top of the
page; or/and check/uncheck the checkboxes in the GroupAlertDefinition table, then click the
"Update Selected GroupAlert" button to update the group alert definition. See screen shot
below:
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Figure 4.2.2.4.1-7. Update Business Process Group Alert

Operator can add a new group alert by clicking on the "Add GroupAlert" button. See screen shot
below:
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::»eu 505 _Server,§ instance down S-60-4Part ¢ uui0r e - om 505 Server_§ B e o

Alert Sybase is unavailable S-600-5 part b 14aDI03_Sybase 15.x A Med 0

Alert Web OnderStatus GUI 5-600-6 pant 1. Web OrderStatus GUI OPS S-600-1 part h. A, Med D

Alel 0S5 instances used by XVU or W are

as

oD 14dbl03. hite.com SOS_Server_4 A Med ]

Alert: S05_Server Down 14dbI03.hite.com SOS_Server 4 Med O

Alert: S05_Server_1 Down f4dbM3.hite.com SO5_Server_1 A Med Fl

crver_2 Dawn 403 hite.com S0 2 A Med n v
Group! : [ MST_and ) _down|  StatusDefinition: | down

Figure 4.2.2.4.1-8. Add new Business Process Group Alert
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Operator can type in the group alert name in the GroupName text box, select the status definition
of the group alert via the StatusDefinition drop down list and check/uncheck the checkboxes in
the GroupAlertDefinition table to add selected individual resource alerts in the group alert
definition. Operator can cancel the add operation by clicking the "Cancel" button. Once operator
click the "Save" button and confirm through the confirmation popup window. A new group alert
will be added and become visible through the Group Alerts drop down list on the group alert
configuration page. See screen shot below:

IR - | v [ o | T

EEB Business Process Configuration

ops | BEVer | DEves OPS MODE croup Aterts: [wistsng webacess donn |  Status: [down
GroupAlertDefinition Table -
Ry o e i
 Data_Access_S-600-2. -‘ Rescurce Prioety Status Defintion
navaila
T4eildLhite.com Apache Tomeat 6.0 Med
Order_Wanagement_S-610-2 et - o
"6 ppL webaccess GUI OPS 56001 part e A Med
Datapool_lngest_8-60-2 o8 &
4 Ecno wasT A, Med =
Data_Access_OPS ¥ L Med O
4, Med (|}
A Med O
T4eildthite.com FrpDataColloctorn A, Med O
‘Ftllr::‘:‘l‘khltllmlph.nn,'rlIIH(‘,IwI-I o for L e FpDRACoREtDs & Mao O
Alert 140101 ftp trar 600-7.  1401.hite.com FipDataCollecto L, Med O
00.7. 14001 hitc.com FipD. L Med O
f4i1 hite.com FipDataCollector & Med O
arta. (a1 hite.com A Med O
" faanios.nite L Med ]
14dbio3 L, Med O
Web Ord 1 OPS 1 pait ) L Med O
F4dbi0 . hite < o L, Med O
14dbI03.hitc 4, Med O
T4dbl03.hite L, Med O
14dDI0 3. ite € o L. Med O »

[Updete Setected Groupatent | [ Delete Seiected Groupaient | [4d0 Gropalert

Figure 4.2.2.4.1-9. View added Business Process Group Alert

422413 View Business Process

With the custom HQU plugin, an operator can use the Hyperic GUI to get a quick overview of
the status of all business processes. The business process page can be navigated to via the
Resource tab and clicking on the 'Business Processes' link.

Resources T Analyze

Browse
Currently Down

Business Processes

Figure 4.2.2.4.1-10. Business Processes Link
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Business Process Status Page

The Business Process Status page is divided into two panes. The left pane contains a list of
business processes. It shows the name and the business process status. The business process that
is currently selected is highlighted in blue. The right pane contains a list of resources for the
selected business process. It shows the resource name, the status of the resource, and the reason
explaining why a resource is not available. Clicking on the resource name will take the operator
to a detailed page of the resource. Selecting another business process will update the resource list
in the right pane.

Business Processes Status
OPS { s | Ts2 | OTHER
z Hame Priori Alert Definition
Business Processes ty
4‘_?; T4dblo 3. hite.com f4dbl03_sqs_srwr_1 u
Business Processes | Status 14db103.hite.com f4dbI03_sqs_sivi_4 2
DataPool_Ingest .
g © 14db103.hitc.com Sybase 15.x (7]
DATA_ARCHIVE p
[private to hgadmin] f4dplot.hite.com (2)
TEST () f4dplot.hite.com Apache Tomcat 6.0 (%]
f4dplo1.hitc.com DPIU_OPS (V]
14dplot.hite.com IU_OPS @
4dplot.hite.com InblotificationService_0PS (V]
14dpl0t.hite.com InProcessingService_0PS u
f4dplot.hitc.com XVU_OPS @
f4eild1.hitc.com QuickServer _0PS u
4ft101.hitc.com OuickServer_OPS (%)
Business Process Status Definiti f4omi01.hitc.com QuickServer_OPS @
gz] - ACTIVE
€ ) - INACTIVE f4splot.hitc.com QuickServer_OPS @
Q Resource Status Definition
- DEGRADED €D - AvaLaBLE () - UNAVALABLE /) - ALERT

Figure 4.2.2.4.1-11. View Business Process Page - DPL Ingest Archive
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Business Processes Status

oPS I TS1 | TS2 | OTHER

Business Processes ) Resources Previous Page 1 |
=
: Hame Priority Alert Definition
Business Processes | Status
f4dbl0 3. hite.com f4dbl03_sqs_sivi_1 4 sqsDown|
DataPool_Ingest a s A = [=a !
DATA_ARCHIVE 14db103 hite.com 14dbI03_sqs_sivi_4 [ 7]
rivate to hgadmin|
"’ . ] 14dblo3 hitc.com Sybase 15.x (7]
TEST
f4dplot hite.com &
f4dplot.hitc.com Apache Tomeat 6.0 (V)
14dplot.hite.com DPIU_OPS (V]
f4dplit.hite.com IU_OPS w
4dplit.hite.com InllotificationService_OPS U
14dplot.hite.com InPollingService_0PS w
T4dplot.hitc.com InProcessingService _OPS p [InProcessingService OPS Alert : Server Down)
14dplo1.hite.com XVU_OPS (V)
Business Process Status Definitic
€ - active f4£il0L.hitc.com OuickServer_OPS (7.}
= MACTIYE F4f101.hite.com OuickServer_OPS A
- DOV
_o Resource Status Definition
- DEGRADED €2 - avaLasLe €)- UNAVALABLE /) - ALERT

Figure 4.2.2.4.1-12. View Business Process - DPL Ingest Down

Mode Tabs

The Mode Tabs renders a different view of the Business Process filtered by mode. All business
processes are defined within a specified mode thus the specified mode tab will display only those
business process defined within the current mode

|" oPS "|" TS "|" Ts2 "|" OTHER "|
Figure 4.2.2.4.1-13. Business Process Mode Tab

Business Process Status Table

The Business Process Status Table provides a quick view of the overall health of a business
process. The "Business Processes" column provides the name of all the business processes within
the specified mode. The "Status" column provides the overall status of the business process. The
status of the business process is determined by the alerts that correspond to the resources that are
members of the business process. An xml configuration file will hold the definitions of the
impact an alert has on the overall state of a business process (For more details see section
4.2.2.42.2 Configure Business Process). The Business Process Status Table controls the
Business Process Resource Table located to the left of it. When the cursor is placed over the
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name of a particular business process within the Business Process Status Table it is highlighted
and the Business Process Resource Table will refresh to display information on the resources that
are members of the selected business process.

Business Processes
o=
=

Business Processes Ltatus

DataPool_Ingest @

Figure 4.2.2.4.1-14. Business Process Status Table

Business Process Resource Table

The Business Process Resource Table provides a view of the resources that are members of the
current business process selected in the Business Process Status Table. Besides the resources
defined in the hyperic system, custom group alerts are also displayed as a type of resource. This
gives user a better view when the business process status is determined by a custom group alert.

The "Name" column contains the name of a resource. The resource name can be clicked on for a
detailed view of the resource. The "Priority" column defines the status of a resource. If any alerts
have fired that pertain to a resource, the column will display the status change. The "Alert
Definition" column will display the names of any alerts related to the resource that have fired
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and have not been fixed. The alert name can be clicked on for a detailed view of the alert
definition.

Mode[OPS] Business Process[DataPool_Ingest] Resources Previous  Page 1 Next

Hame Alert Definition

T
3
H

f4dblo3.hitc.com f4dblo3_sqs_srwr_1
f4dbl03.hitc.com f4dbl03_sqs_srvr_4
f4dblo3.hitc.com Sybase 15.x
fadplot.hitc.com

f4dpl01.hitc.com Apache Tomcat 6.0
f4dplot.hitc.com DPIU_OPS
f4dpl0i.hitc.com lIU_OPS

f4dplo1.hitc.com InHotificationService _OPS
fadplot.hitc.com InPollingService_OPS
f4dplothitc.com InProcessingService _0PS
f4dplot.hitc.com XVU_OPS

f4eil01.hitc.com QuickServer_OPS

POCOCOCOOOOOOO

f4ftl01.hitc.com QuickServer _OPS

| €

Figure 4.2.2.4.1-15. Business Process Resource Table

Business Process Status Definition

The Business Process Status Definition legend defines the meaning of each icon displayed in the
Business Process Status Table.

e Active — There is work to do and the work is being completed as expected

e Inactive — All of the components appear to be functional, but there is no work to
complete

e Degraded — The service is functioning but not at the required capacity

e Down — The service is unable to complete any work
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E:usiness Process Status Definition

‘g}-ACﬂVE

£ - INACTIVE

1&3-DGWM

- DEGRADED

Figure 4.2.2.4.1-16. Business Process Status Definition

Resource Status

The Resource Status legend defines the meaning of each icon displayed in the Business Process
Resource Table.

e Available — The resource is currently up
e Unavailable — The resource is currently down
e Alert Pending — There is at least one alert pending for the resource

H_.-;source Status
Q-AVMLAELEG-UNAVMLAELE - ALERT

Figure 4.2.2.4.1-17. Business Process Resource Status

4.2.2.4.2 DPL Ingest Business Process
This section describes the resources that are grouped within the DPL Ingest Business Process.

42.2.4.2.1 Ingest Resources
Hosts

e x4dpl01 / x5dpl01

e ECS Service Hosts

Custom Code Servers
e Polling
e Processing
e Notification

e QuickServer

File Systems
e Data Pool

e Archive
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Database
e PostgreSQL

Apache / Tomcat Web Server
StorNext Primary Metadata Server

4.2.2.4.2.2 DPL Ingest Host

A Hyperic agent will be installed on each host used by DPL Ingest. Each host will be configured
to be monitored via Hyperic's auto-discovery service. Once the host is selected to be monitored
there are a number of metrics that can be captured including availability, load average, CPU
usage, TCP statistics, memory usage, and swap space.

[Ty

Platforms > Linux > f4dpl01.hitc.com

Description: Red Hat Enterprise Linux 5 Owner: HQ Adminis|
Vendor: Red Hat Default Gateway: 1 Secondary DI
Vendor Version E se IP Address: 155 Primary DNS
CPU Speed 4§ 05 Version 185 RAM: 7352 MB
Architecture: x86_§
MapE| Tools Menu=|
Inventory Alert Views
Metric Display Range: 4 L&sl{ﬁ v || Hours W™ J Advanced Settings
__ |7 wesoumces BTN METRIC DATA %
il -~
[[] Platform Services Health Avail Indicator Charts | Show Last § Hour's View. | Update Defout v ([
OJoceu (]
Availability
[ FiteServer Mount - z
[Jo HetworkServer interface - Zido = S
E=sp Al i - (Linw) LOW 457MB AVG 6291 MB PEAK 984 6 N8
o rec Q
3 SSH w P s e BT
0 -~ §  TTmmeeee- ] i T
[ storliext Metadata Host Ping v s
[ SunWeb Server 7 t4dplot () v l
[] beployed Servers Health Avail =, 2T P rerre ==
[J© intiotificationService_DEVET 1.0 o
] soL Ouery " i Load Average 5 Minutes Iix
= (Linw) LOW 11 AVG 16 PEAK: 33
[0 dpl_quickserver_T52 «_4
T4dplot, hitc.com g = By
O ActionDriver_0PS - L2 L | = '-i
[0 f4dpiot.hite.com Apache 2.2.11 o =
[] fHdeletntc.com Apache Tomeat @ o g S e = =" ool
i [ i —ermeerBe,
Select Resources above & m n
click button te vievws mebiics o .
54 Swap Used i x
All Metrics v 008 Alernts (Linw) LOW. S83MB AVG 933MB  PEAK 98.3MB
Avalabity 0 0 M [sssssssssssneess 55 J
Cpu Usage 0 0 [» ]
B E—Seesssssstedessssawesessses
Free Memory [1] o
Free Memory (+ buftersicache) 0 0 =y - |
Load Average 5 Minutes 0 o o -
Swep Used o LI - @ @0 ] CXC) @ Q EventsiLogs Tracking
09/09/2009 08:16 AM 090972009 04:08 PM

Figure 4.2.2.4.2-1. DPL Ingest Host Monitor Page

4.2.2.4.2.3 Polling Server

The Ingest Polling Server monitoring is done through a custom xml plug-in. There is one plug-in
file per mode. The plug-in file name is <MODE>-DPL-InPollingService-plugin.xml.
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Since almost all the custom xml plug-ins are organized as one per mode, only one template of
each plug-in will be saved in the Clearcase and delivered. Upon installation in the DAACs, the
plugin generator script will read in the plugin template and generate the mode specific plug-ins
for the specified mode. This installation detail will be omitted in the subsequent server
descriptions. See the attached appendix for the Polling Server xml plug-in file for OPS mode.

The metrics that will be collected for the Ingest Polling Server include the standard Hyperic
metrics (see section 4.2.2.2.13: Standard Plugin Metrics) and custom metrics (see below).

Table 4.2.2.4.2-1. Polling Server Metrics

Custom Metrics

Metric Name Description

NumOpenAlerts The total number of open alerts in the Polling server.

The Polling server resource will be auto-discovered by Hyperic using the PTQL query defined in
the xml plug-in. The standard metrics will be collected by the SIGAR plug-in and the custom
metrics will be collected through the SQL plug-in by querying the Ingest database.

If the Polling Server is up after the custom xml plug-in is deployed in Hyperic, the Polling Server
will be auto-discovered by Hyperic and shows up in the Auto-Discovery list. The user can then
choose the Polling Server from the Auto-Discovery list to add it to the inventory (refer to the
Auto-discovery section of the document for details).

Up/down alerts are set up for the Polling server based on its availability metrics. The down alert
is used to notify a user of the problem, update the DPL Ingest business process status, and trigger
the control action that will automatically start the server; the up alert is used as a recovery alert
for the down alert to mark the down alert as fixed.

Below are some details on the control actions and alerts configurations:

To configure the control action for starting the server, go to the Inventory page of the Polling
Server. See screen shot below:
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Servers > InPollingService_OPS > f4dpl01.hitc.com InPollingService_OPS

Description: Owner: Ha Administrator (hgadmin - Change...
Map = Tools Menu =

Monitor oo a|  Alert | control Views |
Description: Date Created: 12142008 0237 PM
Date Modified: 12142008 0237 P
Resource Type: nPolingService_OPS Wodified By: HO Administrator (hadmin)

EDIT...

Type & Host Properties

Install Path: icustomiecsOPSICUSTOMbINDPLECDIRPolingService Host Platforme T4dpli hite.com

EDIT...

Total Services: 0
Services By Type:

[ Service 4 Service Type Description Availability

Totakd RMems Per Page: 15 W
roups containing this resource
[ Group & Description
[] BP_0PS_Datapool_Ingest_S-60-2
[[J 6P_oPs_DataPool_Regression

[] 0PS Servers All custom code servers in OPS

[] Regression Criteria 548 (15) Regression Criteria 540 (15)

ADD TO LIST. Totak 4  Rems Per Page: .15 v
Configuration Properties

Shared

process.query :fu‘{m;‘ms ”f::ﬁmSTOMML seript Aoolsicommonhypenchtities/OPS-Echs SmResourceMetrics

resourcellame POLLING

Program Astiitie s 10PS. Controd

serverlog_track.enable faise
serverog_trackinchude
server.log_track files
server.config_trackfiles
Auto-Discovery for services is ON

serverlog_track level
server log_track.exclude
server.config_track.enable faise

Figure 4.2.2.4.2-2. Polling Server Inventory Page

Note if the server.config track.files configuration is blank and the server.config track.enable is
false on this page even though the configuration file is specified in the server plugin xml and
configuration tracking is turned on by default. This is due to a Hyperic bug (HHQ-3627
DaemonDetector does not set control configuration) in Hyperic. To work around the bug,

operator has to manually accept the Configuration Properties setting again by performing the
following two steps:

Click on the "EDIT" button on the Configuration Properties section to bring up the Configuration
Properties detail page. On this page, operator can see the configuration file name is already
populated and the server.config_track.enable checkbox is checked. Operator can also verify the
Program under the Control section is set to the correct value. In this specific example, it is set to:
/ust/ecs/OPS/CUSTOM/utilities/EcMsSmBaseControl ~ which  is  specified in  the
"DEFAULT PROGRAM" element in the xml plug-in file. See screen shot below:

NOTE: The EcMsSmBaseControl is a custom script used to execute a Linux command or script
as the cmshared user. This script is generally used for starting, stopping, and restarting ECS
resources as a control action in an alert but can be used to perform other tasks.
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I - s | s "]

f4dpl01.hitc.com InPollingService_OPS

Please verify that this resource has been enabled for menitering by following the directions below

Configuration Properties

Shared

* OCesS.query

~seript PP
Ingest Polling Semive OPS mode | ATB%0.8q=Aisriecs/OPSICUS foolsicommanhyperic Adilties

seript to retrieve metrics for Ingest Polling Senvice

“resourcellame oo 4o

* am
OPS-EchsSmBassContral handles control actions for this | Aoolsicommontyperic/diities
resouce name

resaurce
Monitoring

server log_track.enable 0 server log_track level —

Enable Log Tracking Track avent log leval

serverJog_track.include serverJog_track.exchude

Log Pattern Match Log Patter Exclude

setvel log_track files setvel.config_track.enable
Log Files Enabile Cantig Tracdng

"""“;’Q‘:‘:;:::ﬂ"ﬂ’:‘lf; Misriecs OPSICUSTOM/CIQ/Ec
Auto.Discover services?
Control

*timeout a0
Timaout of contrel eperations (in seconds)

General Log and Config Track Properties

* Enable Config Tracking - Check to enabie config tracking,
® Configuration Files - Comma defimited list of configuration files 10 track. Relative fies are resolved to fcustomec sIOPSICUSTOMMINDPLECDINPolngService
@ Enable Log Tracking - Check to enable log tracking.
@ Track event log level - Only rack events of level grester than or equal to this level. Order is: [Ermor, Warn, Info, Debug)
Mapping.
© FATAL ERROR -» Emror
O WARN -» Warn
Q INFO -» Info
© DEBUG -» Debug
® Log Pattern Match - Include messages that match the given regulsr expression. The given pattern can be & Substring 10 lok for in Jop MESSAPES or & reguler Sxpression. Ses: javautiliegex Pattern.
® Log Pattern Exclude - Exclude messages that match the given regular expression.
® Log Fies - Comma delimied kst of log fies to track, Relative files are resolved to usiomiecsOPSICLISTOMbin/OPL EcDinPolingSer vice.

Figure 4.2.2.4.2-3. Polling Server Configuration Properties Page

Click "Ok" button to accept the configuration. This is the manual step to register the
configuration with the hyperic server to work around the bug mentioned above. After operator
clicked "Ok" to manually accept the configuration, the server.config track.files and the
server.config_track.enable configuration properties are shown with the correct values. See screen
shot below:

4.2.2-116 609-EED-001, Rev. 03



Servers > InPollingService_OPS > f4dpl01.hitc.com InPollingService_OPS
Description: Owner: HQ Administrator (hgadming - Change...

Map )| Tools Menu )|

Monitor .y ss|  Alert | Control Views

General Properties

Description: Date Created: 121142008 0237 P
Date Modified: 127142009 0237 P
Resource Type: nPolingService OPS Modified By: HQ Administrator (haadimin
I EDIT...
Type & Host Properties
Install Path: fcustomiecs/OPSACUSTOMbINOPLECDINPollingService Host Platform: f-4dpled hifte.com
| EDIT...

Total Services: 0
Services By Type:

I
||:] Service a Service Type Description Availability

Totak @ Mems Per Page: 15 v
Groups containing this resource
| Group & Description
ED BP_OPS_Datapool_Ingest_5-60.2

|[] 6P _oPs_pataPool_Regression

|

iDol':‘.Scwels All custom code servers in OPS
| Regression Criteria 548 (15) Regression Critera 540(15)

| ADD TO LIST...

Touak 4 Rems Per Page: |15 v |
Configuration Properties
Shared

Args 0 eqeiustiecs OPSICUSTOMINDPL

PROCESB.AUNY & org o nSarvice seript JOPS.
resourcellame POLLING program JOPS. seControl
| entaring |
serverJog_track.enable faise server.log_tracklevel Eror
server log_trackinchude server Jog_track.exchude
server Jog_ack files server.config_track.enable true

server.config_track files JsrecsiOPSICUSTOMCIgECDInPolingService CFG
|Auto-Discovery for services is O
| Control

Figure 4.2.2.4.2-4. Polling Server Inventory Page after Manual Update

To configure the server down/up alerts, go to the alert page of the Polling Server. See screen shot
below:
Dashiboard 4 Analyze | Administation

Servers > InPollingService_OPS > f4dpl01.hitc.com InPollingService_OPS

Description: Dwner: Leo Liu (iiu) - Change...

Map| Tools Menu |

Monitor | Inventory | . oo Control Views
[ e

0032000 b ] i the

[[] Priority Alest Date v Alert Definition Alert Condition Actual Value Fixed Ack

_eien | _sexnoweose | Total: 0 Mems Per Page: |\s ":

Figure 4.2.2.4.2-5. Polling Server Configure Alert Definition

Click on the "Configure" button on the page to set up the alerts (refer to section 4.2.2.2.6, Alert
and Control Action for more details). First we will set up the server down alert. The server down
alert is based on the condition of Availability metric. See screen shot below for more details:
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Dashboard Analyze Aduministration arch
I o | | e |

Edit f4dpl01.hitc.com InPollingService_OPS: New Alert Definition

Nert Properties

Hame: | pofingService_OPS dawn *PrioTity: | 1. Mockum ~
EcOiPoling nOPS siert “Acive: © ves
N

Condition Set

* M Condition: (&) Metric. | Avalabity v
@i <qeszthamy ¥ |1 (absolute value)
O <(Lessthan) ™ ||100 "bnrjs:red |
O veiue changes
O Control Action | Select o | = (Equalto) | Select v

Oeventsiogs Level | any % |and match substring (optional, 25 chars max)
© config chenged and match file name (optional, 25 chars maxk
Add Another Conddition
Recovery Alert: for | Select..
*Enable Actionis): (%) Each time condtions are met

O once every times conditions are met within a lime period of mirdes ¥

Enable Action Filters: [¥] Generate one slert andthen disable siert definition unti fixed

Dbt!reglrﬂ control actions that are defined for related alerts
[ Finer rotitication sctions that sre defined Tor relsted slsrts

Figure 4.2.2.4.2-6. Polling Server New Alert Definition

Click the "Ok" button will bring us to the alert definition page, see below:
I | UCNRE_CN P seacn]

f4dpl01.hitc.com InPollingService_OPS: PollingService_OPS down: Alert Definition

Return to Alert Definitions

+ Your Alert Definition has been created

Alert Properties

Mame: PolingService_OPS down Priotity: ! - Medium
Description: EcOiPolingService in OPS mode down alert Active: Yes
Date Created: 08/092003 02 48 PM
Date Modified: 05/09/2009 0246 PM

EDIT.

If Condition: Availabiity < 100 0%
Enable Action{sk: Each time condiions are met
Generste one slert and then disable alent definfion until tixed

EDIT

Escalation Control Action  Motify Roles Naotify HO Users Hotify Other Recipients Script OpenNmMsS
Escalation Scheme: | Select... ~ Note: To creste & new eScalation Scheme for this alert defindion, please go 1o the Administr ation saction.

Return to Alert Definitions

Figure 4.2.2.4.2-7. Polling Server Alert Definition Page

Next, click on the "Control Action" tab and then "Edit" to link the previous configured server
start control action to the down alert. See the next two screen shots:

4.2.2-118 609-EED-001, Rev. 03



- - Dashboard Anabyze | Administiation
| | [ ] I

f4dpl01.hitc.com InPollingService_OPS: PollingService_OPS down: Alert Definition

Return to Alert Definitions
Alert Properties
Hame: PolingService_OPS down Priority: - Medium
Description: EcDiPolingService in OPS mode down alert Active: Yes

Date Created: 09/09/2009 0246 PM
Date Modified: 0032003 0246 PM

EDIT

Condition Set

W Condition: Avalabity < 100.0%
Enable Action{s): Each time conditions are met
Generate one alert and then disable alert definition until fixed

EDIT

Escalation Control Action | MNotify Roles Notify HO Users Notify Other Recipients Script OpenNS

Control Type: none

EDIT.

Return to Alert Definitions

Figure 4.2.2.4.2-8. Polling Server Select Control Action

Dashboad Analyze Administi ation
o — | | | —_—

f4dpl01.hitc.com InPollingService_OPS: Add Control Action

Control Action

Resource Type: InPolingService_OPS v

* Resource Name: | 144001 htc.com nPolingService_OPS (% .
* Control Type: || o v

‘none ]

i EcDiinPolingServiceStan
UK k ¥

Figure 4.2.2.4.2-9. Polling Server Configure Control Action

Choose the "EcDIInPollingServiceStart" (this is configured through the "actions include"
element in the xml plug-in file) as the Control Type and click "OK". Operator can click on the
"Notify Roles", "Notify HQ Users" or "Notify Other Recipients" tabs to configure the
notification mechanism when the alert fires. This completes the Polling Server down alert
configuration.

Go back to the alert page of the Polling Server, click on the "New" button to configure the server
up alert. On the Alert Definition page, set the Recovery Alert drop down list to the down alert.
This will mark the previous server down alert as "fixed" when the server up alert fires. See
screen shot below:
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DR - | | e | o T

Edit f4dpl01.hitc.com InPollingService_OPS: New Alert Definition
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Figure 4.2.2.4.2-10. Polling Server Set Recovery Alert

Click on "Ok" button to accept the change and this completes the server up alert configuration.
There is no need to link any control action to the server up alert since it is configured to be a
recovery action.

After all the above configurations are complete, the Polling Server will be monitored by Hyperic
and when the EcDIInPollingService custom server goes down, a PollingService OPS down alert
will be generated and the configured operators will be notified through their configured
notification methods. The control action will be called to automatically start the
EcDlInPollingService custom server. Once the server is back up, a server up alert will be
generated and it will mark the server down alert as fixed, then the server up alert will be
automatically closed.

4.2.2.4.2.4 Processing Server

The Ingest Processing Server monitoring is done through an xml custom plug-in. There is one
plug-in file per mode. The plug-in file name is <MODE>-DPL-InProcessingService-plugin.xml.
See attached appendix for the Processing Server xml plug-in file of OPS mode.

The metrics that will be collected for the Ingest Processing Server include the standard Hyperic
metrics (see section 4.2.2.2.13, Standard Plugin Metrics) and custom metrics (see below).
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Table 4.2.2.4.2-2. Processing Server Metrics

Custom Metrics

Metric Name Description

RequestQueueSize The total number of requests queued in the system.

GranuleQueueSize The total number of granules queued in the system.

ScienceGranuleQueueSize The total number of science granules queued in the system.

NumOpenAlerts The total number of open alerts in the processing server.

NumOpeninterventions The total number of open interventions in the processing server.

The total number of requests older than a user defined number of

NumOldRequests

hours.

The total number of granules older than a user defined number of
NumOldGranules hours

The average number of granules throughput per minute over the

Throughput (gran/min) last five minutes.

ScienceGranuleThroughput The average number of science granules throughput per minute
(gran/min) over the last five minutes.
The average volume (in MB) throughput per minute over the last

Throughput (MB/min) five minutes.

The estimated time (in minutes) to complete the work currently

CompletionTime (minutes) queued in the system

The Processing server resource will be auto-discovered by Hyperic using the PTQL query
defined in the xml plug-in. The standard metrics will be collected by the SIGAR plug-in and the
custom metrics will be collected through the SQL plug-in by querying the Ingest database.

Up/down alerts are set up for the Processing server based on its availability metrics. The down
alert is used to notify operator of the problem and update the DPL Ingest business process status
and trigger the control action that will automatically start the server; the up alert is used as a
recovery alert for the down alert to mark the down alert as fixed.

Please refer to screen shots in 4.3 Polling Server for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.

4.2.2.4.25 Notification Server

The Ingest Notification Server monitoring is done through an xml custom plug-in. There is one
plug-in file per mode. The plug-in file name is <MODE>-DPL-InNotificationService-
plugin.xml. See the attached appendix for the Notification Server xml plug-in file of OPS mode.

The metrics that will be collected for the Ingest Notification Server include the standard Hyperic
metrics (see section 4.2.2.2.13, Standard Plugin Metrics) and custom metrics (see below).
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Table 4.2.2.4.2-3. Notification Server Metrics

Custom Metrics

Metric Name Description

The total number of naotifications queued in the system with

NotificationQueueSize notification status of "READY".

NumOpenAlerts The total number of open alerts in the notification server.

The Notification server resource will be auto-discovered by Hyperic using the PTQL query
defined in the xml plug-in. The standard metrics will be collected by the SIGAR plug-in and the
custom metrics will be collected through the SQL plug-in by querying the Ingest database.

Up/down alerts are set up for the Notification server based on its availability metrics. The down
alert is used to notify operator of the problem and update the DPL Ingest business process status
and trigger the control action that will automatically start the server; the up alert is used as a
recovery alert for the down alert to mark the down alert as fixed.

Please refer to screen shots in 7.3 Polling Server for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.

4.2.2.4.2.6 QuickServer

QuickServer monitoring is done through an xml custom plug-in. There is one plug-in file per
mode. The file name is <MODE>-DPL-QuickServer-plugin.xml. See the attached appendix for
the Quick Server xml plug-in file of OPS mode.

The metrics that will be collected for the Quick Server include the standard Hyperic metrics (see
section 4.2.2.2.13, Standard Plugin Metrics).

The QuickServer resource will be auto-discovered by Hyperic using the PTQL query defined in
the xml plug-in. The standard metrics will be collected by the SIGAR plug-in.

Up/down alerts are set up for the QuickServer based on its availability metrics. The down alert is
used to notify operator of the problem and update the DPL Ingest business process status and
trigger the control action that will automatically start the server; the up alert is used as a recovery
alert for the down alert to mark the down alert as fixed.

Please refer to screen shots in 7.3 Polling Server for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.

422427 DataProviders

Data provider monitoring is done using the built-in Hyperic group and service metrics
monitoring capability through a custom xml plug-in. See the attached appendix for the data
provider xml plug-in file of OPS mode.

We collect the following metrics for each data provider:
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Table 4.2.2.4.2-4. Data Provider Metrics

Custom Metrics

Metric Name

Description

RequestQueueSize

The total number of requests queued for the provider.

GranuleQueueSize

The total number of granules queued for the provider.

ScienceGranuleQueueSize

The total number of science granules queued for the provider.

NumOpenAlerts

The total number of open alerts for the provider.

NumOpenlnterventions

The total number of open interventions for the provider.

Throughput (gran/min)

The average number of granules throughput per minute over the
last five minutes for the provider.

ScienceGranuleThroughput
(gran/min)

The average number of science granules throughput per minute
over the last five minutes for the provider.

Throughput (MB/min)

The average volume (in MB) throughput per minute over the last
five minutes for the provider.

CompletionTime (minutes)

The estimated time (in minutes) to complete the work currently
queued for the provider.

All data providers in a mode are displayed as a group called "<MODE> PROVIDERS". The
<MODE> PROVIDERS group can be added to the "Favorite Resources" portlet on the
Dashboard for easy access. See screen shot below:
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Figure 4.2.2.4.2-11. Data Provider Dashboard

Click on the OPS PROVIDERS will bring up the providers details page which lists the list of
defined data providers in the OPS mode and the combined statistic metrics of all the providers.
See screen shot below:
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I - e | naacsces

Groups > dataprovider_OPS > OPS_PROVIDERS
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Figure 4.2.2.4.2-12. Data Provider Group Monitor Page

To see the metrics of an individual provider, click on the provider name in the "Resources"
window on the left. See below for a screen shot of the provider detail page.
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Services > dataprovider_OPS > MODAPS_AQUA_FPROC_ops

Description: Owner: Leo Liu (yvliu) - Change...

MapE|  Tools Menu =

Inventory Alert Views

Metric Display Range: « Last| 8 v | Hours v ] Advanced Settings

| mESOURCES CTTZRCTTIRN  METRIC DATA 9
[[] Host Platform Avall o dicator Charts | Show Last § Hours View: | Uposte Detat — ~ | [
[[] r4dplot.hite.com ) - —
— Availability
Select Resources above & m O A
click button to view metics fiow Metrics B JRECT ST PYN | s) Fix
(dataprovider_OPS) LOW. 5000  AVG 5000 PEAK: 500.0

Problem Metrics ¥

No metrics to display

5 GranuleQueueSize 4 X
(dataprovider_OPS) LOW: 830 AVG B30 PEAK: 88.0
-
54 lotificationOueueSize X
(dataprovider_OPS) LOW: 300 AVG 300 PEAK: 30.0

08/04/2008 06:12 AM 090472009 0204 PM

Figure 4.2.2.4.2-13. Individual Data Provider Monitor Page

Below are the four major steps to set up the OPS PROVIDERS for monitoring:

1. Define the data provider resource through a custom plugin. The data provider resource is
defined as a platform service type on the DPL box. The plugin xml is named
<MODE> dataprovider-plugin.xml. It defines the metrics that pertain to the resource
type of dataprovider. Please refer to the general instruction on how to deploy a plugin in
Hyperic.

2. Define the OPS PROVIDERS compatible (not mixed) group. The group type should be
dataprovider OPS. Please refer to the general instruction on how to define a compatible
group in Hyperic.

3. Configure individual data provider through Hyperic GUI. See section below for details.

Add the configured individual data provider to the OPS_ PROVIDERS group. Please refer to the
general instruction on how to add a resource to a group.

Below is a detailed description on how to configure an individual data provider using the
Hyperic GUL
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Click on the "Resource" tab at the top of the page. Select "Browse" in the drop-down menu.
Click on "Platforms" tab to list all the platforms defined in the system. Click on the platform
where DPL Ingest servers are installed (i.e. x4dpl01 / x5dpl01 box) to bring up the platform
detail page. See the screen shot below for an example:

Dashboard Analyze Administi ation
-_— I | I I

Platforms > Linux > f4dpl01.hitc.com

Description: Red Hat Enterprize Linux 5 Owner: HQ Adminastrator (he
Vendor: Red Hat Default Gateway: 1 Secondary DNS: 155.157.31.223
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0 MHz (2x2) 05 Version: 26.18-128.1.1 el5 RAM: 7552 MB
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Map|  Tools Menu(|
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= = & =
[E] ietfocm Seivicon Heskth Sl Indicator Charts | Show Last § Hours View: | Update Detaut v |[[3)
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[ FileServer Mount O C :
[0S letworkServer Interface - ETes Nomary F3X
= = — . (Linwd LOW 452MB AVG 1662MB PEAK 7509MB
LRPC &
E ‘ i S
O SSH @ C e
: - .
[] dns @
-
D provider Thr oughpant & by - =
-
[7] Deployed Servers Health Avail ™~ P e, e o o e e e e i PR
[]& mtiotiticationService_DEVO1 1.0 2
]2 5oL Query o = Free Memory (+ buffers cache) Iix
S = Minwd LOW 3208 AVG:33GB  PEAK 3608
f4dplo1.hite.com - -
O ActionDriver_OPS ot
[] 14dpiot.hitc.com Apache 2.2.11 & "'_‘.--.,
0 f4dplot.hitc.com Apache Tomeat ) Y meegemmmmee L T
Seluct Resources above & m
click button to view metrics Q 3
& Load Average 5 Minutes Pix
Problem Metrics W (Linwd LOW 23 AVG: 28 PEAK: 56
No metrics to display =
1
- #
- - - el
= .-.°'-_-‘- !---—"'-."-t.'_ - ----'I B e --I--‘-c---
v

Figure 4.2.2.4.2-14. Host Resource Page

On the platform detail page, click on the "Tools Menu" drop down that is located on the upper
left corner of the page, then click on "New Platform Service" in the drop down menu. See Screen
shot below:
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Figure 4.2.2.4.2-15. Add New Platform Service

This brings up the new platform service configuration page. On this page, fill in the name of the
data provider and description, on the Service Type drop down menu, select "dataprovider OPS".

See screen shot below:
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Figure 4.2.2.4.2-16. Configure Individual Data Provider

Then click "OK". The service detail page will pop up as a result. See below:
IR - | WU 2 Sewar]

Services > dataprovider_OPS > MODAPS_TERRA_RPROC_ops

Description: MODAPS_TERFA_RPROC data provid Owner: Leo Li (yliu) - Change...
Map D Tools Menul2

Monitor " oy | Alert Views

' Service MODAPS_TERRA_RPROC_ops has been created.

& This resource has not been configured, Piease set its Configur ation Properties
Host Platforme: T4dplo hitc.com
Description: MODAPS_TERRA_RPROC data provider in OPS mode Date Created: 080472003 02 25 PM
Date Modified: 09042009 0226 PM
Resource Type: dataprovider_OPS Modified By: Leo Liu (viiu)

LT,
[ Group Description

ADD TO LIST Total: 0 Mems Per Page: 15w

Shared

script provider Hame
Meonitoring
This resource does not hive any monRoring Configuration Properties

Control
This resource does not have any control Configuration Properties

EDIT

Figure 4.2.2.4.2-17. Individual Data Provider Inventory Page

Click on the link to configure its configuration properties. On the popped up page, the script
input text box should be prepopulated and does not need to be modified. In the providerName
input text box, type in the name of the data provider.

Note: the provider name typed in has to exactly match the ExternalDataProvider field
defined in the InExternalDataProvider table in Ingest database. See the screen shot below:
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Figure 4.2.2.4.2-18. Individual Data Provider Configuration Page

Click on "OK" to accept the configuration. The screen will go back to the service detail
page. That is the end of configuring an individual data provider.

Once the data provider is configured, the Hyperic server will be able to collect the defined
metrics by executing the script (defined in the plugin xml file) periodically which invokes a Perl
script to retrieve the requested statistic information from the Ingest database. The Perl script
invokes a stored proc named SmGetProviderMetrics.sp which takes the data provider name as
input and outputs the metrics information for that data provider.

4.2.2.4.2.8 DPL Ingest services

DPL Ingest services monitoring is done using the built-in Hyperic group and service metrics
monitoring capability through a custom xml plug-in. See the attached appendix for the DPL
Ingest services xml plug-in file of OPS mode.

We collect the following metrics for DPL Ingest services:
e isDpiuActive
e isXvuActive
e isliuActive
e numTransferServiceAvailable
e numTransferServiceSuspended
e numChecksumServiceAvailable
e numChecksumServiceSuspenced
e numArchiveServiceAvailable

e numArchiveServiceSuspended

The DPL Ingest services plug-in is defined as a service within hyperic. Operator can add it to the
x4dpl01 / x5dpl01 platform to start collecting the metrics. This is done by clicking the "New
Platform Service" menu under the "Tools Menu" of the platform detail page. See screen shot
below:
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Figure 4.2.2.4.2-19. Add a New Platform Service

On the new platform service configuration page, select the Ingest services for the mode and type
in the name and description, then click "OK" to create the platform service. See screen shot

below:
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Figure 4.2.2.4.2-20. Create Ingest Services Monitor Service

Wait for a few minutes, the metrics info will show up on the Ingest services monitor page. See
screen shot below:
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Figure 4.2.2.4.2-21. Ingest Services Metrics

Then click on the Alert tab to configure the alerts and recovery alerts that are necessary for the

DPL Ingest business process monitoring. See below for a list of alert definitions that should be
configured for the Ingest services monitoring:
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Figure 4.2.2.4.2-22. Ingest Services Alert Definitions

4.2.2.4.2.9 DataPool File System

Data Pool file systems and Archive file systems will be discovered automatically via Hyperic
when any host that mounts that file system is configured to be monitored. File systems are
displayed as services within the 'FileServer Mount' section for a platform. Metrics that can be
captured include availability and free space. I/O statistics can be captured for some file systems;
however, currently /O statistics cannot be captured for StorNext file systems.
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Figure 4.2.2.4.2-23. DataPool File System Monitor Page

4.2.2.4.2.10 Archive File System
See section 4.2.2.4.2.10, Data Pool File System.

4.2.2.4.2.11 Apache/ Tomcat Web Server
See section 4.2.2.3.2, Configuring Tomcat.

4.2.2.4.2.12 StorNext Primary Metadata Server
See section 4.2.2.3.8, Configuring StorNext Host Monitoring.

4.2.2.4.2.13 Monitor number of active sessions of Tomcat Web applications

We modified hyperic tomcat plug-in jar file to provide the functionality to be able to monitor the
number of active sessions of a particular Apache Tomcat web application. It is done through a
hyperic service type named "Apache Tomcat 6.0 WebApp Session Count". One service of
"Apache Tomcat 6.0 WebApp Session Count" service type will be created automatically for each
deployed tomcat web service after tomcat is auto-discovered by hyperic server. Operator can list
all the WebApp Session Count services by filtering on the service type. See screenshot below:
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Figure 4.2.2.4.2-24. List of WebApp Session Count Services

The number of active sessions of a web service is monitored through the metric named
activeSessions. By default, the collection of the activeSessions is turned off. Operator should
turn on the metrics collection of the WebApp Session Count service for the particular web
application service he/she wants to monitor. For example, if operator wants to monitor the
number of active sessions of WebAccess service in OPS mode, he/she can click on the WebApp
Session Count service of the WebAccess service link and turn on the metrics collection of
activeSessions. The following is a way of doing this:

To identify the WebApp Session Count service for DataAccess service in OPS mode, operator
can filter by the name of WebAccess service on the service listing page. See screen shot below:
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Figure 4.2.2.4.2-25. Identify WebApp Session Count Service for OPS WebAccess
Service

Click on the link of the WebAccess service to enter the monitor page of the service, see screen
shot below:
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Services > Apache Tomcat 6.0 WebApp Session Count > f4eil01.hitc.com Apache Tomcat 6.0 localhost /WebAccess WebApp Session Count

Deseription: Owner: HQ Administrator (hgadmin) - Change...
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Figure 4.2.2.4.2-26. WebApp Session Count Service of OPS WebAccess

Click on the "METRIC DATA" tab to navigate to the metrics page, then click on the "Show All
Metrics" arrow if activeSessions metrics is not listed on the page already. Once the
activeSessions metrics is listed on the page, operator can modify the Collection Interval of the
activeSessions metrics from NONE to a desired value (e.g. 5 minutes) to start the metrics
collection of the activeSessions metrics. See screen shot below:
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Figure 4.2.2.4.2-27. activeSessions Metrics Collections

42243 Data Access Business Process

This section describes the resources that are grouped within the DPL Ingest Business Process.

4.2.2.4.3.1 Data Access Resources
Hosts
e x5eil01

Custom Code
e Web Order Status GUI

File Systems
e Data Pool

Database
e PostgreSQL

Apache / Tomcat Web ServerWu-FTP Server

4.2.2.4.3.2 x5eil01 Host

A Hyperic agent will be installed on the x5eil01 host. The host will be configured to be
monitored via Hyperic's auto-discovery service. Once the host is selected to be monitored there
are a number of metrics that can be captured including availability, load average, CPU usage,
TCP statistics, memory usage, and swap space.

4.2.2-139 609-EED-001, Rev. 03



Recent Alerts:  05:00 PM - Process Up Welcome, HQ SignOwt Screencasts Help

vFabric Hyperic 05,00 P - IngestService Monior_TS3 Up

Analyze | Administration (I

Browse » 5eil01v.edn.ecs.nasa.gov

Description: Red Hat Enterprise Linux 6 Owner: HQ Administrator (hgadmin) - Change
722812937 Defauk Gateway - 172 2

IP Address - 17228

0S Version - 2

Vendor : Red Hat
Primary DNS : 172.28.128.209
RAM : 11912 MB

CPU Speed -4 @ 2.
Architecture - x86_64

Mapl|  Tools Menu =

| Inventory Alert Views
Metric Display Range: 4 Last| 8 ||| Hours L‘ Advanced Settings
RESOURCES ™ TS CITIRN  METRIC DATA Wl
[] Platform Services Health Avail icator Charts | Show Last8 Hours View | Update Default | /[
o ceu & =
— 100.0% — Availability
[0 FileServer Mount % =
— BdF Mi 9 =
[ NetworkServer Interface 8 il s
Linux] - 199, : 2
0 (Limux) LOW: 199.7 MBE AVG: 2465ME  PEAK: 277 6 MB
3 RPC
281 ME
fSeildlvedn.ecs.nasa.gov Linux sshd — =
o G E- -
O Fo CAL | I ———
[] Deployed Servers Health Avail -
[J& Apache Tomeat 7.0 h G I -
[J Apache hatpd @ G
| ;::]f;:’ég" SCE.naae.gov Apacte 8 O 24 Free Memory (+ buffersicache) Tilx
s (Limux) LOW:B0GE AVG: 81 GB PEAK: 81 GB
Seilllv.edn.ecs.nasa gov =
D ChecksumLookupServer_DEVO1 @ == 8.11CB
- - -— e SRS
| f5eil0lv.edn.ecs.nasa.gov » i L P = ‘--"_, e L -— 9 CB
ChecksumLookupServer_DEVI4 & = E — il - - L] .
- - i

Select Resources above & 7 . = 8.06 CB

click buton 1 view metrics. @ - 805 CH

| Problem Metrics ~| r 3

. 4 Load Average S Minutes I 4x

No metrics to display (Linux) LOW: 0.0 AVG: 0.1 PEAK 0.1 m

- = 111
b |-l - !' - I e
i - 1 i :

- apems B B,  W_N., o '- sl - 0
T !,. g Hy - 4

Figure 4.2.2.4.3-1. x5eil01 Host Monitor Page

422.4.3.3 Web Order Status GUI

The URL to the Web Order Status GUI is http://<hostname>:<port>/OrderStatus < MODE>, an
example is http://f4eil01.edn.ecs.nasa.gov:22500/OrderStatus. To monitor the website, Hyperic
provides a HTTP service that can be configured to periodically submit an http request to a
specified URL. Hyperic will read the responses and determine if the website is available or not.
Below are the steps to configure Hyperic to monitor the Web Order Status GUI.

1. Select a platform where you want to define your HTTP service. The agent on this
platform will be in charge of submitting a http request and reading the responses. Mouse
over the 'Resources' tab and select the 'Browse' option. Click on the 'Platforms' link if it
isn't highlighted and select a platform.
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Figure 4.2.2.4.3-2. Select Web Order Status GUI HTTP Service Platform

2. In the platform's detailed page, click on the 'Tools Menu' button and select the 'Add
Platform Service' option.
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Figure 4.2.2.4.3-3. Web Order Status GUI Add New Service
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3. A new service general properties page will be displayed. Fill in the name, description,
and service type. Afterward, click the 'OK' button.

Name: OrderStatus GUI OPS
Description: This service monitors the OrderStatus GUI in the OPS mode.
Service Type: HTTP

) Dashboard Analyze Administi ation
- | [Lanaee | I

New Service

sHame: | o usrstatius GUIOPS Owner: HO Administrator (hgadmin)

Description:

Service Type: | HTTP »

Figure 4.2.2.4.3-4. Web Order Status GUI General Properties

4. You will be taken to the service detail page, but the service has not been configured to
monitor the Web Order Status GUI yet. Click on the 'Configuration Properties' link.
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Figure 4.2.2.4.3-5. Web Order Status GUI Configuration Properties Link

5. In the configuration properties page fill in the following fields (below is an example from
EDF) and click the 'OK' button.

hostname: f4¢eil01.edn.ecs.nasa.gov
port: 22500

*sotimeout: 60

path: /OrderStatus

method: GET
follow: check the box
**proxy: <hostname>:<port>

*This is the amount of time in seconds Hyperic will timeout from the http request.
**If your internal network uses a proxy to get out supply it here.
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Figure 4.2.2.4.3-6. Web Order Status GUI Configuration Properties Page

6. The Web Order Status GUI HTTP service is now configured and you can go ahead and
monitor it, setup alerts, and change the monitoring interval of the metrics it gathers.
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Figure 4.2.2.4.3-7. Web Order Status GUI Monitoring
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4.2.2.4.3.4 DataPool File System
See section 4.2.2.4.2.9, DataPool File System.

4.2.2.43.5 PostgreSQL
See section 4.2.2.3.1, Configuring PostgreSQL.

4.2.2.4.3.6 Apache/ Tomcat Web Server
See section 4.2.2.3.2, Configuring Tomcat.

4.2.2.43.7 WuU-FTP Server

The Wu-FTP COTS Server runs on the x5¢il01 host servicing ftp requests. A custom server,
FtpDataCollector was developed to poll the Wu-FTP log for completed request and the
information captured is stored in the Postgres database. In order to monitor the Wu-FTP Server
a FTP service is configured to periodically ping the server to determine if it is availability, its
response time, and to gather ftp protocol specific metrics. A custom Hyperic plugin was
developed to monitor the FtpDataCollector server and to retrieve the information stored in the
Postgres database for display in the Hyperic GUI.

4.2.2.4.3.7.1 Configure FTP Service

Please refer to the "Configure FTP" section. The section provides step-by-step instructions on
how to configure an ftp service to monitor a host with an ftp server running.

4.2.2.4.3.7.2 FtpDataCollector Server

The EcMsSmFtpDataCollector Server monitoring is done through an xml custom plug-in. There
is one plug-in file per host. The plug-in file name is FtpDataCollector-plugin.xml.

The metrics that will be collected for the FtpDataCollector Server includes the standard Hyperic
metrics (see section 4.2.2.2.13, Standard Plugin Metrics) and custom metrics (see below).

Table 4.2.2.4.3-1. FtpDataCollector Metrics

Custom Metrics

Metric Name Description

Number of Ftp Sessions The total number of ftp sessions for the host.

The total number of ftp transfers over the last five minutes for

Number of Ftp Transfers the host.

The average ftp volume (in MB) throughput per minute over

Ftp Transfer Rate the last five minutes for the host.

The total number of http transfers over the last five minutes for

Number of Http Transfers the host.

The average http volume (in MB) throughput per minute over

Hitp Transfer Rate the last five minutes for the host.
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The FtpDataCollector Server resource will be auto-discovered by Hyperic using the PTQL query
defined in the xml plug-in. The standard metrics will be collected by the SIGAR plug-in and the
custom metrics will be collected through the SQL plug-in by querying the Ingest database.

Up/down alerts are set up for the FtpDataCollector Server based on its availability metrics. The
down alert is used to notify operator of the problem and update the Data Access business process
status and trigger the control action that will automatically start the server; the up alert is used as
a recovery alert for the down alert to mark the down alert as fixed.

Please refer to screen shots in 7.3 Polling Server for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.

4.2.2.4.4 Order Management Business Process

This section describes the resources that are grouped within the Order Manager Business
Process.

4.2.2.4.4.1 Order Management Resources
Hosts
e x5oml01

Custom Code

e Order Manager Server

e EPD Server
e Copy Server
e EWOC

e ECHO REVERB

File Systems
e Data Pool

Database
e PostgreSQL

HSA

4.2.2.4.4.2 Order Manager Host

A Hyperic agent will be installed on each host used by Order Manager. Each host will be
configured to be monitored via Hyperic's auto-discovery service. Once the host is selected to be
monitored there are a number of metrics that can be captured including availability, load average,
CPU usage, TCP statistics, memory usage, and swap space.
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Figure 4.2.2.4.4-1. Order Manager Host Monitor Page

4.2.2.4.4.3 Order Manager Server

The Order Manager Server monitoring is done through an xml custom plug-in. There is one
plug-in file per mode. The plug-in file name is <MODE>-OMS-OrderManager-plugin.xml.

The metrics that will be collected for the Order Manager Server include the standard Hyperic

metrics (see section 4.2.2.2.

13, Standard Plugin Metrics) and custom metrics (see below).

Table 4.2.2.4.4-1. Order Manager Server Metrics (1 of 2)

Custom Metrics

Metric Name

Description

RequestQueueSize

The total number of requests queued in the system.

GranuleQueueSize

The total number of granules queued in the system.
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Table 4.2.2.4.4-1. Order Manager Server Metrics (2 of 2)

Custom Metrics

Metric Name

Description

NumOpenAlerts

The total number of open alerts in the server.

NumOpeninterventions

The total number of open interventions in the server.

NumSuspendedDestinations

The total number of suspended destinations in the server

Throughput (gran/min)

The average number of granules throughput per minute over the
last five minutes.

Throughput (MB/min)

The average volume (in MB) throughput per minute over the last
five minutes.

FtpPushThroughput (gran/min)

The average number of granules throughput per minute over the
last five minutes for ftp push orders.

FtpPushThroughput (MB/min)

The average volume (in MB) throughput per minute over the last
five minutes for ftp push orders.

FtpPullThroughput (gran/min)

The average number of granules throughput per minute over the
last five minutes for ftp pull orders.

FtpPullThroughput (MB/min)

The average volume (in MB) throughput per minute over the last
five minutes for ftp pull orders.

The Order Manager server resource will be auto-discovered by Hyperic using the PTQL query
defined in the xml plug-in. The standard metrics will be collected by the SIGAR plug-in and the

custom metrics will be collected through the SQL plug-in by querying the OMS database.

Up/down alerts are set up for the Order Manager server based on its availability metrics. The
down alert is used to notify operator of the problem and update the Order Manager business
process status and trigger the control action that will automatically start the server; the up alert is

used as a recovery alert for the down alert to mark the down alert as fixed.

Please refer to screen shots in 7.3 Polling Server for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control

action, script names and alert names are changed accordingly.

422.4.44 OM Destination

Om Destination monitoring is done using the built-in Hyperic group and service metrics
monitoring capability through a custom xml plug-in.

We collect the following metrics for each destination:

e Throughput (granules/minutes over the previous five minutes)

e Throughput (MB/minutes over the previous five minutes)

All destinations in a mode are displayed as a group called "<MODE> DESTINATIONS". The
<MODE> DESTINATIONS group can be added to the "Favorite Resources" portlet on the
Dashboard for easy access. See screen shot below:
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Figure 4.2.2.4.4-2. Destination Dashboard

Click on the OPS_DESTINATIONS will bring up the providers details page which lists the list
of defined destinations in the OPS mode and the combined statistic metrics of all the
destinations. See screen shot below:
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Figure 4.2.2.4.4-3. Data Provider Group Monitor Page

To see the metrics of an individual destination, click on the destination name in the "Resources"
window on the left. See below for a screen shot of the destination detail page.

Below are the four major steps to set up the OM Destination for monitoring:

1. Define the destination resource through a custom plugin. The destination resource is
defined as a platform service type on the OML box. The plugin xml is named
<MODE>-OMS-Destination -plugin.xml. It defines the metrics that pertain to the
resource type of destination. Please refer to the general instruction on how to deploy a
plugin in Hyperic.

2. Define the OPS DESTINATIONS compatible (not mixed) group. The group type
should be destination OPS. Please refer to the general instruction on how to define a
compatible group in Hyperic.

3. Configure individual destinations through Hyperic GUI. See section below for details.
Add the configured individual destination to the OPS DESTINATIONS group.
Please refer to the general instruction on how to add a resource to a group.
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Below is a detailed description on how to configure an individual destination using the Hyperic
GUL

Click on the "Resource" tab at the top of the page. Select "Browse" in the drop-down menu.
Click on "Platforms" tab to list all the platforms defined in the system. Click on the platform
where OMS servers are installed (i.e. x5oml01 box) to bring up the platform detail page. See the
screen shot below for an example:
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Figure 4.2.2.4.4-5. Host Resource Page

On the platform detail page, click on the "Tools Menu" drop down that is located on the upper
left corner of the page, then click on "New Platform Service" in the drop down menu. See Screen

shot below:
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Figure 4.2.2.4.4-6. Add New Platform Service

This brings up the new platform service configuration page. On this page, fill in the name of the
destination and description, on the Service Type drop down menu, select "Destination OPS".

See screen shot below:
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Figure 4.2.2.4.4-7. Configure Individual Destination

Then click "OK". The service detail page will pop up as a result. See below:
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Figure 4.2.2.4.4-8. Individual Destination Inventory Page

Click on the link to configure its configuration properties. On the popped up page, the script
input text box should be prepopulated and does not need to be modified. In the destinationName
input text box, type in the name of the destination. Note: the destination name typed in has to
exactly match the DestinationName field defined in the OmConfigDestination table in OMS
database. See the screen shot below:
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Figure 4.2.2.4.4-9. Individual Destination Configuration Page

Click on "OK" to accept the configuration. The screen will go back to the service detail
page. That is the end of configuring an individual destination.

Once the destination is configured, the Hyperic server will be able to collect the defined metrics
by executing the script (defined in the plugin xml file) periodically which invokes a Perl script to
retrieve the requested statistic information from the Ingest database. The Perl script invokes a
stored proc named SmGetDestinationMetrics.sp which takes the destination name as input and
outputs the metrics information for that destination.

422445 EPD Server

The EPD Server monitoring is done through an xml custom plug-in. There is one plug-in file per
mode. The plug-in file name is <MODE>-OMS-EPDServer-plugin.xml. The EPD Server
resource will be auto-discovered by Hyperic using the PTQL query defined in the xml plug-in.
The standard metrics will be collected by the SIGAR plug-in.

Up/down alerts are set up for the EPD Server based on its availability metrics. The down alert is
used to notify operator of the problem and update the Order Management business process status
and trigger the control action that will automatically start the server; the up alert is used as a
recovery alert for the down alert to mark the down alert as fixed.

Please refer to the Polling Server, section 4.2.2.4.2.3 for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.
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Figure 4.2.2.4.4-10. EPDServer Configuration View
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Figure 4.2.2.4.4-11. EPDServer Monitoring

422446 Copy Server

The Order Manager Copy Server monitoring is done through an xml custom plug-in. There is
one plug-in file per mode. The plug-in file name is <MODE>-OMS-CopyServer-plugin.xml. The
plugin defines the server type and an operator will need to configure Hyperic to monitor the
Copy Server. Below are the steps to configure Hyperic to monitor this resource.

1. Select the platform where the Copy Server runs on. The agent on this platform will be
in charge of gathering metrics for this resource. Mouse over the 'Resources' tab and
select the 'Browse' option. Click on the 'Platforms' link if it isn't highlighted and select
a platform.
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Figure 4.2.2.4.4-12. Copy Server Select Platform

2. In the platform's detailed page, click on the 'Tools Menu' button and select the 'New
Server' option.
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Figure 4.2.2.4.4-13. Copy Server Add New Server

3. A new server general properties page will be displayed. Fill in the name, description,
server type, and install path. Afterward, click the 'OK' button.
Name: OmCopyServer OPS
Description: This service monitors the OmCopyServer in the OPS mode.
Server Type: OmCopyServer OPS
Install Path: /usr/ecs/OPS/CUSTOM/bin/OMS/EcOmSrCopyServer.pl
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Figure 4.2.2.4.4-14. Copy Server General Properties

4. You will be taken to the server detail page, but the server has not been configured to
monitor the Copy Server yet. Click on the 'Configuration Properties' link.

20 PN I‘I‘fk DEVS U)
vFabric Hyperic gl
Analyze | Administration

Browse s 5elll1v.edn.ecs.nasa.gov » OmCopyServer_OPS

Description: OmCopyServer_OPS Owner: HQ A tor (hedmin) - Change.

MapE|  Tools Menu &

foMonitor. s Alert Control Views

 Server OmCopyServer_OPS has been created,
& Thi husnnl been Please set its C Propeties

Date Created: 0/17/2014 0242 PM
Date Modified: 09/17/2014 0342 PM
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Resource Type: OmCopyServer_OPS
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ADD To LIST. Tomk 0 hems Per Page: | 15 <]
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serveriog_track ks serverconfia_trackenable false
serverconfia_track fikes
Avio-Discovery for services is OFF
Control
program prefix
timeout

Figure 4.2.2.4.4-15. Copy Server Configuration Properties Link

5. In the configuration properties page, leave all the properties as it is and verify that the
control program is pointing to /tools/common/hyperic/utilities/<MODE>-
EcMsSmBaseControl (where MODE is fill in) and click the 'OK' button.
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Configuration Properties

Shared
& = * program
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OMS Copy Server OPS mode this resource —————
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server.log_track files ,—| server.config_track.enable
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serverconfiotrackfles [}, icrie csioPSICUSTOMIclg/l
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Control

* Program | s /e cs/OPSICUSTOM/bin/ | prefix
Full path 1o OMCopyServer_OPS control prog ram b Prefix argument 1 control program -
* timeout 30 |
Timeout of control operations (in seconds)

Figure 4.2.2.4.4-16. Copy Server Configuration Properties

6. The Copy Server is now configured and you can go ahead and monitor it, setup alerts,
and change the monitoring interval of the metrics it gathers.
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Figure 4.2.2.4.4-17. Copy Server Monitoring

The metrics that will be collected for the Copy Server include the standard Hyperic metrics (see
section 4.2.2.2.13: Standard Plugin Metrics) and custom metrics (see below).

Table 4.2.2.4.4-2. Copy Server Metrics
Custom Metrics

Metric Name Description

Number of Processes The number of Copy Server instances running.

Up/down alerts are set up for the Copy Server based on its availability metrics. The down alert is
used to notify operator of the problem and update the Order Management business process status
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and trigger the control action that will automatically start the server; the up alert is used as a
recovery alert for the down alert to mark the down alert as fixed.

Please refer to the Polling Server, section 4.2.2.4.2.3 for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.

422447 EWOC

The URL to the EWOC Apache Axis homepage is http://<hostname>:<port number>/EWOC/.
EWOC provides two services, OrderStatusUpdate and OrderFullfillment. The example below
will show you how to configure HTTP services via Hyperic to monitor the EWOC
OrderStatusUpdatePort and OrderFullfillmentPort wsdl.

Note: WSDL is an xml-based language which describes a web service.

1. Select a platform where you want to define your HTTP service. The agent on this
platform will be in charge of submitting an http request and reading the responses.
Mouse over the 'Resources' tab and select the 'Browse' option. Click on the 'Platforms'

link if it isn't highlighted and select a platform.

. " ece 5: 0350 PM - Sendmail B x
vFabric Hyperic T e

Dashboard Analyze | Administration

Platforms » All Platforms
Tools Menu &
Search: | Keywords | [mipattorm ypes  +f| [ AN Groups =l| Clunavaitabie [Jowned byng mach: Clany ®an 3

m] Availability
Wl ] :

ComR
Cong
CoomR
Cong
ComR

I

Lin
Liny
Lini
[
Lin
Lini

Linux Red Hat Enterprise Linux

otk 6 Bems Per Page: | 15 ~|

Figure 4.2.2.4.4-18. Select EWOC HTTP Service Platform

2. In the platform's detailed page, click on the 'Tools Menu' button and select the 'Add
Platform Service' option.
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Figure 4.2.2.4.4-19. EWOC Add New Service

3. A new service general properties page will be displayed. Fill in the name, description,
and service type. Afterward, click the 'OK' button.

Name: Monitor EWOC_OrderStatusUpdatePort OPS
Description: This service monitors EWOC OrderStatusUpdatePort wsdl.
Service Type: HTTP
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Figure 4.2.2.4.4-20. EWOC OrderStatusUpdatePort General Properties

4. You will be taken to the service detail page, but the service has not been configured
to monitor the EWOC OrderStatusUpdatePort wsdl yet. Click on the 'Configuration
Properties' link.
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Recent Alerts.

vFabric Hyperic
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Figure 4.2.2.4.4-21. EWOC OrderStatusUpdatePort Configuration Properties Link

5. In the configuration properties page fill in the hostname, port, path, and method
fields. When finish click the 'OK' button. Here's an example configuration of the
EWOC OrderStatusUpdatePort wsdl in the EDF.

hostname: f5eil01v.edn.ecs.nasa.gov

port: 22500

sotimeout: 10

path: /EWOC/services/OrderStatusUpdatePort?wsdl
method: GET
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Figure 4.2.2.4.4-22. EWOC OrderStatusUpdatePort Configuration Properties Page

6. The EWOC OrderStatusUpdatePort HTTP service is now configured and you can go
ahead and monitor it, setup alerts, and change the monitoring interval of the metrics it
gathers.
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Figure 4.2.2.4.4-23. EWOC OrderStatusUpdatePort Monitoring

7. Perform steps 1 — 6 to configure Hyperic to monitor the OrderFullfillmentPort wsdl.
The image below shows an example of the configuration in EDF.
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ssl false hostname 15eil01v edn ecs nasa gov
port 22500 sotimeowt 10
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proxy
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Figure 4.2.2.4.4-24. EWOC OrderFulfillmentPort Configuration Properties Page

422448 ECHO REVERB
See section 4.2.2.5, ECHO REVERB.

4.2.2.4.4.9 DataPool File System
See section 4.2.2.4.2.9, DataPool File System.

4.2.2.4.4.10 PostgreSQL
See section 4.2.2.3.1, Configuring PostgreSQL.

42.2.4.4.11 HSA

A Hyperic agent will not be installed on the HSA host, thus it is not possible to directly monitor
the HSA service. Instead, Hyperic will be configured to ping the HSA host to ensure it is
available. The following steps describe how to configure Hyperic to monitor the HSA host using
the InetAddress Ping service.

1. Select a platform where you want to define your InetAddress Ping service. The agent
on this platform will ping the HSA host periodically. Mouse over the 'Resources' tab
and select the 'Browse' option. Click on the 'Platforms' link if it isn't highlighted and
select a platform.
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Figure 4.2.2.4.4-25. Select HSA InetAddress Service Platform

2. In the platform's detailed page, click on the 'Tools Menu' button and select the 'Add
Platform Service' option.
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Figure 4.2.2.4.4-26. HSA Add New Service

3. A new service general properties page will be displayed. Fill in the name, description,
and service type. Afterward, click the 'OK' button.
Name: Monitor HSA Host
Description: This service monitors the HSA host.
Service Type: InetAddress Ping
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Figure 4.2.2.4.4-27. HSA General Properties

4. You will be taken to the service detail page, but the service has not been configured
to ping the HSA host. Click on the 'Configuration Properties' link.
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vFabric Hyperic PM - QuickServer_ DEVOS Up
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Figure 4.2.2.4.4-28. HSA Configuration Properties Link

5. In the configuration properties page fill in the hostname field. When finish click the
'OK' button.
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Figure 4.2.2.4.4-29. HSA Configuration Properties Page

The HSA Host InetAddress Ping service is now configured and you can go ahead and monitor it,
setup alerts, and change the monitoring interval of the metrics it gathers.

4.2.2.5 ECHO Resources

This section describes how to configure Hyperic to monitor the ECHO website, REVERB,
ECHO API, and the ECHO FTP site.

4.2.25.1 ECHO Website

The URL to the ECHO website is http://www.echo.nasa.gov. To monitor a website, Hyperic
provides a HTTP service that can be configured to periodically submit an http request to a
specified URL. Hyperic will read the responses and determine if the website is available or not.
Below are the steps to configure Hyperic to monitor the ECHO website.

1. Select a platform where you want to define your HTTP service. The agent on this
platform will be in charge of submitting a http request and reading the responses.
Mouse over the 'Resources' tab and select the 'Browse' option. Click on the 'Platforms'
link if it isn't highlighted and select a platform.
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Figure 4.2.2.5.1-1. Select ECHO HTTP Service Platform
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2. In the platform's detailed page, click on the 'Tools Menu' button and select the 'Add
Platform Service' option.
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Figure 4.2.2.5.1-2. ECHO Website Add New Service

3. A new service general properties page will be displayed. Fill in the name, description,
and service type. Afterward, click the 'OK' button.
Name: ECHO Website
Description: This service monitors the ECHO website.
Service Type: HTTP
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Recent Alens:  05:50 PM - ChecksumServer_DEV0S Up Welcome, HQ SignOut Screencasts |

vFabric Hyperic 05:50 PM - InPollingService_DEVD1 Up

Analyze | Administration 8|

New Service

General Properties
* Name: ECHO Website Owner: HQ Administraior (hgadmin)

Description: | his will monitor the ECHO website

Type & Host Properties

Service Type: | HTTP ~

Figure 4.2.2.5.1-3. ECHO Website General Properties

4. You will be taken to the service detail page, but the service has not been configured
to monitor the ECHO website yet. Click on the 'Configuration Properties' link.

Recent Alerts:  05:50 PM - ChecksumServer_DEV06 Up Welcome, HQ SignOut Screencasts

VFabr[C Hyperlc 05:50 PM - InPollingService_DEV01 Up

Analyze | Administration

Browse » fSeil01lv.edn.ecs.nasa.gov > ECHO Website
Description: This will monitor the ECHO we Owner: HQ Administrator (hgadmin) - Change

MapE| Tools Menu EIJ

Monitor |k 11t s Alert | Views
‘ A -—1

|
¥ Service ECHO Website has been created.
& This resource has not been configured. Please set its Configuration Properties.
‘General Properties
Host Platform: fSeildlvednecs nasa gov

Description: This will monitor the ECHO website Date Created: 09/17/2014 05:54 PM
Date Modified: 0917/2014 05:54 PM
Resource Type: HTTP Modified By: HQ Administrator (hagadmin)

[[] Group & Description
ADD TO LIST... Totl: 0 hems Per Page: I—M"El
ssl false hostname
port sotimeout
path user
pass “rree realm
method hostheader
follow false pattern
proxy
Monitoring
service. log_trackenable false service log_track level
service log_track.include service log_track exclude
Control

{This resource does not have any control Configuranon Properves.

EDIT...

Figure 4.2.2.5.1-4. ECHO Website Configuration Properties Link
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5. In the configuration properties page fill in the following and click the 'OK' button.

hostname: www.echo.nasa.gov

port: 80

*sotimeout: 10

path: /

method: GET

**proxy: <hostname>:<port>

*This is the amount of time in seconds Hyperic will timeout from the http request.
**If your internal network uses a proxy to get out supply it here.

nPollingSe rvice_DEVD6 Up

vFabric Hyperic T tsiss nNotificationService_OPS Up

Analyze | Administration

ECHO Website

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
ssl * hostname | P
Pl | Hestname | ¥V echo.nasa gov ]
« port 9 * sotimeout
Pon | 0 Sockat Timeou! (in seconds) |1Cl—|
* path -f— user
Pah L° 0000 Username |—,
pass | realm |
Password | Realm L |
* method [7 hostheader
Request Method 1= et Host Header
follow O pamern |
Follow Redirects Response Math (subsiring or regex)
proxy
Proy C
Monitoring
service.log_track.enable service log_track level 1l
Enable Log Tracking D Track event log level I@
service log_trackinclude | service.log_track.exclude ’—|
LogPaternMach | | Log Patiern Exclude |—_

Figure 4.2.2.5.1-5. ECHO Website Configuration Properties Page

6. The ECHO Website HTTP service is now configured and you can go ahead and
monitor it, setup alerts, and change the monitoring interval of the metrics it gathers.
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Figure 4.2.2.5.1-6. ECHO Website Monitoring

42252 ECHO REVERB

The URL to the ECHO REVERB is http://reverb.echo.nasa.gov. To monitor a website, Hyperic
provides a HTTP service that can be configured to periodically submit an http request to a
specified URL. Hyperic will read the responses and determine if the website is available or not.
Below are the steps to configure Hyperic to monitor ECHO REVERB.

1. Select a platform where you want to define your HTTP service. The agent on this
platform will be in charge of submitting an http request and reading the responses.
Mouse over the 'Resources' tab and select the 'Browse' option. Click on the 'Platforms'
link if it isn't highlighted and select a platform.
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Figure 4.2.2.5.2-1. Select ECHO REVERB Service Platform

2. In the platform's detailed page, click on the 'Tools Menu' button and select the 'Add
Platform Service' option.
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Figure 4.2.2.5.2-2. ECHO REVERB Add New Service
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3. A new service general properties page will be displayed. Fill in the name, description,
and service type. Afterward, click the 'OK' button.
Name: ECHO REVERB

Description: This service monitors ECHO REVERB.
Service Type: HTTP

Recent Alerts:  06:15 PM - ChecksumServer_DEV06 Up

y . Welcome, HQ SignOut Screencasts
vFabrIC HyDQrIC 06:15 PM - InPollingSe rvice_DEVD1 Up

Analyzs | Adminisiration O

New Service

General Properties
* Name: ‘ ECHO Reverb ‘ Owner: HQ Administrator (hqadmin)

Description: [This will monitor ECHO Reyerh availability |

Type & Host Properties

Service Type: {Hrrp ;J

[0 [ femt [ Concel

Figure 4.2.2.5.2-3. ECHO REVERB General Properties

4. You will be taken to the service detail page, but the service has not been configured
to monitor ECHO REVERB yet. Click on the 'Configuration Properties' link.
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Recent Alerts: 06 - ChecksumServer_DEV06 Up

VFa briC Hyperic 25 PM - InProcessingService_DEV02 Up

Analyze | Administration

Browse » f5eil01v.edn.ecs.nasa.gov » ECHO Reverb
Description: This will monitor ECHO Reverb Owner: HQ Administrator (hgadmin) - Change...

Map=E| Tools Menu =|

i Monitor |, Lo Alert | Views

v Service ECHO Reverb has been created.
& This resource has not been configured. Please set its Configuration Properties.

| Host Platform: f5eil0lv.edn.ecs.nasa.gov
Description: This will monitor ECHO Reverb availability Date Created: 09/17/2014 06:25 PM
Date Modified: 09/17/2014 06:25 PM
Resource Type: HTTP Modified By: HQ Administrator (hgadmin)
EDIT...
5|:| Group & Description
ADD TO LIST... Total: 0 lems Per Page: | 15 x|
cbnﬁgui-;\ﬁu'n' Properties
Shared
| ssl false hostname
port sotimeout
path user
pasg realm
method hostheader
follow false pattern
| proxy
| Monitoring
service log_trackenable false service.log_track.level
service.log_track.inciude service.log_track.exclude
Control
|This resource does not have any control Configuration Properties
| EDIT...

Figure 4.2.2.5.2-4. ECHO REVERB Configuration Properties Link

5. In the configuration properties page fill in the following and click the 'OK' button.

ssl: check the checkbox

hostname: reverb.echo.nasa.gov

port: 80

*sotimeout: 10

path: /

method: GET

follow: check the checkbox

**proxy: <hostname>:<port>

*This is the amount of time in seconds Hyperic will timeout from the http request.
**If your internal network uses a proxy to get out supply it here.
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Recent Alerts PM - ChecksumServer_DEV06 Up Welcome, HQ

VFabriC Hyperic PM - InProcessingService_DEVOZ Up

Analyze | Administration

ECHO Reverb

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
ssl » ™
Use SSL O Hostname | revertiachonesa gov |
wport [ * soil
Pan 80 | Sec ket Timeou! (in seconds) |10
* path ",—' user ’%‘
Path | Username |
pass [ 1] realm [ il
Password | Realm
* method | hostheader
Request Methad l GET ;J Host Header
follow 0 pattern 1
Follow Redirects Response Makh (substring or regex) L _I
proxy
Prooy C
Monitoring
service.log_trackenable service log_track level I:
Enable Log Tracking D Track event log level Ervor :I

service log_trackinclude ] service.log_track.exclude |—|
Log Patern Math | | Log Pamern Exclude | |

Figure 4.2.2.5.2-5. ECHO REVERB Configuration Properties Page

6. The ECHO REVERB HTTP service is now configured and you can go ahead and
monitor it, setup alerts, and change the monitoring interval of the metrics it gathers.
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Figure 4.2.2.5.2-6. ECHO REVERB Monitoring

42253 ECHO API

The URL to the ECHO API is http://api.echo.nasa.gov/echo/apis.html. To monitor the API site,
Hyperic provides a HTTP service that can be configured to periodically submit an http request to
a specified URL. Hyperic will read the responses and determine if the site is available or not.
Below are the steps to configure Hyperic to monitor the ECHO API.

1. Select a platform where you want to define your HTTP service. The agent on this
platform will be in charge of submitting an http request and reading the responses.
Mouse over the 'Resources' tab and select the 'Browse' option. Click on the 'Platforms'
link if it isn't highlighted and select a platform.
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Figure 4.2.2.5.3-1. Select Service Platform

2. In the platform's detailed page, click on the 'Tools Menu' button and select the 'Add
Platform Service' option.
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Figure 4.2.2.5.3-2. Add New Service to Platform
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3. A new service general properties page will be displayed. Fill in the name, description,
and service type. Afterward, click the 'OK' button.
Name: ECHO API

Description: This service monitors ECHO API.
Service Type: HTTP

Recent Alerts:  06:40 PM - InProcessingService_TS3 Up

- - Welcome, HQ SignOwmt Screencasts Help
vFabric HYDEFIC 06:40 PM - InProcessingService_OPS Up

Anaiyze | Administration |

New Service

General Properties

= Name: [EcHo AP Owner: HQ Administrator (haadmin)

Description:

This service monitors the ECHO API
availability

Type & Host Properties

Service Type: [ HTTP -

[ Resee | cancer |
Figure 4.2.2.5.3-3. ECHO API General Properties

4. You will be taken to the service detail page, but the service has not been configured
to monitor the ECHO API yet. Click on the 'Configuration Properties' link.
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Recent Alerts:  06:40 PM - InProcessingService_TS3 Up

vFabrEC HyperiC 06 A - InProcessingService_OPS Up

Analyze | Administration

Browse » f5eil0lv.edn.ecs.nasa.gov » ECHO API

Description: This service monitors the ECHO Owner: HQ Administrator (hgadmin) - Change...
MapE| Tools Menu &
| Monitor e .—1| Alert Views

+ Service ECHO API has been created.
& This resource has not been configured. Please set its Configuration Properties.

General Properties

Host Platform: fSeildlv.edn ecs.nasa.gov

Description: This service monitors the ECHO API availability Date Created: 09/17/2014 06:42 PM
Date Modified: 09/17/2014 06:42 PM
Resource Type: HTTP Modified By: HQ Administrator (haadmin)

EDIT...

Groups containing this resource
[ Group & Description

ADD TO LIST.. Total: 0 kems Per Page: | 15 ~|
Shared
ssl false hostname
port sotimeout
path user
pass it realm
method hostheader
follow false pattern
proxy
Monitoring
service log_trackenable false service.log_track level
service.log_track.include service.log_track.exclude
Control

This resource does not have any control Configurabon Properties.

EDIT...

Figure 4.2.2.5.3-4. ECHO API Configuration Properties Link

5. In the configuration properties page fill in the following and click the 'OK' button.

hostname: api.echo.nasa.gov

port: 80

*sotimeout: 60

path: /echo/apis.html

method: GET

**proxy: <hostname>:<port>

*This is the amount of time in seconds Hyperic will timeout from the http request.
**If your internal network uses a proxy to get out supply it here.
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Recent Alerts:  06:40 PM - InProcessingService_TS3 Up Welcome, HQ

VFabr|C Hypenc B e Sign Owt  Screencasts Help

Analyze [ Administration . |

ECHO API

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared

ssl “hostname

vee st [ Hosname (BPLEchONASADY |

* port |'so | * sotimeout r—-l
e socket Timeout (in seconds) |

* path user [ 1
‘mamn | /ECh0/apis him! | Usarname ‘—!

pass | realm |
Password Realm |
* method hostheader
Request Method GET L, Hes Heacler ‘ !
follow D pattern |
Follow Redirecs Response Maxh (substring or regex) |_ |

proxy ,—I
Praxy C

Monitoring
service log_track.enable service log_track.level :I‘
Enable Log Tracking D Track event log level Error —I

service log_track.include 7| service.log_trac k.exclude [
Log Patiern Mach Log Panern Exclude |

ok [ Rewt I concel |

Figure 4.2.2.5.3-5. ECHO API Configuration Properties Page

6. The ECHO API HTTP service is now configured and you can go ahead and monitor
it, setup alerts, and change the monitoring interval of the metrics it gathers.
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Figure 4.2.2.5.3-6. ECHO API Monitoring

4.2.2.6 Other Custom Resources

This section describes configure and/or monitor EED custom resources via Hyperic that are not
covered in the previous section.

4.2.2.6.1 BMGT Monitor Server

The BMGT Monitor Server monitoring is done through an xml custom plug-in. There is one
plug-in file per mode. The plug-in file name is <MODE>-BMGT-Monitor-plugin.xml. The

BMGT Monitor Server resource will be auto-discovered by Hyperic using the PTQL query
defined in the xml plug-in.

The metrics that will be collected for the BMGT Monitor Server include the standard Hyperic
metrics (see section 4.2.2.2.13, Standard Plugin Metrics).
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Up/down alerts are set up for the BMGT Monitor Server based on its availability metrics. The
down alert is used to notify operator of the problem and trigger the control action that will
automatically start the server; the up alert is used as a recovery alert for the down alert to mark
the down alert as fixed.

Please refer to the Polling Server, section 4.2.2.4.2.3 for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.
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Figure 4.2.2.6.1-1. BMGT Monitor Server Configuration View
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Figure 4.2.2.6.1-2. BMGT Monitor Server Monitoring

42.2.6.2 BMGT Auto Server

The BMGT Auto Server monitoring is done through an xml custom plug-in. There is one plug-in
file per mode. The plug-in file name is <MODE>-BMGT-Auto-plugin.xml. The BMGT Auto
Server resource will be auto-discovered by Hyperic using the PTQL query defined in the xml
plug-in. The standard metrics will be collected by the SIGAR plug-in.

Up/down alerts are set up for the BMGT Auto Server based on its availability metrics. The down
alert is used to notify operator of the problem and trigger the control action that will
automatically start the server; the up alert is used as a recovery alert for the down alert to mark
the down alert as fixed.

Please refer to the Polling Server, section 4.2.2.4.2.3 for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.
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Figure 4.2.2.6.2-1. BMGT Auto Server Configuration View
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Figure 4.2.2.6.2-2. BMGT Auto Server Monitoring

4.2.2.6.3 BMGT Dispatcher Server

The BMGT Dispatcher Server monitoring is done through an xml custom plug-in. There is one
plug-in file per mode. The plug-in file name is <MODE>-BMGT-Dispatcher-plugin.xml. The
BMGT Dispatcher Server resource will be auto-discovered by Hyperic using the PTQL query
defined in the xml plug-in. The standard metrics will be collected by the SIGAR plug-in as well
as custom metrics shown below.
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Table 4.2.2.6.3-1. BMGT Dispatcher Server Custom Metrics

Metric Name Description
CorrQueueStatus Status of the Correction Queue
CorrQueueSize Size of the Correction Queue
CorrQueueNumWarnings Number of warnings in the Correction Queue
CorrQueueNumErrors Number of errors in the Correction Queue
EventQueueStatus Status of the Event Queue
EventQueueSize Size of the Event Queue
EventQueueNumWarnings Number of warnings in the Event Queue
EventQueueNumErrors Number of errors in the Event Queue
IncrQueueStatus Status of the Incremental Queue
IncrQueuesSize Size of the Incremental Queue
IncrQueueNumWarnings Number of warnings in the Incremental Queue
IncrQueueNumErrors Number of errors in the Incremental Queue
ManQueueStatus Status of the Manual Queue
ManQueueSize Size of the Manual Queue
ManQueueNumWarnings Number of warnings in the Manual Queue
ManQueueNumErrors Number of errors in the Manual Queue
NewQueueStatus Status of the New Queue
NewQueueSize Size of the New Queue
NewQueueNumWarnings Number of warnings in the New Queue
NewQueueNumErrors Number of errors in the New Queue
VerQueueStatus Status of the Verification Queue
VerQueueSize Size of the Verification Queue
VerQueueNumWarnings Number of warnings in the Verification Queue
VerQueueNumErrors Number of errors on the Verification Queue

Up/down alerts are set up for the BMGT Dispatcher Server based on its availability metrics. The
down alert is used to notify operator of the problem and trigger the control action that will
automatically start the server; the up alert is used as a recovery alert for the down alert to mark
the down alert as fixed.

Please refer to the Polling Server, section 4.2.2.4.2.3 for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.
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Figure 4.2.2.6.3-1. BMGT Dispatcher Server Configuration View
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Figure 4.2.2.6.3-2. BMGT Dispatcher Server Monitoring

42.2.6.4 Custom Code Utilities

Custom utilities are monitored through a custom service xml plug-in. See the attached appendix

for the custom utilities xml plug-in file of OPS mode.
We collect the following metrics for each custom utility:
e Numlnstances
e Cpu Usage
e Memory Size
e Resident Memory Size
e LongestRunningPid

e LongestRunningTime

The custom utility plug-in is defined as a service within hyperic. Operator should add the custom
utility plug-in to the host platform where the utility is installed, i.e. where it would run. This is
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done by clicking the "New Platform Service" menu under the

"Tools Menu" of the platform

detail page. See screen shot below:

vFabric Hyperic

Recent Alents:  (6:55 PM - InProce ssingService_DEV0S Up

W - QuickServer_DEVS Up

Welcome, HQ

Sign Out Scree|

Browse » 15dpl0lv.edn.ecs.nasa.gov
Return to fSdplivedn.ecs.nasa gov

Description: Red Hat Enterprise Linux 6
Secondary DNS - 172.28129.37

Vendor Version : Enterprise Linux 6
CPU Speed : 4 @ 2200 MHz (1x4)
Architecture . x86_64

MapE| Tools Menu &

Configure Platform &
Clone Platform [

Analyze | Administration

Owner: HQ Administrator (hgadmin) - Change...
Defaulk Gateway : 172.28129.1

IP Address : 172.28.12923

OS Version : 2.6.32-358 2.1 el6.x86_64

Vendor : Red Hat
Primary DNS | 172 28.128.209
RAM : 15952 MB

% pelete Platform @ t Views
New Server [
et Ty [ g - e
Enable All Alerts On This Agent [
Ri Disable All Alerts On This Agent B [COTTSTTTIRN  METRIC DATA W
Add to Dashboard Favorites [ - — -
[] Piattc Subcen B | Indicator Charts | Show Last8 Hours View: [ Update Detauit - (|3
= cpi Schedul ntime = =
g . 100.0% — Availability
3 FileServer Mount @ G = =1
7 | —
DJ NetworkServer Interface e G ey i Jl %
0 (Linux) LOW; 179.7 MB AVG: 467.0MB  PEAK: 1.6 GB
3 RPC i
> — 7 MB
[J Run Move Collection on fSdpidlv @ G ;
- |
f5dpi0lvedn ecs.nasa.gov Linux » - -
O sshd Process L

[[] Deployed Servers Health Avail

[J= Apache hupd [
fSdpi0lvedn ecs.nasa.gov s

O ActionDriver_DEV01 @

O F5dpi0lvedn ecs.nasa.gov )
ActionDriver_DEVO2 -
15dp0lvedn.ecs.nasa gov

O ActionDriver_DEV04 b
fSdpi0lvedn.ecs.nasa.gov ®

D ActionDriver NEVIS

Select Resources above &
click bumon 1 view metrics

Problem Metrics = |

No metrics to display

[vew s B3

MB
105 MB

rix

PEAK: 2.8 GB

&4 Free Memory (+ buffersicache)

(Linux) LOW 15GE AVG 17GB

9 GB

= e grerreemt s

- e 4 GB

o4 Load Average S Minutes

(Linux)
I -

0917/2014 11:00 AM

LOW: 0.2 AVG: 0.8

- I., - I-
et et maaal te  teteeaee y

PEAK: 9.2

= -
l . L
e ————

oo e o

-

09/17/2014 06:52 PM

0911712014 07:00 PM  hyperic

About Hyperic Version 500 Copyright © 2004-2012 VMware, Inc. www . hyperic.com

Figure 4.2.2.6.4-1. Add a New Platform Service

On the new platform service configuration page, select the custom utility service for the mode
and type in the name and description, then click "OK" to create the platform service. See screen

shot below:
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Figure 4.2.2.6.4-2. Create cleanup granules utility monitor service

Click the highlighted "Configuration Properties" link on the ensuing page (See screen shot
below) to finish the configuration of the custom utility.
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Figure 4.2.2.6.4-3. Link to Configuration Properties

On the Configuration Properties page, type in the defined utility name into the UtilityName input
box, e.g. "CLEANUP GRANULES" for the Cleanup Granules utility. Then click "OK". See
screen shot below:
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Figure 4.2.2.6.4-4. Configuration Properties Page for Cleanup Granules Utility

Below is the list of defined custom utility names:

"GRANULE DELETE" Granule delete utility

"QA_UPDATE" QA update utility

"RESTORE OLA" Restore OnlineArchive from tape utility
"RESTORE TAPE" Restore tape from OnlineArchive utility
"MOVE COLLECTION" Move collection utility

"DPCV" DataPool checksum verification utility
"ACVU" Archive checksum verification utility
"CLEANUP_GRANULES" Cleanup granules utility
"CLEANUP_FILES" Cleanup files utility

"INVENTORY_ VALIDATION" Inventory validation utility

Wait for a few minutes, the metrics info will show up on the custom utility monitor page. See
screen shot below:
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Figure 4.2.2.6.4-5. Cleanup Granules Utility Metrics

The integral part of the LongestRunningPid metric is the PID of the longest running instance of
the utility. The maximum value is collected when there are multiple instances of the utility
running. When there is no instance running, the metrics are set to 0. In operation environment,
there should be at most one instance running for all utilities except DPCV.

42.2.6.5 Email GW Server

The Email GW Server monitoring is done through an xml custom plug-in. There is one plug-in
file per mode. The plug-in file name is <MODE>-DPL- EcDIInEmailGWServer-plugin.xml. The
Email GW Server resource will be auto-discovered by Hyperic using the PTQL query defined in
the xml plug-in. The standard metrics will be collected by the SIGAR plug-in.

Up/down alerts are set up for the Email GW Server based on its availability metrics. The down
alert is used to notify operator of the problem and trigger the control action that will
automatically start the server; the up alert is used as a recovery alert for the down alert to mark
the down alert as fixed.

Please refer to the Polling Server, section 4.2.2.4.2.3 for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.
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Figure 4.2.2.6.5-1. Email GW Server Configuration View
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Figure 4.2.2.6.5-2. Email GW Server Monitoring

4.2.2.6.6 Action Driver Server

The Action Driver Server monitoring is done through an xml custom plug-in. There is one plug-
in file per mode. The plug-in file name is <MODE>-DPL-ActionDriver-plugin.xml.

The metrics that will be collected for the Action Driver Server includes the standard Hyperic
metrics (See section 4.2.2.2.13, Standard Plugin Metrics) and custom metrics (see below).

Table 4.2.2.6.6-1. Action Driver Server Metrics (1 of 2)

Custom Metrics

Metric Name Description

DPL Insert Queue Size The total number of granules waiting to be inserted.

Number of Granules in

‘Pending’ State The total number of granules in the PENDING state.
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Table 4.2.2.6.6-1. Action Driver Server Metrics (2 of 2)

Custom Metrics

Metric Name

Description

Number of Granules in
'Validated' State

The total number of granules in the VALIDATED state.

Number of Granules in
'‘Copied' State

The total number of granules in the COPIED state.

Number of Granules in
‘Checksummed' State

The total number of granules in the CHECKSUMMED state.

Number of Granules in
'‘Extracted' State

The total number of granules in the EXTRACTED state.

Number of Failed Inserts

The total number of failed DPL Inserts.

Number of Recent Failed
Inserts

The total number of recently failed DPL inserts. The total is a count of failed
inserts from the current time to a calculated end time. This end time is
dependent on a configurable interval.

Number of Completed
Inserts

The total number of completed DPL inserts.

Number of Recent
Completed Inserts

The total number of recently completed DPL inserts. The total is a count of
completed inserts from the current time to a calculated end time. This end
time is dependent on a configurable interval.

Number of Available DPL
File System

The numbers of available DPL file systems.

Number of Unavailable
DPL File System

The numbers of unavailable DPL file systems.

Number of Active
Checksum Service

The numbers of active checksum service host.

Number of Disabled
Checksum Service

The numbers of disabled checksum service host.

Number of Suspended
Checksum Service

The numbers of suspended checksum service host.

Number of Active Copy
Service

The numbers of active copy service host.

Number of Disabled Copy
Service

The numbers of disabled copy service host.

Number of Suspended
Copy Service

The numbers of suspended copy service host.

The Action Driver Server resource will be auto-discovered by Hyperic using the PTQL query
defined in the xml plug-in. The standard metrics will be collected by the SIGAR plug-in and the
custom metrics will be collected through the SQL plug-in by querying the DPL database.
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Recent Alerts.

vFabric Hyperic

Analyze | Administration

Browse » 15dpl0lv.edn.ecs.nasa.gov ActionDriver_DEV08
Return to fSdpllvedn ecs.nasa.gov ActionDriver_DEVIS

Description: Owner: HQ Administrator (hgadmin) - Change.
MapE| Tools Menu &
lyuMonitor. lee il ol Alert J| Control Views |
General Properties
Description: Date Created: 09152013 03:08 PM
Date Modified: 09/15/2013 0308 PM
Resource Type: ActionDriver_DEVDS Modified By: HQ Administrator (hagadmin)

EDIT.
Type & Host Properties

Install Path: /custom/e c&/DEVORCUSTOMMBINDP UEcDIActionDriver Host Platform: 15dpi0iv.edn ec s nasa gov

EDIT..
Services

Total Services: 0
Services By Type:
[ Service a Service Type Description Availability

Total: 0 kems Per Page: | 15 =|

Groups containing this resource

[ Group De scription
ADD TO LIST.., Towal: 0 hems Per Page: | 15 «|
Configuration Properties
Shared
Args 0 eq=iusr/ecsDEVORICUSTOMMINDPL oals/comman/hy perich
PrOCESSAUETY iEcDinctionDriver,State Name. Pne=EcDiActionDriver SerI EemsSmActionDnveretrics
Noolsicommon/hy perciutilitie SOEV0S-
foume. 24 Program cemssmBaseControl
Monitoring
server.log_trackenable false server.log_track level Error
server_log_track include server.log_trackexclude
server.log_track files serverconfig_trackenable irue
serverconfig_track files fusi/ecs/DEVOS/CUSTOM/cig/EcDiActionDriver CFG
Auto-Discovery for services is ON
Control
fools/common/hy periciutilities’DEVOS-
Program gcussmBaseControl pesiix
timeout

Figure 4.2.2.6.6-1. A ction Driver Server Configuration View
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Recent Alerts: (] - InProce ssingService_TS3 Up Welcome, HQ Sign Out S

vFabric Hyperic - InProcessingService_OPS Up

Analyze | Administration

Browse » 15dpl0lv.edn.ecs.nasa.gov ActionDriver_DEV0S

Description Owner: HQ Administrator (hgadmin) - Change

MapE|  Tools Menu B

Inventory Alert Control Views
Metric Display Range: + Last |_5 :l_l Hours l||4_‘j Advanced Settings
[ meEsoumces ™\ |BICEEN TN METRIC DATA %
i Indicator Charts | Show Lasi 8 Hours View | Update Defauli~1|IC3
No health data is avadable for this resource: e
BRI 65 9% — Availabilty
Host Platform Awvail
EH e g & Cpu Usage Tix
eCS. o g
Sdpi0lvedn ecs nasa gov < (ActionOriver_DEVES) OW. 0.0% AVG 0.0% PEAK: D.0°%:
Select Resources above & m e
click bufon 1 view metrics b
[ Probiem Mewies || 00B  Alens
Availability 0 21 o0
& DPL Insert Queue Size: Tix
(ActionDriver_DEVEE) Low 0.0 AVG: 0.0 PEAK: 0.0
4 Memory Size Tix
(Action Driver_DEVOS) LOW 4430MB AVG 4430MB  PEAK 4430 MB
29 @0 Q@ 00 00 @0 90 @ @0 900 0 Events/Logs Tracking
09/17/2014 05:24 PM 017/2014 0722 PM

Figure 4.2.2.6.6-2. Action Driver Server Monitoring

The data collected for the Number of Recent Failed Inserts' and the Number of Recent
Completed Inserts' metrics are configurable. To configure this value go to the Action Driver
server detail page and click on the 'Inventory' (see Figure 233). In the configuration properties
section, click the edit button and modify the hours field. This field is used to calculate the end
time (current time minus the configured hours). Using this end time, the agent will get a count of
failed and completed inserts from the current time to the end date.
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Recent Alens:  07°25 PM - ActionDriver_DEV0S Up Welcome, HQ Sign Out Screencasts Help

VFabf'lC HyDeI’IC 07:25 PM - InProcessingService_DEVIZ Up

Dashboard Analyze | Administration

fSdpl0lv.edn.ecs.nasa.gov ActionDriver_DEV08

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
* process.query | 0 o = script =
Action Driver DEVOS meede | Args.0.eq=/usrecs/DEVOR) I SCEIP D revieve mevics for Acion Driver ,’"Wlscnmmmmwe"c"u"m,
*hours _ * program _
The number of hours Back 1 collect the number of recem compleed | 24 DEVOS EcMsSmBaseconwol handles conwol acvons for this | tools/common/hy perichutilit
and failed insers resource
Monitoring
server log_track enable 0 server log_track level Err = I
Enable Log Tracking Track event log level | 510 |
server log_track.inciude | server log_track.exclude
Log Panern Math | Log Patern Exclude
serverjog_track files server.confi_trackenable
Leg Files | Enable Config Tracking L
serverconfig_track files | r
Contiguraton Files | 145HeCSDEVOSICUSTOM |
[4] Auto-Discover services?
Control
* PIOGTam | ooie/common/hy peric/utilit | prefix

Full paih 0 AckonDriver_DEVOS coniral program | Prefix argument © convral program

* timeout | 30
Timeout of control oparations (in ssconds)

Figure 4.2.2.6.6-3. Action Driver Configure Metric Interval

Up/down alerts are set up for the Action Driver Server based on its availability metrics. The
down alert is used to notify operator of the problem and trigger the control action that will
automatically start the server; the up alert is used as a recovery alert for the down alert to mark
the down alert as fixed.

Please refer to the Polling Server, section 4.2.2.2.13 for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.

4.2.2.6.7 Checksum Verification Server

The Checksum Verification Server monitoring is done through an xml custom plug-in. There is
one plug-in file per mode. The plug-in file name is <MODE>-DPL-ChecksumServer-plugin.xml.
The Checksum Verification Server resource will be auto-discovered by Hyperic using the PTQL
query defined in the xml plug-in. The standard metrics will be collected by the SIGAR plug-in.

Up/down alerts are set up for the Checksum Verification Server based on its availability metrics.
The down alert is used to notify operator of the problem and trigger the control action that will
automatically start the server; the up alert is used as a recovery alert for the down alert to mark
the down alert as fixed.

Please refer to the Polling Server, section 4.2.2.4.2.3 for details on the control actions and alerts
configurations. The configuration process is basically identical except the resource type, control
action, script names and alert names are changed accordingly.
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Recent Alerts:  (7:30 PM - InProcessingService_TS3 Up

vFabric Hyperic 07:3 PM  InProcessingService_OPS Up

Browse s 15dpl01lv.edn.ecs.nasa.gov ChecksumServer_OPS

Description: Owner: HQ Administrator (hqadmin) - Change..
MapBE)| Tools Menu Elli
| Moor s Mo | comrol | views
General Properties
Description: Date Created: 01520130308 PM
Date Modified: 09152013 03.08 PM
Resource Type: ChecksumServer_OPS Modified By: HQ Administrator (hgadmin
EDIT...
| Type & Host Properties
Install Path: /custom/ecs/OP S/ICUSTOM/Bin/DPL/EcDIChecksumServer Host Platform: f5dpl0iv.edn.ecs.nasagov

EDIT...

Services

Total Services: 0
Services By Type:
[ Service a Service Type Description Availability

Total: 0 kems Per Page: | 15 <]

Groups containing this resource

[] Group & Description

ADD TO LIST. Towl: 0 kems Per Page:

Configuration Properties

Args 0.8q=/ust/ecsOPS/CUSTOMMBINDPL Nools/common/hy penclutilities.

ProCEsSAUENY g eDichecksumServer,State Name Pne =EcDIChecksumServer PIOOMM 1005 EcMsSmBase Control
Monitoring
server.log_trackenable false server.log_track level Error
server.log_track.include server.log_track.exclude
server.log_track files serverconfig_trackenable true
serverconfig_track.files /usri/ecs/OPS/CUSTOM cig/EcDIChecksumServerCFG
| Auto-Discovery for services is ON
Control
program pe amilities/OP! ontrol prefix
timeowt 30
EDIT...

Figure 4.2.2.6.7-1. Checksum Verification Server Configuration View
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Recent Alens: [ - InProcessingService_TS3 Up

vFabric Hyperic o T g Welcome, HQ. Sign Oux Ser

Analyze | Administration

Browse » f5dpl0lv.edn.ecs.nasa.gov ChecksumServer_OPS

Description: Owner: HQ Administrator (hgadmin) - Change
Map®|  Tools Menu =
Inventory Alert Control Views
Metric Display Range: 4 Last| 2 ||| Hours =f|[ Advanced Sewings
[ RESOURCES [ NDIcATORS
Sariices Indicator Charts | Show Last 8 Hours View:| Update Detaunt~|| [
No heath data is avadable for this resource. ==
e ¢ [ 64.0% — Availability
Avail . w [
= = Cpu Usage Pix =
: - (Chesisumsarver_ops) LOW 0.8  AVG 0.0% PEAK: 0.0
0
[ Problem Metrics || 00B  Alerts
Availability 0 a 90
= Memory Size Pix
(Checlsumserver_oPs) LOW 891 6 ME AVG: 8916 ME  PEAK: B91 6 MB
= Resident Memory Size flx
(Checksumserver_oPs) LOW 48ME  AVG 48MB  PEAK 48MB =
@ Q 990 00 00 00 9 @9 00 @@ @ G Evensilogs Tracking
017/2014 05:31 PM 0X17/2014 07:29 PM

Figure 4.2.2.6.7-2. Checksum Verification Server Monitoring

4.2.2.6.8 Subscription Servers

Monitoring Spatial Subscription Server Drivers work by configuring the designated server on the
xxomlO1 platform. The 4 different servers are the Action Driver, Event Subscription Driver,
Delete Request Driver, and the Recovery Driver. The Action, Subscribed Event, and Delete
Request Drivers have their respective metrics monitoring the amount of work each has left to
do. All 4 servers have the following metrics: Availability, Cpu Usage, Memory Size, Number of
Processes, and Resident Memory Size. To configure an SSS Driver, perform the following steps.

1. Choose the xxomlO1 platform to create the SSS Driver.

2. Drill down to the platform using the Resources->Browse on the Hyperic GUI. The
screen should look like the following.
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Recent Alerts: () M - InProce ssingService_DEVO1 Up

vFabric Hyperic 0735 PM - ActionDriver DEVRG Up T R

Analyze | Administration

Browse > fSoml01v.edn.ecs.nasa.gov
Return to Cleanup Granules Utility DEVO1

Description: Red Hat Enterprise Linux 6 Owner: HQ Administrator (haadmin) - Change
Secondary DNS - 1722812937 Defauk Gateway 172281291 Vendor - Red Hat
Vendor Version - Enterprise Linux 6 IP Address - 1722812924 Primary DNS - 172 28128209

CPU Speed - 4 @
Architecture  x

00 MHz (1x4) 05 Version : 2. 632.

58.2.1.16.x86_64 RAM : 11912 ME
Map®| Tools Menu Eli

| Inventory Alert | Views

Metric Display Range: « Last| 8  ~=|

(@) Advanced Settings

__ | mesoumrces ™ __| moicavors BN METRIC DATA
] Piactorm Sarvices Heakh Avall % yndicator Charts | Show Lasi8 Hours view: | Update Detaun~||[3)
Ccpu [ =
e 99 2% — Availability
[)=2 Destination_DEVO1 @ G T . . »
[)= FileServer Mount © o Free-Mamory id
— (Linux) LOW. 142 6 MB AVG: 335.0ME  PEAK B05.2 MB

[] Monitor Active Process Log o )
[J NPP LogCheck GRAVITE & [
)2 MetwarkServer Interface @ G
CaEpe ||
[] Deployed Servers Heakh Avail [~] I
[] EPDServer_0PS e G X

1Som01v.edn £cs nasa.gov s ol =4 Free Memory (+ buffersicache) i4x
O BMGTAuto_DEVD1 - (Linux) LOW 47 GB AVG 51 GB PEAK 54 GB
O 1Som01vedn.ecs.nasa.gov B o s 5.5 GB

BMGTAuto_DEVO2 ‘ R

150mi01vedn £cs nasa gov n O e —— i

BMGTAuto_DEVO4 @ == e s o

fSom01v.edn ecs.nasa gov = | - o

AMGTAutn NEVIS e Py I - 47CE
Select Resouices above £ _ -

View Metrics
click bution 1o view metrics ° & Load Aversge 5 Minues iix
| Problem Me OOB  Alents (Linux) LOW 0.0 AVG 0.1 PEAK: 0.8 il
Availability (] 2 o0 -
! i 4
e u. u-"" T D PR

(=]

| Fventsl nas Trackinn

Figure 4.2.2.6.8-1. Host Resource Page

3. From this screen choose from the Tools Menu (upper left) the New Server link.
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vFabric Hyperic

Recent Alerts: - InProce ssingService_DEVO1 Up

M - ActionDriver_DEVDS Up

Welcome, HQ Sign Out

Browse » 15oml01v.edn.ecs.nasa.gov
Return o Cleanup Granule s Utility DEVO1

Description: Red Hat Enterprise Linux 6
Secondary DNS 812937

Vendor Version : En! e Linux &
CPU Speed 4 @ 22 z (1x4)
Architecture - x86_64

Mnnl!ll Tools Menu &

Configure Platform B

Clone Platform [

Delete Platform B

New Server B

New Plarform Service [

New Auto-Discovery [

Enable All Alerts On This Agent B

R Disable All Alerts On This Agent B

- Add to Dashboard Favorites [
[ Platfa A 1o Group &
[ cpt Schedule Downtime B

(] Destination_DEVO1

[J= FileServer Mount
[] Monitor Active Process Log o
[ NPP LogCheck GRAVITE &
(]2 NetworkServer Interface e
(0o Ree
[] Deployed Servers Health Avail
[] EPDServer_OPS e
1SomP1v.edn ecs.nasa.gov o)
— BMGTAuo_DEVO1 -
15omilvedn ecs nasa gov =
O emcTAwo_DEVEZ o
O bvotave oevor o
1SomP1vedn ecs nasa gov e
AMGTAmn DEWS

Select Resources above &
click bumn © view mewics

Problem Metrics || O0B  Alenis

Availability o 2

°

Analyze | Administration

Owner: HQ Administrator (hgadmin) - Change.
Defauk Gateway 1281

IP Address : 172.28.129 2

0S Version 2 632-358 2 1 el6 x86_64

Vendor | Red Hal
Primary DNS . 172.28.128.209
RAM ' 11912 MB

art

Views

ric Display Range: « Last| 8  =||| Hours ~||[0] Advanced Setings
ISR METRIC DATA

Indicator Charts | Show Last 8 Hours

view: | Update Defaut B[ » |

OO OO OO OO OO OO OO, 59 28 — Availabiliy

T4x

&4 Free Memory

{Linux) LOW: 142.6 ME AVG: 335.0MB  PEAK: 805.2 MB
[ [
& i
_ = &2 Free Memory (+ butfersicache) Fix
{Linux) LOW:- 47 GBE AVG: 51GB PEAK: 54 GB
5 Load Average 5 Minutes ITix
{Linux) LOW 0.0 AVG: D1 PEAK 08 55|
ST 1 = -
B
I = . l
...... Tl ey o A o N i et e

(¥]

| Fuentald nns Tracking

Figure 4.2.2.6.8-2. Add New Platform Server

4. The following screen appears. Fill in the following

name: Choose a name such as SSS Action Driver DEVO01

description: Choose a description such as "SSS Action Driver for DEVO1 mode"
server type: From the drop down menu choose the SSS Driver for the mode you are
working in ie: SSSActionDriver DEVO01

install path: For the install path just use the base directory "/" without the quotes.
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Recent Alerts:  07:50 PM - InProce ssingService_TS3 Up Welcome, HQ Sign Ot

vFabric Hyperic  PM - InProcessingServics_OPS Up

Analyze | Administration

New Server

General Properties

*Name: [ Sss Action Driver DEVOL Owner: HQ Administrator (haadmin)

Description: [SSS Action Driver for DEVOL mode

Type & Host Properties

* Server Type: | SSSActionDriver_DEVOL ;l Host Platform: {Soml0lv.edn. ecs nasa gov

« Install Path: iliies/EcNbActionDriverksh

Enter the full path of the directry where the server soware is |nsalied,

Figure 4.2.2.6.8-3. Configuration Screen

5. Click "OK" button.

6. The next screen allows for the configuration of the SSS Driver. Hit the Edit button in
the Configuration Properties section or click on Configuration Properties on the
yellow pane

Recent Alerts: 07°51 PM - Linux Down Welcome, HQ Sign Owt  Screencast

vFabric Hyperic 7.5 DM . InprexessingServics_T53 Up

Analyze | Administration

Browse » fSoml0lv.edn.ecs.nasa.gov » SSS Action Driver DEV01

Description: 5SS Action Driver for DEVO1 mo. Owner: HQ Administrator (hgadmin) - Change....
Map®| Tools Menu &
Monitor i iiuiin | Alert Control Views

v Server SSS Action Driver DEVO1 has been created
4 This resource has not been configured. Please set its Configuration Properties.
General Properties .

| Description: SSS Action Driver for DEVOL mode Date Created: 0/17/2014 0754 PM
Date Modified: 0S/17/2014 07.54 PM
Resource Type: SSSActionDriver_DEVOL Maditied By: HQ Administrator (hagadmin)

-
3

Type & Host Properties
Install Path: fusrfecs/OPSICUSTOM/utilitie sEcNbActionDriver ksh Host Plarform: fSomi01vedn ecs nasa gov

EDIT.
Services

Total Services: 0
Services By Type:
ED Service & Service Type Description Availability

NEW

Groups containing this resource
ED Group & Description

i ADD TO LIST. Total: 0 kems Per Page: 15;i

Configuration Properties

process.query seript
resource Name program
| Monitoring
serverlog_trackenable false serverlog_track level
serverlog_track.include server log_track.exclude
serverlog_track files serverconfig_trackenable false
serverconfig_track files
| Auto-Discovery for services is OFF
Control
| program prefix
timeout

Figure 4.2.2.6.8-4. SSS Action Driver Inventory Page
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7. You should not need to fill in anything here.

Recent Aleris:  (7:55 PM - Linux Up Welcome, HQ SignOut  Screencasis

vFabric Hyperic 7.5 PM - ChecksumServer_DEVDS Up

Analyze | Administration

SSS Action Driver DEV01

Please verify that this resource has been enabled for monitoring by following the directions below

Configuration Properties

Shared
* processquery [ = * seript
Srocem cuary, | 4100200 RNBrECADEVTL/| =ustiecsDEVO | Script 10 rerieve metrics for the SS5 Action Driver | modlsrcommonthy periciutiit |
* program
*resourceName [cocacTion | DEVD-EcMsSmBweControl handles onteel actons for tis | foolsicommon/hy periciutilit
resource name L —
Monitoring
server.log_track enable serverlog_track level —_|
Enable Log Tracking O Track event log level | ETO hd||

server log_track include | server log_track exclude ‘
Log Fanern Maxh Log Pamern Exclude

server.log._! [ | serverconfig_trackenable

Log Files | Enable Contig Tracking

server.contig trackflles 7, - /ecomevoLcUSTOM |

Auto-Discover services?
Control

* Program | ysyjecs/OP SICUSTOMutili| prefix
Full path 1 SSSACtoNDTiver_DEVOS contral program - Prefix arguments © conwol program

*timeout | e |
Timecul of convol operasions (in seconds) | |

Figure 4.2.2.6.8-5. SSSAction Driver Configuration Page

8. Click "OK" button.

9. After a few minutes, the SSS Driver Server monitor page should appear similar to the
following page.
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Recent Alerts: 0325 PM - ChecksumServer_DEVO1 Up Welcome, HQ SignOwt Screencasts Help

vFabric Hyperic .25 PM . ActionDriver_DEVEZ Up

| Analyze | Administration

Browse » 15oml01v.edn.ecs.nasa.gov » SSS Action Driver DEV01

Description: SSS Action Driver DEVO1 Owner: HQ Administrator (hgadmin) - Change .
MapE|  Tools Menu =
| Monitor i iniiinl  Alert Control Views

+ Your changes have been saved.
‘General Properties

Description: SSS Action Driver DEVO1 Date Created: 0WV18/2014 0329 PM
Date Modified: 09182014 0329 PM
Resource Type: SSSActionDriver_DEVOL Modified By: HQ Administrator (hagadmin)
EDIT...
Type & Host Properties
| Install Path: /usrfecs/DEVOL/ICUSTOM/utilities/EcNbActionDriverksh Host Platform: f5omi0lv.edn ecsnasa.gov
‘ EDIT...

Total Services: 0
Services By Type:
fD Service a Service Type Description Availability

Total: 0 hems Per Page: | 15 ~|

Groups confaining this resource

|] Group & Description
‘ ADD TO LIST.. Total: 0 kems Per Page: | JS_:]
"Configuration Properties

process.query Eg;ég;:ﬂhg::eeﬁfg‘woncuEl'OMrulll\ries seript Ezﬂs;’;ﬁgl:::r:isal;ﬂzmeywm.
resourceName SSSACTION program AESEIMONTY perCLlliesDEVEL
Monitoring
server.log_trackenable false server.log_track level Error
server.log_track include server log_track exclude
server.log_track files server.config_trackenable true

lusr/ecs/DEVOL/CUSTOM

server.config_trackfiles ;e NhActionDriver CFG

Auto-Discovery for services is ON

Figure 4.2.2.6.8-6. SSS Driver Configured Monitor Page

10. Repeat steps 1-9 for the rest of the SSS Drivers. You would need to run through this 4
times, Once for each of the following SSS Drivers SSSAction Driver, SSS Subscribed
Event Driver, SSS Delete Request Driver, SSS Recover Driver.

11. If you want to configure the default number of drivers that start for the SSS start
scripts, you can modify each of the driver's respective .CFG files located under
/usr/ecs/<MODE>/CUSTOM/cfg directory on the x4oml01/x5oml01 box. The
configuration parameter is called DEFAULT NUM DRIVERS.

4.2.2.7 Server Control

42271 Overview

Server Control is designed for the user to be able to start or stop certain modes, servers, or
resources. It can be done in two ways, namely through the GUI or through the command line.
The sections below briefly describe how that can be achieved.
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422.7.2 Server Control Command Line Tool

The Server Control Command Line utility will provide the user the ability to start and stop
custom code servers via web service calls to custom services running on the Hyperic server. The
result of these calls will be to disable or enable the alert definition which is mapped to the
availability metric associated with the server being stopped or started. The associated servers
start or stop script will then be executed by Hyperic via a Hyperic agent resulting in the server
being stopped or started.

The Server Control Command Line utility provides a menu driven ability to start or stop servers
by mode, by mode and host, or by individual server. The utility also allows for these options to
be passed in via the command line.

4.2.2.7.2.1 Server Control Command Line Tool Usage
Starting a mode via the menu:
./HypericControlCommandLine

Action:

1)Start Mode

2)Stop Mode

3)Start Servers by Mode/Host
4)Stop Servers by Mode/Host
5)Start Server

6)Stop Server

Enter:1

Action:<Start Mode> Mode:

1)OPS

2)TS1

Enter the mode:1

Processed servers running in mode OPS
Starting a mode via command line options:

./HypericControlCommandLine ~ACTION [START _MODE,STOP_MODE] -MODE <mode>
Starting of servers on a given host running in a given mode via the menu:

./HypericControlCommandLine

Action:

1)Start Mode

2)Stop Mode

3)Start Servers by Mode/Host
4)Stop Servers by Mode/Host
5)Start Server

6)Stop Server

Enter:3
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Action:<Start Servers by Mode/Host> Mode:
1)OPS

2)TS1

Enter the mode:1

Action:<Start Servers by Mode/Host> Mode:<OPS> Host:
1)fSoml01v.edn.ecs.nasa.gov

2)f5eil01v.edn.ecs.nasa.gov

Enter the Host:1

Processed servers running in mode OPS on host fSoml01v.edn.ecs.nasa.gov

Starting of servers on a given host running in a given mode via command line options:
./HypericControlCommandLine —~ACTION [START _HOST,STOP_HOST] —MODE <mode> -
HOST <host>

Starting of an individual server via the menu:
Action:

1)Start Mode

2)Stop Mode

3)Start Servers by Mode/Host

4)Stop Servers by Mode/Host

5)Start Server

6)Stop Server

Enter:5

Action:<Start Server> Mode:
1)OPS

2)TS1

Enter the mode:1

Action:<Start Server> Mode:<OPS> Host:
1)f5Soml01v.edn.ecs.nasa.gov
2)f5eil01v.edn.ecs.nasa.gov

Enter the Host:2

Action:<Start Server> Mode:<OPS> Host:<f5eil01v.edn.ecs.nasa.gov> Server:
1)EcDIPollingServer

2)EcDIQuickServer

Enter the Server:1

Processed server EcDIPollingServer

Starting of a server via command line options:

./HypericControlCommandLine —~ACTION [START SERVER,STOP_SERVER] —-MODE
<mode> -HOST <host> -SERVER <server>
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422.7.3 Server Control GUI

In addition to the Server Control Command Line utility a user is able to disable and enable
custom code servers through the Hyperic GUI on a new page labeled "Server Center". The
Server Center link is located under the Analyze tab.
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Figure 4.2.2.7.3-1. Server Center Main Screen

The server center page is divided based upon mode tabs. When a particular mode is selected the
page will only show custom code servers pertaining to the selected mode. An entire mode can be
brought down by simply clicking on the "Stop Mode" button and the mode that you are currently
viewing will be stopped intelligently (each server will be stopped in the order specified by a start
and stop precedence number). Similarly, a mode can be started by selecting the "Start Mode"
button. An individual resource that is part of that mode can be started or stopped — once the
selected resources are selected on the right side, one can either start or stop them by using the
"Start Selected" or the "Stop Selected" buttons on the left side.

Resource State

The state of a resource is dependent upon its availability alerts. The state of a resource does not
denote the resource's availability. There are three recognized states for a resource — Enabled,
Disabled, and Warning.
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Table 4.2.2.7.3-1. Server Center State Icon Description

State Icon State Definition Description
) At least one of the alerts pertaining to the
@ Enabled resource that has a condition for availability is
active
Disabled All of the alerts pertaining to the resource that

has condition for availability is inactive

There are no alerts for the specified that contain
Unknown availability as a condition thus the state of the
resource cannot be determined

Start/Stop Resource Status Feedback

When a resource is selected to be started, a control action for the resource is scheduled and
deployed to the agent on the host on which the server is running on.

Before the control action is passed to agent, a pop-up dialog is shown to confirm the operation;
Server Center lets the user choose whether to proceed with the command or not.

s b e o sy

L

~— Control Action Configuration Warning
WARNING
LSS Some control actions of the servers you selected are not configured
Do you want to proceed?

PROCEED | CANCEL

Figure 4.2.2.7.3-1. Pop-up Dialog

By clicking on "Show Details", more information will be provided:
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OPS Resources

Control Action Configuration Warning

WARNING
Some control actions of the senvers you selected are not configured
Do you want to proceed?
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The followang resowrces control actions are not set up properly
#4dpli1.hitc.com QuickServer_OPS
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Figure 4.2.2.7.3-2. Show Detail Pane

At the same time, Server Center will again make sure that all the resources Start/Stop control
actions have been set up in the configuration file. Also, Server Center checks all agents’
availabilities before any control actions are executed by the user.

Control action for resource "f4dpi1.hitc.com ActionDriver_OPS™ is not set.
Control action for resource “f&dpi01.hitc.com QuickServer_OPS™ is not set.

14201 .hitc.com ECOMEmalGYVServer_OPS does not exist within inventory

Platform: Komid1.hic.com does not exist. Unabie to resolve “omiD1.hic.com
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Figure 4.2.2.7.3-3. Red Error Pane
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The agent then executes the control action which will invoke a start or stop script. The agent will
send the Hyperic server a status report on the issued control action. This status is relayed to the
GUI in the "result" column of the resources table. A green loading bar will appear for resources
that have been issued a start command and the process has not yet completed. Similarly, a red
loading bar will appear for resources that have been issued a stop command the process has not
yet completed. Upon completion of any action the status of the control action will be printed in
the result column pertaining to the resource.
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Figure 4.2.2.7.3-4. Server Control Status Feedback Example

4.2.2.7.4 Server Control Configuration

The Server Control Command line utility and GUI will have a configuration file that has the
following parameters, HOST, PORT, USER, ENCRYPTED PWD along with an xml file that
contains information about a DAACs holding. The delivered xml file will be preconfigured for
each DAAC. DAACs may add to this xml if they want to control their DUE's.

Example Configuration File:
<?xml version="1.0" encoding="UTF-8"?>
<HypericControl xsi:noNamespaceSchemal.ocation="HypericControl2.xsd" xmlns:xsi="h
ttp://www.w3.0rg/2001/XMLSchema-instance">
<DAAC Name="EDF">
<MODE Enabled="true" Name="0OPS">
<Host Name="f5oml01v.edn.ecs.nasa.gov'">
<Server Enabled="true" Name="EcOmOrderManager">
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<StartScript>EcOmOrderManagerStart</StartScript>
<StartNumber>0</StartNumber>
<StopScript>EcOmOrderManagerStop</StopScript>
<StopNumber>0</StopNumber>
</Server>
<Server Enabled="true" Name="EcDIQuickServer">
<StartScript>EcDIQuickServerStart</StartScript>
<StartNumber>0</StartNumber>
<StopScript>EcDIQuickServerStop</StopScript>
<StopNumber>0</StopNumber>
</Server>
</Host>
<Host Name="f5eil01v.edn.ecs.nasa.gov">
<Server Enabled="true" Name="EcDIInPollingService">
<StartScript>EcDIInPollingServiceStart</StartScript>
<StartNumber>0</StartNumber>
<StopScript>EcDIInPollingServiceStop</StopScript>
<StopNumber>0</StopNumber>
</Server>
<Server Enabled="true" Name="EcDIQuickServer">
<StartScript> EcDIQuickServerStart</StartScript>
<StartNumber>0</StartNumber>
<StopScript> EcDIQuickServerStop</StopScript>
<StopNumber>0</StopNumber>
</Server>
</Host>
</MODE>
</DAAC>
</HypericControl>

Note: The Enabled attribute is meant to give the ability to disable the controlling of the resource
or mode while preserving the information for possible later use. The StartNumber and
StopNumber are used to determine the order of starting and stopping of servers. Having
StartNumber/StopNumber values being the same will result in those servers being logically
started/stopped together.

4.2.2.8 Configuration Verification

42281 Overview

Configuration verification checks the Hyperic inventory configuration against a baseline and
reports any discrepancies. The configuration verification is filtered by mode. The baseline to
validate the specified mode configuration is defined through the xml file. DAACs are able to
customize the xml file to define requirements for resource monitoring, alerts, and control actions.

XML Filename: <Mode> <Configuration Category> Config Verification.xml
XML File Location (x5i1il01v host): /usr/ecs/OPS/COTS/hyperic/ctg
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4.2.2.8.2 Configuration Verification Page

The page displays configuration categories (Ex: Monitoring Defaults, COTS, CustomServers,
DataProviders, OmDestinations, DUEs) filtered by mode. There is an option to display all
configured resources or just those with configuration issues. Configuration verification is
conducted against the specified mode baseline (defined in the customizable xml file).

The configuration category status displays the overall health of a configuration category. A green
check symbol indicates the category has been fully verified and there are no existing issues. A
red "x" symbol indicates that issues exist within the configuration category. A user is able to
drill-down on each category to determine the exact issues that may result in a failed verification
or to view the members of the category. An example of the drill-down capability is shown in
figure 256.

MonitoringDefaults: @
COoTsS: &
CustomServers: @
DataProviders: @&

OmDestinations: &

% 4 §p & §p )

DUEs: &

Figure 4.2.2.8.2-1. Configuration Category Status

AV — 1 — — N e Focant Aans: 10:47 AM - HTTP service up

10:47 AM - HTTP service up
-ENTEARAAPR I SEE EDITION
Dashboard Resouices Administi ation

EEB Configuraton Verification

MODE : TS2 v Yerity Configuration Show All Configured Resources i

: MonitoringDefaults: 9
FileSetver Mount @ No kel s configured for metrics: Avsiabity
< COTS: @
< CustomServers: @
< DataProviders: @&

< OmbDestinations: @&

< DUEs: @&

Figure 4.2.2.8.2-2. Configuration Category Drill Down
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Verify Mode Configuration
Step 1: Under the Analyze tab select "Configuration Verification"

Lt /) o g g gu— gy ge— .—F-'-:mlﬂt'ﬂs 10:47 AM . HTTP service up

10:47 AM . HTTP gervice up
- N TE NSNS - DI TIOoON

Dashboard Administi ation

EEB Configuraton Verification

MODE : TS2 v erity Confguration Show Al Configured Resourcas

< MonitoringDefaults: &
¢ COTS: @

« CustomServers: @
& DataProviders: @

& OmbDestinations: @
<+ DUEs: @

Figure 4.2.2.8.2-3. Verify Mode

Step 2: Select the mode to verify and choose the "Verify Configuration" option.

4.2.2.8.3 Create Default Availability Alerts Command Line Utility

The Create default availability utility creates default availability alerts. This utility uses the
information in the Configuration Verification XML files to create type based avalability alerts
for all resources mentioned in those XML files. This should help in configuring hyperic and save
some time manually configuring availability alerts for each individual resource. One limitation is
that control actions cannot be configured this way so they would need to be entered manually via
the GUI.

The usage for this utility is as follows:

EcMsSmCreateDefaultAlerts.pl [-delete] [-skipbackup]

Parameters:

-delete - optional parameter to delete previously created Availability alerts

-skipbackup - optional parameter to skip creating a backfup file

The -delete flag is optional and will delete previously created resource based availability alerts
for the resources mentioned in the Configuration Verification XML files. The —skipbackup flag
is also optional and will skip creating an XML backup of all previous alerts.
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The utility needs a user created configuration file located at and called ~/.hg/client.properties.
This file will have the following info:

host=localhost

port=7443

secure=true

user=<hyperic GUI admin ie. hqadmin>
password=<password>

This utility is located under "/tools/common/hyperic/hqapi/hqapil-3.1/bin". The utility should be
run by the "hyperic" user on the x5iil01v box.

4.2.2.9 Outputs

None

4.2.2.10 Event and Error Messages

None

4.2.2.11 Reports

None
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