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Preface

This document is one of eighteen comprising the detailed design specifications of the SDPS and
CSMS subsystem for Release B of the ECS project. A complete list of the design specification
documents is given below. Of particular interest are documents number 305-CD-020, which
provides an overview of the subsystems and 305-CD-039, the Data Dictionary, for those
reviewing the object models in detail.

The SDPS and CSMS subsystem design specification documents for Release B of the ECS
Project include:

305-CD-020  Release B Overview of the SDPS and CSMS Segment System Design
Specification

305-CD-021  Release B SDPS Client Subsystem Design Specification

305-CD-022  Release B SDPS Interoperability Subsystem Design Specification

305-CD-023  Release B SDPS Data Management Subsystem Design Specification

305-CD-024  Release B SDPS Data Server Subsystem Design Specification

305-CD-025  Release B SDPS Ingest Subsystem Design Specification

305-CD-026  Release B SDPS Planning Subsystem Design Specification

305-CD-027  Release B SDPS Data Processing Subsystem Design Specification

305-CD-028  Release B CSMS Segment Communications Subsystem Design Specification

305-CD-029  Release B CSMS Segment Systems Management Subsystem Design
Specification

305-CD-030  Release B GSFC Distributed Active Archive Center Design Specification

305-CD-031  Release B LaRC Distributed Active Archive Center Design Specification

305-CD-033  Release B EDC Distributed Active Archive Center Design Specification

305-CD-034  Release B ASF Data Center Distributed Active Archive Center Design
Specification

305-CD-035  Release B NSIDC Distributed Active Archive Center Design Specification

305-CD-036  Release B JPL Distributed Active Archive Center Design Specification

305-CD-037  Release B ORNL Distributed Active Archive Center Design Specification

305-CD-038  Release B System Monitoring and Coordination Center Design Specification

305-CD-039  Release B Data Dictionary for Subsystem Design Specification
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This document is a formal contract deliverable with an approval code of 2; as such it requires
Government review and approval prior to acceptance and use. This document is under ECS
contractor configuration control. Once this document is approved, Contractor approved changes
are handled in accordance with Class | and Class Il change control requirements described in the
EOS Configuration Management Plan, and changes to this document shall be made by document
change notice (DCN) or by complete revision.

Any questions should be addressed to:

Data Management Office

The ECS Project Office

Hughes Information Technology Systems
1616 McCormick Drive

Upper Marlboro, MD 20774-5372
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Abstract

The Release-B Goddard Space Flight Center (GSFC) Distributed Active Archive Center
(DAAC) Design Specification describes the ECS subsystems at the GSFC DAAC. ECS
Subsystem-Specific Design Specifications provide detailed design descriptions of the
subsystems. This document shows the specific implementation of that design at the GSFC
DAAC, including the identification of the specific software, hardware and network
configuration for the DAAC.

Keywords: GSFC, DAAC, configuration, design
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1. Introduction

1.1 Identification

This Release B GSFC DAAC Design Specification for the ECS Project, Contract Data
Requirement List (CDRL) Item 046, with requirements specified in Data Item Description (DID)
305/DV2, is a required deliverable under the Earth Observing System Data and Information
System (EOSDIS) Core System (ECS), Contract NAS5-60000.

1.2 Scope

Release B of ECS supports functional capabilities and services required to meet driving
requirements and milestones including:

* Functionality/services required to support mission operations for the continuation of
TRMM, as well as the initiation of LANDSAT 7, COLOR, ADEOS II, and EOS AM-1.
This includes planning and scheduling, command and control, production data
processing, data distribution and other ECS functions.

« Functionality/services required to support mission operations for the initiation of SAGE
Il (METEOR) and ACRIM Flight-Of-Opportunity (FOO). This includes production
data processing, data distribution and other ECS functions.

- Provide information management, data distribution and a high level archive for the SAR
data from the ERS-1/2, JERS-1 and RADARSAT spacecraft.

» Functionality/services required to support EOS ground system interface testing which
includes end-to-end mission simulations, communication services for EBnet, network
management services and other ECS services.

» Functionality/services required for VO Interoperability.

« Functionality/services required for Science Software I&T Support for TRMM,
LANDSAT 7, COLOR, ADEOS II, EOS AM-1, SAGE IIl (METEOR), and ACRIM
FOO.

Several of the driving requirements and milestones were initially supported by Release A but are
expanded upon for Release B. For example, infrastructure Data Flow and End-to-End Testing
and Simulation Readiness Testing are supported early-on by Release A, and will be fully
supported by Release B during the final phases of testing. Likewise, VO interoperability (one
way) is supported by Release A for GSFC, LaRC, and EDC DAACSs and is expanded to two way
interoperability for all DAACs at Release B.

ECS will provide support to eight Distributed Active Archive Centers (DAACs). The DAACs
are tasked with generating EOS standard data products and carrying out NASA's responsibilities
for data archive, distribution and information management. The DAACSs serve as the primary
user interface to EOSDIS. These DAACs are located at: Goddard Space Flight Center (GSFC)
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Greenbelt, MD; Langley Research Center (LaRC) Hampton, VA; Oak Ridge National
Laboratory (ORNL) Oak Ridge, TN; EROS Data Center (EDC) Sioux Falls, SD; National Snow
and Ice Data Center (NSIDC) Boulder, CO; Jet Propulsion Laboratory (JPL) Pasadena, CA; the
Consortium for International Earth Science Information Network (CIESIN) in University Center,
MI; and the Alaska SAR Facility (ASF) at the University of Alaska Fairbanks..

This document is part of a series of documents comprising the Science and Communications
Development Office design specification for the Communications and System Management
segment (CSMS) and the Science and Data Processing Subsystem (SDPS) for Release B. The
series of documents include an overview, a design specification document for each subsystem,
and a design implementation document for each DAAC involved in the release, as well as one
for the System Monitoring and Control (SMC) center. A design specification for CIESIN, since
the ECS contractor is not required to install, operate, or maintain hardware and software at
CIESIN.

This document specifically focuses on the GSFC DAAC ECS configuration and capabilities at
Release B. It is released, and reviewed at the formal Release B Critical Design Review (CDR).
This document reflects the February 14, 1996 Technical Baseline, maintained by the
ECS Configuration Control Board in accordance with ECS Technical Direction No. 11 dated
December 6, 1994.

This document reflects the incorporation of elements previously identified as part of the Marshall
Space Flight Center (MSFC) DAAC. Currently, change request

1.3 Purpose

The purpose of this document is to show the elements of the Release B ECS science data
processing and communications design and implementation that will support the ECS portion of
the GSFC DAAC in meeting it's objectives. The Release B Overview of SDPS and CSMS
(305-CD-020-002) provides an overview of the ECS subsystems and should be used by the
reader in order to get a basic understanding of ECS design components. The Release Plan
Content Description document (222-TP-003-008) provides a detailed mapping of functional
capabilities and services that will be available for each release. While some DAAC
configurations vary depending on the mission/capability requirements for ECS at their DAAC,
the GSFC DAAC at full ECS capability will include all of the ECS science data processing and
communications subsystems.

1.4 Status and Schedule

This submittal of DID 305/DV2 meets the milestone specified in the Contract Data
Requirements List (CDRL) for Incremental Design Review (pre-CDR) of NASA Contract
NAS5-60000. The submittal will be reviewed during the Release B (CDR) and changes to the
design which resulted from that review will be reflected in subsequent updates.
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1.5

Document Organization

This document is organized to describe the design of ECS portion of the GSFC DAAC as
follows:

Section 1 provides information regarding the identification, scope, status and schedule, and
organization of this document.

Section 2 provides a listing of the related documents which were used as source information for
this document.

Section 3 provides a description of the ECS design at the GSFC DAAC. It includes a description
of the DAAC external interfaces, ECS software implementation, including identification of Off
the Shelf (OTS) products, hardware configuration and operational activities.

Subsection 3.1 establishes the context for the technical discussions with an overview of
the specific GSFC ECS DAAC mission and GSFC Release B operations. It identifies the
key ECS related mission and operations activities that are supported via the ECS
functionality at the DAAC.

Subsection 3.2 addresses the external interfaces of the ECS subsystems as implemented
at GSFC ECS DAAC. Major interfaces include TSDIS, users, Version 0 System IMS,
ECS Release B DAACs, the MODIS Scientific Computing Facility (SCF), the EOS
Operations Center (EOC), and the System Monitoring and Coordination Center (SMC).

Subsection 3.3 provides a software component analysis. There are 10 ECS data
processing and communications subsystems that contain Hardware Configuration Items
(HWCls) and Computer Software Configuration Items (CSCIs). This section addresses
the CSCls and their corresponding lower level Computer Software Components (CSCs).
The CSCs are described in detail in their respective subsystem design specification
documents. In this section, the CSCs are captured in a single table, broken down by
Subsystem/CSCI.  The table lists the CSCls and the associated CSCs. Notes are
provided to expand upon generic explanations from the body of the Subsystem Design
Specifications to describe what makes the particular CSC specific to the DAAC. In
addition, when a CSC is identified as Off-the-shelf (OTS), the candidate product is
identified, if known.

Subsection 3.4 provides a DAAC specific discussion of the ECS data processing and
communications Hardware Configuration Items (HWCIs). This section identifies the
HWCI components and indicates the specific components and quantities that are resident
at the DAAC. It includes the Local area network (LAN) configuration and the rationale
for the specific hardware configuration.

Subsection 3.5 provides a software to hardware configuration mapping.

Section 4 gives a description of what can be expected in the next release of ECS.

Appendix A provides detailed configurations for the Data Processing Subsystem's Science
Processing hardware suite.
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The section, Abbreviations and Acronyms, contains an alphabetized list of the definitions for
abbreviations and acronyms used in this document.
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2. Related Documentation

2.1 Parent Documents

The parent documents are the documents from which the scope and content of this Release B
GSFC DAAC Design Specification is derived.

194-207-SE1-001
220-CD-001-004
305-CD-002-002

305-CD-003-002

305-CD-020-002

305-CD-021-002
305-CD-022-002
305-CD-023-002
305-CD-024-002
305-CD-025-002
305-CD-026-002
305-CD-027-002

305-CD-028-002

305-CD-029-002

305-CD-039-002

System Design Specification for the ECS Project
Communications Requirements for the ECS Project, Revision 1

Science Data Processing Segment (SDPS) Design Specification for the
ECS Project

Communications and System Management Segment (CSMS) Design
Specification for the ECS Project

Release B SDPS/CSMS Design Specification Overview for the ECS
Project

Release B SDPS Client Subsystem Design Specification

Release B SDPS Interoperability Subsystem Design Specification
Release B SDPS Data Management Subsystem Design Specification
Release B SDPS Data Server Subsystem Design Specification
Release B SDPS Ingest Subsystem Design Specification

Release B SDPS Planning Subsystem Design Specification

Release B SDPS Data Processing Subsystem Design for the ECS
Project

Release B CSMS Communications Subsystem Design Specification
for the ECS Project

Release B CSMS Systems Management Subsystem Design
Specification

Release B Data Dictionary for the ECS Project Subsystem Design
Specification
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2.2 Applicable Documents

The following documents are referenced within this Specification, or are directly applicable, or
contain policies or other directive matters that are binding upon the content of this document.

206-CD-001-002
209-CD-001-003

209-CD-008-004

209-CD-009-002

209-CD-010-002

209-CD-011-004

210-CD-001-003
305-CD-014-001
305-CD-031-002

305-CD-032-001

305-CD-033-002

305-CD-034-002

305-CD-035-002

305-CD-036-002
305-CD-037-002

305-CD-038-002

Version 0 Analysis Report for the ECS Project

Interface Control Document Between EOSDIS Core System (ECS)
and the NASA Science Internet

Interface Control Document Between EOSDIS Core System (ECS)
and the Goddard Space Flight Center (GSFC) Distributed Active
Archive Center (DAAC)

Interface Control Document Between EOSDIS Core System (ECS)
and the Marshall Space Flight Center (MSFC) Distributed Active
Archive Center (DAAC)

Interface Control Document Between EOSDIS Core System (ECS)
and the Langley Research Center (LaRC) Distributed Active Archive
Center (DAAC)

Interface Control Document Between EOSDIS Core System (ECS)
and the Version 0 System

Release B Risk Assessment Report for the ECS Project
Release A GSFC DAAC Design Specification

Release B LaRC Distributed Active Archive Center Design
Specification

Release B MSFC Distributed Active Archive Center Design
Specification

Release B EROS Data Center Distributed Active Archive Center
Design Specification

Release B ASF Distributed Active Archive Center Design
Specification

Release B NSIDC Distributed Active Archive Center Design
Specification

Release B JPL Distributed Active Archive Center Design Specification

Release B ORNL Distributed Active Archive Center Design
Specification

Release B System Monitoring and Coordination Center Design
Specification
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313-CD-006-002

515-CD-001-003
518-CD-002-001
604-CD-001-004
604-CD-002-003
605-CD-002-001
607-CD-001-002
622-CD-002-001
627-CD-001-002
160-TP-004-001

194-TP-312-001

194-TP-569-001

210-TP-001-004
210-TP-001-006
222-TP-003-008
420-TP-001-005
420-TP-010-001
170-WP-005-001
423-41-03

Release B CSMS/SDPS Internal Interface Control Document for the
ECS Project

Availability Model/Prediction for the ECS Project

Release B Maintainability Predictions for the ECS Project
Operations Concept for the ECS Project: Part 1-- ECS Overview
Operations Concept for the ECS Project: Part 2B -- Release B
Release B SDPS/CSMS Operations Scenarios

Maintenance and Operations Manual for the ECS Project
Release B Training Plan for the ECS Project

Security Risk Management Plan for the ECS Project

User Pull Analysis Notebook for the ECS Project

User Characterization and Requirements Analysis

PDPS Prototyping at ECS Science and Technology Laboratory,
Progress Report #4

Technical Baseline for the ECS Project, August 1995
Technical Baseline for the ECS Project

Release Plan Content Description for the ECS Project
Proposed ECS Core Metadata Standard, Version 2.0
Transition to Release B, Technical Paper

DAS Integration in the ECS Environment

Goddard Space Flight Center, EOSDIS Core System (ECS) Contract
Data Requirements Document

2.3 Information Documents Not Referenced

The following documents, although not referenced herein and/or not directly applicable, do
amplify and clarify the information presented in this document. While not binding on the
content of this design specification, these and many additional ECS documents are available via
the EDHS. EDHS can be accessed via the World Wide Web (WWW) at the following Universal
Reference Location: http://edhsl.gsfc.nasa.gov/. Please note that Internet links cannot be
guaranteed for accuracy or currency.

302-CD-003-001
101-303-DV1-001

Release B Facilities Plan for the ECS Project
Individual Facility Requirements for the ECS Project
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333-CD-003-002
601-CD-001-004
101-620-OP2-001
828-RD-001-002
430-TP-001-001

440-TP-001-001
423-16-01

423-16-02

423-41-02

540-022

560-EDOS-0211.0001

SDP Toolkit Users Guide for the ECS Project

Maintenance and Operations Management Plan for the ECS Project
List of Recommended Maintenance Equipment for the ECS Project
Government Furnished Property for the ECS Project

SDP Toolkit Implementation with Pathfinder SSM/I Precipitation Rate
Algorithm, Technical Paper

Science Data Server Architecture Study [for the ECS Project]

Goddard Space Flight Center, Data Production Software and Science
Computing Facility (SCF) Standards and Guidelines

Goddard Space Flight Center, PGS Toolkit Requirements
Specification for the ECS Project

Goddard Space Flight Center, Functional and Performance
Requirements Specification for the Earth Observing System Data and
Information System (EOSDIS) Core System

Goddard Space Flight Center, Earth Observing System (EOS)
Communications (Ecom) System Design Specification

Goddard Space Flight Center, Interface Requirements Document
Between EDOS and the EOS Ground System (EGS)
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3. GSFC ECS DAAC Configuration

3.1 Introduction

3.1.1 GSFC DAAC Overview

The GSFC Distributed Active Archive Center (GSFC DAAC) is one of the eight DAACs that are
part of NASA's Earth Observing System Data and Information System (EOSDIS). These
DAACs are generally organized to support specific scientific disciplines. The objective of the
GSFC DAAC is to archive science data and provide support services to its users in the discipline
areas of upper atmosphere, atmospheric dynamics, global biosphere, and geophysics. In the pre-
EOS time frame, the GSFC V0 DAAC system has been developed, and is still being developed,
to enhance and improve scientific research and productivity by consolidating access to remote
sensor earth science data, as well as by providing services that provide added value to the data
stored at the DAAC and help people realize the scientific and educational potential of the global
climate data stored at the DAAC.

The GSFC DAAC, with its VO System and operations staff, provides support for over 150 data
sets/products which are developed from heritage data centers concerned with climate, land and
ocean data. The DAAC also supports the initial NOAA Advanced Very High-Resolution
Radiometer (AVHRR) and TOVS data used in the development efforts of the NASA Pathfinder
data sets. The DAAC is also currently preparing to archive and distribute data received from the
Sea Viewing Wide-Field-of-View Scanner (SeaWiFS) Project after satellite launch in 1996.

The GSFC DAAC V0 System is constantly adding new data sets, and will continue to archive
and distribute a variety of Earth science products before the dedicated EOS AM satellite is
launched in 1998. Consequently, for those services/functions not satisfied as part of ECS
requirements, it is essential that the ECS design accommodates the GSFC DAAC current and
future customer base, who will want the ability to make use of the set of VO System
services/functions currently available and any others developed before the time when ECS is
fully operational at the DAAC.

With the advent of ECS, the GSFC DAAC will expand its ability to support its customers.
Identified as a prototype system, the GSFC DAAC V0 System provided lessons learned for the
ECS design and development activities. This will be reflected in the new capabilities/functions
provided by ECS, as well as ECS's interface capabilities which will enable the GSFC DAAC to
continue to provide the value added services/functions to its customers once the ECS hardware,
software and operations requirements of ECS are fully integrated into the DAAC. In addition,
the DAAC inherits the Data Assimilation Office (DAO) Data Assimilation System (DAS) which
will be integrated in the ECS production system at the DAAC. The details associated with this
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integration process are still being worked. This has been identified as an ECS risk area, thus it is
discussed in the Risk Assessment Report for the ECS Project (210-CD-001-003). Reference the
whitepaper which discusses the integration into the ECS environment (170-WP-005-001) for the
current status of the DAS integration process.

As a result of the changes in the number of DAACs with ECS functionality, the GSFC DAAC
will inherit VO datasets and the support requirements for TRMM instruments previously
allocated to the Marshall Space flight Center (MSFC) DAAC. There are still uncertainties
associated with this allocation of MSFC data and functionality, consequently, this document will
reflect the February 1996 ECS baseline.

Currently identified as the GSFC VO DAAC, the GSFC DAAC will evolve as an operational
DAAC which maintains and operates multiple systems, with the ECS representing the largest
component of the DAAC. The GSFC DAAC can be characterized as a site whose growth and
development coincide with that of the ECS. Thus, as the Earth Observing System Data
Information System (EOSDIS) program prepares for its various missions, the nature of the
DAAC changes. For the TRMM Mission, the GSFC DAAC is activated for an early release of
ECS (Interim Release 1) which will support early TRMM interface testing. The software and
equipment suites installed at the DAAC are then augmented for the implementation of Release A
which supports the TRMM Mission, Landsat 7 early interface testing, EOS AM-1 interface
testing, science software integration and test, data flow, end-to-end testing, VO interoperability
and simulation readiness testing. This document reflects the GSFC DAAC which will provide
support for Release B of ECS.

Table 3.1.1-1 identifies the Release B mission baseline and indcates those missions for which the
GSFC DAAC will provide support. Though not technically an EOS mission/instrument, the
ECS baseline, for design purposes identifies DAO as a mission. The Release Content Plan
document provides a description of the missions and the driving requirements which must be
satisfied to support these missions. Figures 3.1.1-1 and 3.1.1-2 illustrate the Release B ECS
SDPS and CSMS subsystems, respectively. Subsystem specific design specifications, as
identified in Section 2.1 of this document, provide detailed information on the respective
subsystems. All, or some portion of the hardware and software components will be integrated
into one or more of the DAACs. This document focuses on the selected elements of the ECS
design which represents the configuration allocated to the GSFC DAAC at Release B.
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Table 3.1.1-1. Release B Mission Baseline Mapped to GSFC DAAC

Mission Instruments Launch Date GSFC Support
TRMM CERES, LIS, VIRS, | 17 August, 1997 yes (LIS, VIRS,
PR, TMI (initial support provided by ECS Release A) | PR, TMI))
EOS AM-1 ASTER, CERES, 30 June, 1998 yes (MODIS)
MISR, MODIS,
MOPPIT
Landsat 7 ETM+ May, 1998 no
FOO COLOR July, 1998 yes (under review)
ADEOS Il SeaWinds February, 1999 no
ALT RADAR MR, DFA March, 1999 no
(CNES or GFO)
FOO ACRIM June, 1999 no
METEOR SAGE Il August, 1998 no
ERS-1 SAR July, 1991 no
ERS-2 SAR April, 1995 no
JERS-1 SAR February, 1992 no
RADARSAT SAR October, 1995 no
DAO DAS 1997 yes
| Science Data Processing segment (SDPS) |
| Data Data
Client Interoperability Management Data Server Ingest Processing Planning
Sut()g{ét)em Sutz%lg;em Su(bDS’zISSt)em Sut()sésst)em Sutzls’\)‘/g;em Su?sgsst;m Sut()g{;t)em
* Desktop CSCI . . + Science Data * Ingest CSCI * Processing « Production
(DESKT) S’;‘i‘l’ce:'é'srg M';?];Z' e'r?‘f;’r:tmggg? 3?;"[395'5\/5)9' (INGST) cscl Planning CSCI
- Workbench CSCI (ADSRV) (LIMGR) « Ingest Client (FRONG) (PLANG)
WO gmmomead ot (R, TR mmmpe
(ADSHW) Management (SDPTK)
cscl . Storage )
(DIMGR) Managsetmer?t cscl I;‘Ae':r‘;;;;hnm&
« Data Dictionary (STMET) TestCSCI
Services CSCI - Data (AITTL)
(DDICT) Distribution CSCI . Science Process-
« Version 0 (bDIST) ing HWCI
Interoperability « Access Control & (SPRHW)
Gateway CSCI anagemen 5
(GTvaY) " (%CMH\E\/’;WCI 'A'gﬁ{,'\,tET QA
« Data Management  « Working Storage (AQAHW)
Server HWC « Algorithm I&T
(DMGHW) (WKSHW) awel
« Data Repository (AITHW)
HWCI
(DRPHW)

« Distribution &
Ingest Peripherals
HWCI (DIPHW)

Figure 3-.1.1-1. SDPS Subsystems and Components
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Communications and System Management Segment

Communcations Management
Subsystem Subsystem
(Css) (MSS)
+ Distributed Computing  « Management « Internetworking
Software CI Software Configuration Item
(G Configuration Item (INCI)
o . (MCI) * Internetworking
«Distributed Computing Hardware Cl
Hardware ClI » Management (INCI)
(DCHC) Logistics
Configuration Item
(MLCI)
* Management
Agents
Configuration Item
MACI
* Management
Hardware ClI
(MHCI)

Figure 3.1.1-2. CSMS Subsystems and Components

3.1.2 DAAC-Specific Mission and Operations Activities

ECS subsystems provide mission and operations functionality for Release B Key ECS related
mission and operations activities supported by the ECS GSFC DAAC include:

*  TRMM mission support

« EOS AM-1 MODIS support

e COLOR support

* DAO-DAS support

* Independent Verification and Validation (IV&V) support
* VO/ADC Interoperability

* Version 0 Data Migration

» DAAC Site Activation
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TRMM Mission Support: TRMM (Tropical Rainfall Measurement Mission) is a platform
scheduled for launch in August 1997 which relies on ECS to support it's mission. The
Level 0 data from three TRMM instruments (PR, TMI, and VIRS) will be higher level
processed by TSDIS, a production system provided by the TRMM project. The GSFC
DAAC will provide data archive, data search, order and distribution services to science
users for information derived from these instruments. The interfaces are activated for
ECS in Release A and are continued into Release B.

LIS mission support, including data ingest, archive and distribution, is allocated to the
GSFC DAAC. Modifications to this Allocation are currently in progress.

EOS AM-1 MODIS Support: AM-1 is scheduled for launch in June 1998. The full set of
ECS functionality must be operational to support AM-1 launch. This includes FOS
planning, scheduling, command, control and monitoring of the AM-1 spacecraft; SDPS
data ingest, production, archive, query and distribution; and CSMS system management
and communications infrastructure. The GSFC DAAC provides science software
integration and test support, data ingest, data processing, archiving and distribution
support for the MODIS instrument.

Color Support: The Color platform is scheduled for launch in October 1998. ECS support
for Color (currently under review) is assumed to be similar to the VO DAAC support for
SeaWiFS. Under this assumption, GSFC DAAC will be responsible for receiving higher
level (level 1A and above) Color instrument data from a Color production facility.
Presumably, this would include associated metadata and browse. GSFC DAAC will be
responsible for archiving the data and providing data search, order and distribution
services to authorized Color users. In SeaWiFS, the Version 0 GSFC DAAC also
provides regular user access and distribution reports back to the production facility. This
interface may also be required for Color. These interfaces must be operational in time to
support the Color launch. Additionally, user data search, order and distribution services
on Color data must be available by launch.

DAO-DAS Support: The GSFC DAAC will operate and maintain the Data Assimilation
System of the Data Assimilation Office (DAOQO) located at GSFC. The DAS, currently
and operational system, produces research-quality analyses for general Earth Science
applications. The DAS processing environment at the GSFC DAAC will support
operational assimilation, reanalysis, and research and development activities. The first
two are analogous to first time processing and reprocessing, respectively, for other
science algorithms. Research and development includes some of what is Algorithm
Integration and Test for other algorithms. GSFC DAAC will house a dedicated
equipment suite for the DAS. Categorized as production processes, operational
assimilation and reanalysis will be performed using this equipment suite. Similarly,
R&D work will also be run on this equipment. The GSFC DAAC will be responsible for
ensuring that this does not interfere witrh operational processing.

The DAS will require NMC observational data and a selected set of data from EOS
instruments. This input data will be made available to the DAS. The GSFC DAAC will
ingest, archive and distribute products produced by the DAS.
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Independent Verification and Validation (1V&V) Support: Prior to the Release Readiness
Review (RRR), the IV&V contractor can witness and/or monitor release acceptance
testing and document nonconformances. Upon successful completion of the RRR, the
IV&V contractor verifies that the ECS release operates correctly within the EOS Ground
System (EGS). The ECS contractor, specifically the Independent Acceptance Test
Organization (IATO), supports the 1V&V contractor in this effort for a period of one
month following RRR at the operational sites. The IATO coordinates personnel,
facilities, and equipment support in the resolution of ECS nonconformances identified
during IV&YV testing. The GSFC DAAC ECS Maintenance and Operations personnel
will support IV&V activities at the DAAC, as necessary. Specific involvement is still
being worked.

VO/ADC Interoperability: Two-way interoperability involves two different capabilities.
First, outgoing interoperability allows users to log into the ECS and access ECS services,
including the ability to access non-ECS data products from a site external to ECS directly
from the ECS user interface. Second, incoming interoperability allows users, who are
logged into a non-ECS site, to access ECS data products directly from the non-ECS user
interface, using non-ECS IMS services.

Two-way interoperability is viable at the time ECS-unique data holdings are available.
This does not occur until ECS integrates with TRMM and other platforms (Release A).
Two-way Version 0 interoperability prior to the transition from Version 0 to ECS is
required to ease the transition process. One-way interoperability with ADCs (ECS to
ADCs) is also required early to ease the Version 0 transition.

Version 0 (V0) Data Migration: Version 0 (\V0) data migration includes the ability to
transition VO data sets from VO to V1; and provide support, data management, search,
and access capabilities for these data sets. High priority data sets were defined to be
candidate data sets for VO transition during Release A. Additional data migration takes
place during Release B operations.

DAAC Site Activation: The EOSDIS DAACSs have the mission of processing, archiving and
distributing earth science data. GSFC site activation was initially performed for IR-1,
with phased activations required for Release A and Release B. These phased activations
are characterized by increases in hardware and software functionality, including added
operational responsibilities. This section discusses activities that will take place to
facilitate a smooth transition from Release A to Release B.

The ECS contractor will schedule a series of site coordination trips to all DAACs. The
objective of these trips is to ensure that the ECS contractor and the DAAC managers are
in agreement with all operational issues. When ECS delivers Release B to the sites, ECS
will work with the host organizations to ensure that hardware and software installation
and segment and system testing all occur in a pre-planned manner that is sensitive to the
mission of the host organization. Coordination topics include facility requirements,
locations of Release B equipment and personnel, installation and test periods, etc.
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The issues of when, and to whom, training is provided on Release B products are critical
because of the potential impact on operations and user support. Training on COTS
hardware and software, and application software, regardless of the development track, is
an absolute necessity. If the site’s user services are unable to handle issues about a
Release B product, additional demands on developers’ time will be made to isolate,
remedy, or suggest work-arounds to the issues.

The facility access dates must be at least 2 months prior to the scheduled initial Release B
installation date to provide time for site verification inspection, completion of
Government facility preparations, and receiving of COTS HW and SW. Installations of
HW and SW take between 2 and 6 weeks depending on whether the site is an initial
installation (requiring LAN installation) and the quantity and complexity of the
configurations to be installed.

After installation, staffing and training of the maintenance and operations (M&O) staff is
accomplished. M&O training occurs in conjunction with the 3-month system integration
and acceptance testing.

Another key objective is the transition of the Release A GSFC DAAC to Release B. This will
involve installing and testing Release B custom software, COTS software and hardware in a
currently operational environment. Reference the Transition to Release B Technical Paper
(240-TP-010-001) for a more detailed discussion.

ECS subsystems provide mission and operations functionality for Release B. Key ECS-related
mission and operations activities supported by the ECS portion of the GSFC DAAC include
information management, data distribution and a high level data archive.

In addition to automated support, ECS subsystems provide the capability for the ECS operations
staff to perform a number of roles in support of these activities. These operational roles for the
GSFC DAAC are identified in Table 3.1.2-2. The table identifies the corresponding SDPS or
CSMS subsystem that enables the DAAC ECS operations staff to perform a particular
role/function. Detailed descriptions of these activities are captured in the ECS Operations
Concept for the ECS Project: Part 2B - ECS Release B (604-CD-002-003) document. The
Release B SDPS/CSMS Operations Scenrios document (605-CD-002-001) provides additional
detailed scenarios for these activities. The Maintenance and Operations Manual for the ECS
Project (607-CD-001-002) provides a detailed discussion of the specific operator positions and
their corresponding roles and responsibilities.
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Table 3.1.2-2. GSFC SDPS Operations Support Functions

ECS DAAC Operational Roles

ECS Capability

User Services
- Support user with data expertise
- Generate and maintain data interface

Data Management Subsystem

Data Ingest
- Monitor electronic
- Handle media

Ingest Subsystem

Production Planning

Planning Subsystem

Resource Planning

Planning Subsystem
Systems Management Subsystem

Production Monitoring and control

Processing Subsystem

Archive Management

Data Server Subsystem

Data Distribution
- Monitor electronic
- Handle media

Data Server Subsystem

Resource Management
- Fault Management
- Baseline Management

Processing, Ingest, Distribution & Data Server
Subsystems in coordination with Systems

Management Subsystem

Algorithm Integration Support

Processing Subsystem

Database Maintenance

Data Management Subsystem
Data Server Subsystem
Application specific (1)

System and Performance Analysis

Systems Management Subsystem

Security Management

Systems Management Subsystem

Accounting and Billing

Systems Management Subsystem

Sustaining Engineering

Office Support
Systems Management Subsystem
Communication Subsystem

S/W and H/W Maintenance

Office Support
Systems Management Subsystem
Communication Subsystem

Configuration Management (chg control)

Systems Management Subsystem

Operations Management
- Trouble Tickets
- Ops policies and procedures

Systems Management Subsystem

Testing, training, property management, integrated
logistics support, library administration

Office Support
Systems Management Subsystem
Communication Subsystem

Note:

1. Included to ensure that the number of small DBMSs throughout the system are not explicitly excluded  (e.g.,
Planning Subsystem has a DBMS)
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3.2 GSFC External Interfaces

The GSFC ECS DAAC will interface with multiple entities external to the DAAC. The ECS
subsystem-specific DID305 design documents address the interfaces generically in a series of
tables supported by textual explanations. For details, the reader is referred to those documents in
addition to the various Interface Control Documents (ICDs). Figure 3.2-1 schematically
illustrates the interfaces between the ECS subsystems at the GSFC DAAC and its external
entities (sinks and sources of data). The figure enumerates data flows which are elaborated

upon in Table 3.2-1.

GCMD SDPF FDF I\g(O:EF)IS
Non-ECS 23 24 25 1 2 3 _~ Other ECS
Service T~
Providers 22 ’ —1 DAACS

- \ 5
< 20 Version O
TSDIS ; ——— 7 —g| System
— » )
8
18 o
GSFC VO
- \L
EOC 17 167 15 14 1312 N 10 \DAAC
NOAA
SMC EDOS Users ADC

Figure 3.2-1. GSFC ECS DAAC External Interfaces

The following further describes the external entities:

* FDF - The FDF interface provides AM-1 satellite repaired orbit/attitude data during
anomalies. This data is required the processing of AM-1 instrument data.

* MODIS SCF - This interface supports the MODIS Instrument Team. MODIS
algorithms, metadata, status, quality control products, standard products, calibration data,
correlative data, algorithm updates and documentation are example of things that will
cross this interface. All ECS-SCF interfaces involve humans at the SCF interacting with
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ECS via ECS-provided (Client Subsystem), public domain, or COTS. The interface
implementation between the SCF and DAAC operations staff include media, telephonic,
WWW, electronic mail, and electronic file transfer.  The Team Leader Computing
Facility (TLCF) is at GSFC. Minimal communication between the investigators, at their
SCF and the GSFC DAAC is expected to occur. The predominant interface will be
between the MODIS Science Data Support Team (SDST) which operates in the MODIS
TLCF and is the group responsible for providing integrated SCF science software to the
DAAC.

Other ECS DAACs - The GSFC ECS DAAC interfaces with other ECS DAACS to
support cross DAAC access to all current data holdings. All data products migrated from
the VO DAACs will be available from these DAACs for access by users. Guide,
inventory, standard products and other related information, identified in Table 3.2-1, will
flow across this interface. In addition, this interface supports specific interfaces with
LaRC, NSIDC and EDC to provide the following data:

- LaRC: Ancillary data, including NMC, TOMS Ozone, Cloud Imager, and MODIS;
VIRS data products.

- EDC: MODIS Level 2
- NSIDC: MODIS Level 2

Version 0 System - This interface to GSFC ECS DAAC supports access to the VO
holdings that have not currently migrated to ECS. It is used to support the
interoperability required for cross-DAAC access. The migration of selected datasets
from the MSFC VO DAAC into ECS will also occur via this interface.

GSFC V0 DAAC - This interface provides access to data or other information that comes
into the DAAC via the VO IMS system but are archived into ECS, or into both ECS and
the GSFC V0 archive. The migration of Version 0 datasets into ECS will occur via this
interface. This interface also provides access to DAAC-unique components. GSFC
candidates currently include:

- SeaWiFs Interface
- Anonymous FTP (data and contributed tools)

- Browse-o-rama (a modified NCSA CGI program to allow users to view HDF files via a
WWW interface)

- CD-ROM Production
- CD-ROM Ordering and Tracking

- EIf (@ WWW interface that provides search/order of the full inventory, structured acces
to anonymous FTP, access to server-side browse-o-rama, order form for CD-ROMs, and
order form for other pre-packaged products)
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NOAA ADC - This interface supports access to non-EOS data sets to satisfy ECS user
queries and to retrieve ancillary data for ECS standard product generation. This interface
also supports the transfer of the NMC ancillary data set used to support TRMM and DAS
processing.

GSFC Users - This interface is the mechanism for user community access to ECS data
and services. It is the mechanism by which advertisement, user registration, order and
product status, desktop object manipulations, and command languages capabilities are
utilized.

EDOS- The science data stream downlinked from the EOS MODIS instruments is routed
from EDOS to the GSFC DAAC after LO processing. This data is ingested and made
available for distribution to EDOS. Further information is available from the EDOS
ICD.

SMC - This interface provides the capability for the GSFC DAAC to receive
performance information, processing status, scheduling and policy data and user
registration information. Policy data includes that established by the ESDIS project. The
GSFC DAAC sends system performance and status reports, as well as management
summary data and fault and security event notifications to SMC as part of this interface.

EOC - The EOS operation control center (EOC) interfaces with the GSFC DAAC for the
exchange of instrument operations plans and schedules for the AM-1 spacecraft and
mission historical information. Further information is available from the EOC ICD.

Note: The format of this data can be read only by EOC.

TSDIS - This interface primarily supports the transfer of data between the GSFC DAAC
and TSDIS for the purpose of archival of VIRS data sets including ancillary data,
metadata and documentation. ECS ingests this data product and then on an as required
basis, provides the TRMM data products back to TSDIS for reprocessing.

Non-ECS Service Providers - This interface is required for specialized users who use
ECS data to provide and advertise value-added services. These providers include
commercial, institution, or other government agencies, as well as IPs, SCFs, and ADCs.

GCMD - The Global Change Master Directory (GCMD) is a multidisciplinary database
of information about data holdings of potential interest to the scientific research
community. It contains high level descriptions of data set holdings of various agencies
and institutions. It also contains supplemenaty descriptions about these data centers, as
well as scientific campaigns and projects, sources (spacecraft, platforms), and sensors.
This interface will allow the GSFC ECS DAAC to import directory level information
from the GCMD via GCMD export files and generate ECS data product advertisements.
A Data Interface Format (DIF) may be provided to GCMD to identify GSFC DAAC
holdings (tbr). This interface is currently available to the VO DAACS, but is not reflected
in the ECS interface requirements.

SDPF - This interface transmits the Level 0 LIS data, metadata, predictive orbit,
definitive orbit, backup, attitude, and expedited data. Further details on this interface can
be found in the ICD between ECS and TSDIS (209-CD-007-003).
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Table 3.2-1. GSFC External Interfaces (1 of 7)

Flow Source Destination Data Types Data Volume Frequency
No
1 FDF Ingest Repaired Orbit Data |low as required
2 MODIS SCF  [Ingest Status low as required
2 MODIS SCF  [Ingest Metadata/updates low as required
2 MODIS SCF  [Ingest Documents low as required
2 MODIS SCF  [Ingest Algorithms/Updates  [medium as required
2 MODIS SCF [CSS Test Reviews by SCFflow as required
(DAAC Ops via
email)
2 MODIS SCF |CSS Request for Resourcellow as required
(DAAC Ops via [Usage
email)
2 MODIS SCF [CSS Reprocessing low as required
(DAAC Ops via [Request
email)
2 MODIS SCF  |Data Server QA Data request low as required
2 MODIS SCF  [Data Server QA Data Subscriptionflow as required
3 Data Server MODIS SCF  [Status low as required
3 Data Server MODIS SCF  [Metadata/updates low as required
3 Data Server MODIS SCF  |Calibration data medium as required
3 Data Server MODIS SCF [Correlative data medium as required
3 Data Server MODIS SCF  |Documents low as required
3 Data Server MODIS SCF  |Algorithms/updates [medium as required
3 Data Server MODIS SCF  |Standard Products  |medium daily as required for QA
3 CSS MODIS SCF  [Toolkit Delivery and flow as required
(DAAC Ops via Update Package
email, EDHS)
3 CSS MODIS SCF  [Test Results, QA, andlow as required
(DAAC Ops via Production History
email, kftp) Data
3 CSS MODIS SCF  [Resource Usage low as required
(DAAC Ops via
email, kftp)
3 CSS MODIS SCF  [Status low as required
(DAAC Ops via
email, kftp)
4 Other ECS Ingest Ancillary Data high as required
DAACs
4 Other ECS Ingest Correlative Data high as required
DAACs
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Table 3.2-1. GSFC External Interfaces (2 of 7)

Flow Source Destination Data Types Data Volume Frequency
No
4 Other ECS Ingest Calibration Data medium as required
DAACs
4 Other ECS Ingest QA Data medium as required
DAACs
4 Other ECS Interoperability |Advertisements medium as required
DAACs
4 Other ECS Data Server Result Sets medium as required
DAACs
4 Other ECS Client Product Results medium as required
DAACs
5 Data Server Other ECS Standard Products  |high as required
DAACs
5 Data Server Other ECS Metadata medium-high  [as required
DAACs
5 Data Server Other ECS Ancillary Data high as required
DAACs
5 Data Server Other ECS Correlative Data high as required
DAACs
5 Data Server Other ECS Calibration Data high as required
DAACs
5 Data Server Other ECS Documents medium as required
DAACs
5 Data Server Other ECS Orbit/Attitude Data  |[medium as required
DAACs
5 Data Server Other ECS Data Availabiity medium as required
DAACs Schedules
5 Data Server Other ECS Algorithms high as required
DAACs
5 Data Server Other ECS Special Products high as required
DAACs
5 Data Server Other ECS LO Data high as required
DAACs
5 Data Server Other ECS Expedited or medium as required
DAACs \Validated Data
5 Data Server Other ECS QA Data medium as required
DAACs
5 Data Server Other ECS Result Sets medium as required
DAACs
5 Interoperability [Other ECS Advertisements medium as required
DAACs
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Table 3.2-1. GSFC External Interfaces (3 of 7)

Flow Source Destination Data Types Data Volume Frequency
No
5 Client Other ECS Product Requests medium as required
DAACs
6 \Version O Data Server  [Inventory low as required
System
6 \Version O Data Server  |Guide low as required
System
6 \Version 0 Data Server [Browse data medium as required
System
6 \Version O Data Server  [Dependent Valids low as required
System
6 \Version 0 Data \VO Directory search |[low as requested
System Management |request
6 \Version O Data VO Inventory search [low as requested
System Management |request
6 \Version 0 Data VO browse request  [low as requested
System Management
6 \Version O Data \VO product order low frequency dependent on
System Management |request user input
6 \Version 0 Ingest Ancillary Data for low as requested
System TSDIS
6 \Version O Ingest Migration Data high varies depending on
System migration strategy
7 Data Mgmt \Version O VO Browse Result  [low-medium in response to ECS browse
System result
7 Data Mgmt \Version O VO inventory result seflow-high in response to ECS
inventory result request
7 Data Mgmt \Version 0 \VO directory search [low-high in response to ECS request
result set
7 Data Mgmt \Version 0 \VO product order low in response to product
System response request result
7 Data Server \Version O Result Sets medium-high  [in response to request
System
7 Data Server \Version 0 Session Mgmt low in response to request
System responses
7 Data Server \Version 0 Product Request low as required
System Status
8 GSFC VO Ingest VO Data Migration medium varies, depending on
DAAC Data sets migration strategy
3 GSFC VO ECS DAAC-Unique TBD TBD
DAAC Component I/F
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Table 3.2-1. GSFC External Interfaces (4 of 7)

Flow Source Destination Data Types Data Volume Frequency
No
8 GSFC VO Interoperability |Advertisements low-medium as required
DAAC
8 GSFC VO Interoperability [Subscriptions low as required
DAAC
9 Interoperability |GSFC VO Notifications low in response to subscriptions
DAAC
10 [ADC - NOAA [ingest NMC Ancillary Data |20 MB/day frequency dependent on
data set

11 Ingest IADC-NOAA protocol low as required

12 Users Client User registration low as requested
information

12 Users Client User login informationflow as requested

12 Users Client Search requests low as requested

12 Users Client Product requests low as requested

12 Users Client Acquisition requests [low as requested

12 Users Client Desktop manipulate [low as supplied by user
commands

12 Users Client Configuration/Profile [low as supplied by user
information

12 Users Client Data manipulate low as requested
requests

12 Users Client Command language [low as requested
request

12 Users Client Advertisements, low as supplied by user
Software, and
Documents

12 |Users Ingest User Methods medium as required

12 Users Ingest Ingest Status low as required
Requests

13 Data Server |Users Metadata low as requested

13 Data Server |Users Documents low as requested

13 Data Server |Users Data Products medium as requested

13 Data Server |Users Browse Products medium as required

13 Data Server |Users Product Request low as requested
Status

13 Data Server |Users DAR Status low as requested

13 Data Server |Users Schedules low as requested

13  [Client Users Results Set medium as requested

13  [Client Users Application user low as requested
interfaces
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Table 3.2-1. GSFC External Interfaces (5 of 7)

Flow Source Destination Data Types Data Volume Frequency
No

13  [Client Users Formatted data medium as requested

13  [Client Users Desktop Objects low as requested

13  [Client Users Advertisement and  [low as requested
Software

13  [Client Users Error and Status low as available
information

13 Ingest Users Ingest Status low as requested

14  |Ingest EDOS Service Requests low rare
(Back-up data
requests)

14 Ingest EDOS Fault Report low rare

14  |Ingest EDOS Fault Isolation low depends on EDOS
Request

14 Ingest EDOS LO data high rare

15 EDOS Ingest Service Request low as required
Disposition

15 EDOS Ingest PDSs (LO Data) high several times a day

15 EDOS Ingest ADSs (Back-up LO  |high as required
Data)

15 EDOS Ingest PDS Delivery Record [low several times a day

15 EDOS Ingest ADS Delivery Record [low as required

15 EDOS Ingest Physical Media Unit [low as required
Delivery Record

15 |[EDOS Ingest Undetected Fault low as required
Isolation

16 [SMC MSS Policies low as required

16 [SMC MSS Conflict Resolution [low as required

16 [SMC MSS Procedures low as required

16 [SMC MSS Directives low as required

17 MSS SMC Conflict Resolution  [low as required
Request

17 MSS SMC Status low as required

17 MSS SMC Performance low as required

17 MSS SMC Management low as required
Summary Data

17 MSS SMC Security & fault event [low as required
notification

18 EOC Ingest Telemetry Data 173 MB/day Twice per day (12 files each

transfer)
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Table 3.2-1. GSFC External Interfaces (6 of 7)

Flow Source Destination Data Types Data Volume Frequency
No
18 EOC Ingest Event 12MB/day Every hour
18 EOC Ingest EOC statistics, 25MB/day [Twice per day (25 files total
schedules, reports, each day)
etc.
19 [TSDIS Ingest Metadata 1 days worth  [daily
of products
19 [TSDIS Ingest Ancillary Data (GV) |1 days worth  [daily
19 [TSDIS Ingest Data Products 4.2 GB/day
(VIRS Levels 1A,1B) |Processing and
Reprocessing
19 [TSDIS Ingest Data Products 60 (GB/day)
(TMI,PR, combined) [Processing and
Levels 1A,1B,2A,2B, [Reprocessing
3A, and 3B
19 [TSDIS Ingest Algorithms medium as required
19 [TSDIS Ingest Documents low as required
19 [TSDIS Ingest Status low as required
19 [TSDIS Ingest Browse Data high daily
19 [TSDIS Ingest Directory low as required
19 [TSDIS Ingest Guide low as required
19 [TSDIS Ingest Schedule Data low as required
19 [TSDIS Ingest Platform Ephemeris
19 [TSDIS Data Server Subscription Data low as required
20 Data Server TSDIS Platform Ephemeris
20 Data Server TSDIS Ancillary Data (NMC) as required to support
reprocessing
20 Data Server TSDIS Data Products as required to support
(VIRS Levels 1A,1B) reprocessing
21 Interoperability |[Non-ECS Notifications low in response to subscriptions
Service
Providers
22  [Non-ECS Interoperability [Advertisements low-medium  Jas required
Service
Providers
22 Non-ECS Interoperability [Subscriptions low as required
Service
Providers
23 |GCMD Interoperability [Advertisements low-medium  Jas required
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Table 3.2-1. GSFC External Interfaces (7 of 7)

Flow Source Destination Data Types Data Volume Frequency
No
24 Ingest SDPF LO data medium as requested for
reprocessing
25 [SDPF Ingest LO Data Instrument daily
Specific
(CERES, LIS)
25 |SDPF Ingest Expedited Data medium three times a day
25 [SDPF Ingest Predictive Orbit Data |medium daily
25 |SDPF Ingest Definitive Orbit Data |medium daily
25 |SDPF Ingest Back-up Data medium as required

In the table, where an exact number is unavailable, the data volume is estimated as low (less than 1 MB), medium
(between 1 MB and 1 GB), or high (greater than 1 GB) per use defined in the frequency column .

3.3 Computer Software Component Analysis

3.3.1 Software Subsystem Overview

The 10 ECS software subsystems are described in detail in the ECS Subsystem-specific DID305

documents. This section provides a brief overview description of each of the subsystems.

Client Subsystem (CLS): This software consists of graphic user interface (GUI) programs,

tools for viewing and/or manipulating the various kinds of ECS data (e.g., images,
documents, tables) and libraries representing the client application program interface
(API) of ECS services. The Release A V0O System Client remains as part of this
subsystem.The client subsystem components will be available to users for installation on
their workstations and will also be deployed on workstations within the DAAC in support

of normal operations, including User Services support.

Interoperability Subsystem (10S): The interoperability subsystem is an advertising
service. It maintains a database of information about the services and data offered by
ECS, and allows users to search through this database to locate services and data that may
be of interest to them. The advertising service will be implemented as a Web server

application with a DBMS back-end.

Data Management Subsystem (DMS): This subsystem includes functions which provide
uniform access to descriptions of the data and the data elements offered by the ECS
repositories and provide a bi-directional gateway between ECS and Version 0. This
subsystem also includes distributed search and retrieval functions and corresponding site

interfaces.
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Data Server Subsystem (DSS): The subsystem provides the physical storage access and
management functions for the ECS earth science data repositories. Other subsystems can
access it directly or via the data management subsystem (if they need assistance with
searches across several of these repositories). The subsystem also includes the
capabilities needed to distribute bulk data via electronic file transfer or physical media.
Other components include, for example, administrative software to manage the
subsystem resources and perform data administration functions (e.g., to maintain the
database schema); and data distribution software, e.g., for media handling and format
conversions. The main components of the subsystem are the following:

» database management system - uses an off-the-shelf DBMS (lllustra) to manage it's
earth science data and implement spatial searching, as well as for the more traditional
types of data (e.g., system administrative and operational data). It will use a
document management system to provide storage and information retrieval for guide
documents, scientific articles, and other types of document data.

» file storage management systems - used to provide archival and staging storage for
large volumes of data. Provides hierarchical storage support and device/media
independence to the remainder of DSS and ECS.

e data type libraries - they will implement functionality of earth science and related
data that is unique and not available off-the-shelf (e.g., spatial search algorithms and
translations among coordinate systems). The libraries will interface with the data
storage facilities, i.e. the database and file storage management systems.

Ingest Subsystem (INS): The subsystem deals with the initial reception of all data received
at an ECS facility and triggers subsequent archiving and processing of the data. Given the
variety of possible data formats and structures, each external interface, and each ad-hoc
ingest task may have unique aspects. Therefore, the ingest subsystem is organized into a
collection of software components (e.g., ingest management software, translation tools,
media handling software) from which those required in a specific situation can be readily
configured. The resultant configuration is called an ingest client. Ingest clients can
operate on a continuous basis to serve a routine external interface or they may exist only
for the duration of a specific ad-hoc ingest task.

Data Processing Subsystem (DPS): The main components of the data processing
subsystem - the science software - will be provided by the science teams. The data
processing subsystem will provide the necessary hardware resources, as well as software
for queuing, dispatching and managing the execution of the science software in an
environment which will eventually be highly distributed and consist of heterogeneous
computing platforms. The DPS also interacts with the DSS to cause the staging and de-
staging of data resources in synchronization with processing requirements.

Planning Subsystem (PLS): This subsystem provides the functions needed to pre-plan
routine data processing, schedule on-demand processing, and dispatch and manage
processing requests. The subsystem provides access to the data production schedules at
each site, and provides management functions for handling deviations from the schedule
to operations and science users.
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System Management Subsystem (MSS): The Management Subsystem (MSS) provides
enterprise management (network, system and application management) for all ECS
resources: commercial hardware (including computers, peripherals, and network routing
devices), commercial software, and custom applications. Enterprise management reduces
overall development and equipment costs, improves operational robustness, and promotes
compatibility with evolving industry and government standards. Consistent with current
trends in industry, the MSS thus manages both ECS's network resources per EBNET
requirements and ECS's host/application resources per SMC requirements. Additionally
MSS also supports many requirements allocated to SDPS and FOS for management data
collection and analysis/distribution.

The MSS allocates services to both the system-wide and local levels. With few
exceptions, the management services will be fully decentralized and no single point of
failure exists which would preclude user access. In principle, every service is distributed
unless there is an overriding reason for it to be centralized. MSS has two key
specializations: Enterprise Monitoring and Coordination Services, and Local System
Management Services.

Communications Subsystem (CSS): The CSS services include Object Services, Distributed
Object Framework (DOF) and Common Facility Services. Support in this subsystem area
is provided for peer-to-peer, advanced distributed, messaging, management, and event-
handling communications facilities. These services typically appear on communicating
end-systems across an internetwork and are not layered, but hierarchical in nature.
Additionally, services to support communicating entities are provided, including
directory, security, time, and other ancillary services. The services of the
Communications Subsystem are functionally dependent on the services of the
Internetworking Subsystem. The services of the common facility, object and DOF are the
fundamental set of interfaces for all management and user access (i.e., pull) domain
services.

Internetworking Subsystem (I1SS): The Internetworking Subsystem provides for the
transfer of data transparently within the DAACs, SMC and EOC, and for providing
interfaces between these components and external networks. ECS interfaces with external
systems and DAAC-to-DAAC communications are provided by the EOSDIS Backbone
Network (EBnet). EBnet’s primary function is to transfer data between DAACS,
including both product data and inter-DAAC queries and metadata responses. Other
networks, such as NSI, will provide wide-area services to ECS. In addition, "Campus"
networks, which form the existing networking infrastructure at the ECS locations, will
provide connectivity to EOSDIS components such as SCFs and ISTs.
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3.3.2 Software Subsystem Analysis Summary

This summary addresses the CSCls for each subsystem, focusing upon those CSCls that are
specific to the GSFC ECS DAAC. For the most part, the version of software is the same for all
ECS DAACs. When differences occur, they are due more to things like the content of databases
and schema constructions than to software. The following addresses each subsystem in a
somewhat general manner, to point out whether or not there are any GSFC DAAC specific
portions.

Client Subsystem—The client software will have no GSFC DAAC specific portions. This
software supports the GSFC ECS DAAC M&O staff (e.g. operations, user services,
system administrators) and will be hosted on ECS workstations defined within the
system. The Client software may be hosted on existing DAAC workstations to provide
additional user access, but the GSFC DAAC will be responsible for providing additional
Client host workstations when required by the DAAC's user community.

Data Server -The software components of the Data Server Subsystem are largely the
same for all Data Servers, at all DAACs. The two basic areas in which the Data Server
Subsystem software will vary from DAAC to DAAC are configuration and special
components.

Data Server software is designed to be highly configurable in order to allow a wide
variety of DAAC unique policy implementations. These unique configurations will
enable the data server software installations to vary behavior, meeting the DAAC specific
needs. Examples of configuration parameters include number of concurrent connections,
number of requests per client, inactivity timeout period and allocation of software
components to hardware.

Another facet of the Data Server Subsystem software that supports the specific DAAC
capabilities is in which actual components are installed at the ECS portion of the DAAC.
These opportunities for DAAC specificity are driven by the types of distribution available
to the DAACSs data server clients and in the types of data (and their data type services)
available. There will be portions of the Data Server software specific to the GSFC
DAAC that are used to add special distribution devices (e.g. - 3490Tape).

However, the primary portion of the Data Server Subsystem software that will be specific
to the GSFC DAAC will be the specific data types supported at the DAAC. These
software components are a portion of the Science Data Server (SDSRV) CSCI. The
SDSRYV is designed to allow complete flexibility in the data types (specifically, Earth
Science Data Types, or ESDTS) that offer their services via the Data Server. Examples
of services offered by ESDTs include Insert, Acquire, Browse and SpatialSubset. These
data types are organized by separate CSCs, generally one per source instrument (i.e.,
MODIS, DAO, PRI, TMI. VIRS, LIS). Additional CSCs may be required for VO
migrated data.

Data Management —None of the data management software will be specific to the GSFC
DAAC. The V0 Gateway (GTWAY) CSCI will interface with the data servers at each
site.
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+ Ingest—The software portions for ingest at GSFC may differ from those of other DAACs
because of dataset dependencies. Data ingestion procedures must match the peculiarities
of the ingested data sets.

+ Interoperability—-There are no GSFC DAAC specific portions of the Interoperability
Subsystem.

« Production Planning—There are currently no GSFC DAAC specific portions of the
production Planning subsystem. However, the resolution of the DAO-DAS integration
issue may result in specific functions at the GSFC DAAC. The configuration and
database information will be specific to the DAAC and the production plans developed
for each DAAC will be different. Script files, while they may use the same language,
will differ for things like fault recovery, fault notification, production management, and
exception handling.

- Data Processing—Due to dataset characteristics there may be some software unique to
GSFC in the area of Science Data Processing (e.g., compilers for the Science software)
and Pre-processing (e.g., DAAC-specific external interface EDOS).

* Communications Subsystem - There are no GSFC ECS DAAC specific portions of this
subsystem.

* Systems Management - This subsystem is composed of a variety of management
applications, providing services such as fault, performance, security and accountability
management for ECS networks, hosts, and applications. Two tiers of "view" (domain of
management service interface) provided by the applications in this subsystem. Only the
local management view is provided at the GSFC ECS DAAC. There are no GSFC ECS
DAAC specific portions of this subsystem.

* Internetworking Subsystem - There are no GSFC ECS DAAC specific portions of this
subsystem.

Table 3.3.2-1, lists the ECS subsystems and associated CSCls and CSCs. For each CSC, there is
an indication of the type of component. As defined in the DID 305 subsystem-specific
documents, type indicates whether the component is custom developed (DEV), off the shelf
(OTS), a CSC reused from another subsystem (reuse), a wrapper (WRP), or a combination of
these types. The Use column indicates whether a generic (Gnrc) form of the CSC is
implemented or specific (Spfc) tailoring or use is required at a DAAC. The Notes column is
included to comment about the characteristics of the system, data, and/or software that makes the
CSC specific, as well as to provide any additional information about the generic CSCs. This
column also identifies the OTS product.
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Table 3.3.2-1. GSFC DAAC Components Analysis (1 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Client DESKT | Desktop Manager DEV Gnrc
Client WKBCH | Comment/Survey Tool | OTS/ | Gnrc | WWW Browser
DEV
Client WKBCH | Data Acquisition DEV Gnrc
Request Tool
Client WKBCH | Data Dictionary Tool | DEV Gnrc
Client WKBCH | Document Search oTS Reuse | CSS-provided
Tool
Client WKBCH | Earth Science Search | DEV Gnrc
Tool
Client WKBCH | E-mailer Tool OoTS Reuse | CSS-provided
Client WKBCH | Hypertext Authoring oTSs Gnrc | MS Office / TBD public domain
Tool
Client WKBCH | Hypertext Viewer OoTS Gnrc | WWW Browser
Client WKBCH | Logger/Reviewer Tool | DEV Gnrc
Client WKBCH | News Reader Tool OoTS Reuse | CSS-provided
Client WKBCH | Product Request Tool | DEV Gnrc
Client WKBCH | Session Management | DEV Gnrc
Tool
Client WKBCH | User Preferences Tool | DEV Gnrc
Client WKBCH | User Registration Tool | DEV Gnrc
Client WKBCH | Visualization Tool DEV Gnrc
Communication DCCI Bulletin Board OoTS Reuse | CSS-provided
Communication DCCI Directory/Naming OTS/ | Gnrc | OODCE
Services DEV
Communication DCCI Distributed File OTS Gnrc | DCE
System (DFS)
Communication DCCI DOF Services OoTS Gnrc | OODCE
Communication DCCI Electronic Malil OTS/ | Gnrc | native operating system
Services DEV
Communication DCCI Event Logger Services| OTS/ | Gnrc | DCE
DEV
Communication DCCI File Access Services | OTS/ | Gnrc | ftp, kftp, DCE
DEV
Communication DCCI Life Cycle Services OTS/ | Gnrc | OODCE
DEV
Communication DCCI Message Passing OTS/ | Gnrc | Developed with OODCE
Services DEV
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Table 3.3.2-1. GSFC DAAC Components Analysis (2 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Communication DCCI Security Services OTS/ | Gnrc | OODCE
DEV
Communication DCCI Thread Services OoTS Gnrc | OODCE
Communication DCCI Time Services OTS/ [ Gnrc | OODCE
DEV
Communication DCCI Virtual Terminal OTS Gnrc | native operating system
Services
Data Management | DDICT Client Library DEV Gnrc
Data Management | DDICT Configuration/Setup DEV Gnrc
Data Management | DDICT DBMS Server OoTS Gnrc | Sybase DBMS
Data Management | DDICT Maintenance Tool DEV Gnrc
Data Management | DDICT Persistent Data DEV Gnrc
Data Management | DDICT Request Processing DEV Gnrc
Data Management | DDICT Server DEV Gnrc
Data Management | DIMGR | Configuration/Setup DEV Gnrc
Data Management | DIMGR | Server DEV Gnrc
Data Management | GTWAY | Configuration/Setup DEV Gnrc
Data Management | GTWAY | Server DEV Gnrc
Data Management | GTWAY | VO Back End OoTS Gnrc | From VO
Data Management | GTWAY | VO Client Interface DEV Gnrc
Data Management | GTWAY | VO External Interface | DEV Gnrc
Data Management | GTWAY | VO Front End OoTS Gnrc | From VO
Data Management | LIMGR Client Library DEV Gnrc
Data Management | LIMGR Configuration/Setup DEV Gnrc
Data Management | LIMGR Database Interface OoTS Gnrc | RogueWave DBTools
Data Management | LIMGR External Interface DEV Gnrc
Data Management | LIMGR Mapping Layer DEV Gnrc
Data Management | LIMGR Request Processing DEV Gnrc
Data Management | LIMGR Server DEV Gnrc
Data Processing AITTL Binary File DEV Gnrc
Comparison Utility
Data Processing AITTL Code Analysis Tools | OTS Spfc | CASEVision
SPARCWorks
Specific for science software
language.
Data Processing AITTL Data Visualization oTS Gnrc | IDL
Tools DEV
Data Processing AITTL Documentation OTS Gnrc | SoftWindows/MS Office

Viewing Tools

Ghostview
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Table 3.3.2-1. GSFC DAAC Components Analysis (3 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Data Processing AITTL ECS HDF DEV Gnrc | Reused from Client
Visualization Tools subsystem, WKBCH CSCl,
Data Visualization (EOSView)
CsC
Data Processing AITTL HDF File Comparison | DEV Gnrc | Custom IDL program
Utility OTS
Data Processing AITTL PGE Processing GUI | DEV Gnrc
Data Processing AITTL PGE Registration GUI| DEV Gnrc
Data Processing AITTL Product Metadata Reuse | Gnrc | Reused from Data Processing
Display Tool DEV subsystem, AITTL CSCI, HDF
File Comparison Utility CSC
Data Processing AITTL Profiling Tools oTSs Spfc | CASEVision
Specific for science software
language.
Data Processing AITTL Report Generation OTS/ | Gnrc | OTS: SoftWindows/MS Office,
Tools DEV Dev: SSI&T manager
Data Processing AITTL SDP Toolkit-related DEV Gnrc
Tools
Data Processing AITTL SSAP Processing GUI | DEV Gnrc
Data Processing AITTL Standards Checkers | OTS/ | Spfc | FORCHECK for Fortran 77,
DEV otherwise, native compilers
and UNIX lint. Specific for
science software language.
Data Processing AITTL Update Data Server DEV Gnrc
GUI
Data Processing AITTL Update PGE DEV Gnrc
Database GUI
Data Processing PRONG [ COTS oTS Gnrc | AutoSys and AutoXpert.
Data Processing PRONG [ COTS Management DEV Gnrc
Data Processing PRONG | Data Management DEV | Gnrc
Data Processing PRONG | Data Pre-Processing | DEV Spfc | Specific based on uniqueness
of ancillary data products
Data Processing PRONG | PGE Execution DEV | Gnrc
Management
Data Processing PRONG | Quality Assurance DEV/ | Spfc | Specific based on uniqueness
Monitor Interface OTS of Science software and SCF-
DAAC relationship
Data Processing PRONG | Resource DEV Gnrc
Management
Data Processing SDPTK | Ancillary Data Access | DEV Gnrc
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Table 3.3.2-1. GSFC DAAC Components Analysis (4 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Data Processing SDPTK | Celestial Body DEV Gnrc
Position
Data Processing SDPTK | Constant and Unit DEV/ | Gnrc | UDUNITS freeware
Conversions OTS
Data Processing SDPTK | Coordinate System DEV Gnrc
Conversion
Data Processing SDPTK | EOS-HDF DEV Gnre
Data Processing SDPTK | Error/Status Handling | DEV Gnrc
Data Processing SDPTK | Geo Coordinate DEV Gnrc | GCTP (USGS)
Transformation OTS
Data Processing SDPTK | Graphics Library oTS Gnrc | IDL
Data Processing SDPTK | File Input/Output DEV Gnrc | NCSA HDF
Tools OTS
Data Processing SDPTK | Math Package (IMSL) | OTS Gnrc | IMSL
Data Processing SDPTK | Memory Management | DEV Gnrc
Data Processing SDPTK | Metadata Access DEV Gnrc
Data Processing SDPTK | Process Control DEV Gnrc
Data Processing SDPTK | Spacecraft Ephemeris | DEV Gnrc
and Attitude Access
Data Processing SDPTK | Time Date Conversion | DEV Gnrc
Data Server DDIST Distribution Client DEV Gnrc
Interface
Data Server DDIST Distribution Products | DEV Gnrc
Data Server DDIST Distribution Request | DEV Gnrc
Management
Data Server DDSRV | DDSRV DEV/ | Gnrc | RogueWave class libraries
OTS
Data Server DDSRV | DDSRYV Client DEV/ | Gnrc | OODCE; RogueWave class
OTS libraries
Data Server DDSRV | DDSRV CSDT DEV/ | Gnrc | RogueWave class libraries
OTS
Data Server DDSRV | DDSRV ESDT DEV/ | Gnrc | Reuse from SDSRV;
OTS/ RogueWave class libraries
Reuse
Data Server DDSRV | DDSRV Search DEV/ | Gnrc | Topic and Netscape server
Engine OoTS
Data Server DDSRV | DDSRV Server DEV Gnrc | Topic API; RogueWave class
libraries
Data Server DDSRV | Gateway DEV/ | Gnrc | Netscape libraries
OTS
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Table 3.3.2-1. GSFC DAAC Components Analysis (5 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Data Server SDSRV | Administration and DEV Gnrc | RogueWave class libraries
Operations
Data Server SDSRV | Client DEV/ | Gnrc | OODCE; RogueWave class
OTS libraries
Data Server SDSRV | Configuration and DEV Gnrc | RogueWave class libraries
Startup
Data Server SDSRV | CSDT DEV Gnrc | HDF-EOS
OTS
Data Server SDSRV | DB Wrappers DEV Gnrc | lllustra DBMS server and API
OTS
Data Server SDSRV | Descriptors DEV Gnrc | RogueWave class libraries
Data Server SDSRV | General ESDT DEV Gnrc RogueWave class libraries
Data Server SDSRV | Global DEV/ | Gnrc | RogueWave class libraries
OTS
Data Server SDSRV | GUI DEV Gnrc | RogueWave class libraries; X
OTS 11/Motif
Data Server SDSRV | Metadata DEV/ | Gnrc | lllustra DBMS API
Wrpr
Data Server SDSRV | Non-Product Science | DEV Gnrc | RogueWave class libraries
ESDT
Data Server SDSRV | Non-Science ESDT DEV Gnrc | RogueWave class libraries
Data Server SDSRV | MODIS DEV Spfc | ESDTs - MODIS
Data Server SDSRV | VIRS DEV Spfc | ESDTs - VIRS
Data Server SDSRV | PR DEV Spfc | ESDTs - PR
Data Server SDSRV | TMI DEV Spfc | ESDTs - TMI
Data Server SDSRV | LIS DEV Spfc | ESDTs - LIS
Data Server SDSRV | DAS DEV Spfc | ESDTs - DAS
Data Server SDSRV | Server DEV/ | Gnrc | RogueWave class libraries
OTS
Data Server SDSRV | Subscriptions DEV/ | Gnrc | RogueWave class libraries
OTS
Data Server STMGT | Data Storage DEV/ | Gnrc | AMASS File Storage
OTS Management System
Data Server STMGT | File DEV Gnrc
Data Server STMGT | Peripherals DEV Gnrc | This CSC encapsulates the
CSS-supplied API which
supports the OTS FTP
product.
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Table 3.3.2-1. GSFC DAAC Components Analysis (6 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Data Server STMGT | Resource DEV Gnrc
Management
Data Server STMGT | Service Clients DEV/ | Gnrc | CSC encapsulates the
OTS AMASS OTS product (Data
Server subsystem, STMGT
CSCl, Data Storage CSC) .
Also Rogue Wave class
libraries.
Ingest INGST Client Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Configuration/ Reuse | Gnrc | Reused from Data Server
Startup subsystem, SDSRV CSCI
Ingest INGST CSDT Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Data Storage Reuse | Gnrc | Reused from Data Server
subsystem, STMGT CSCI
Ingest INGST DB Wrappers Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Descriptors Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Distribution Client Reuse | Gnrc | Reused from Data Server
Interface subsystem, DDIST CSCI
Ingest INGST Distribution Products | Reuse | Gnrc | Reused from Data Server
subsystem, DDIST CSCI
Ingest INGST Distribution Request | Reuse | Gnrc | Reused from Data Server
Management subsystem, DDIST CSCI
Ingest INGST File Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST General ESDT Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Global Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST GUI Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Ingest Administration | DEV Gnrc
Data
Ingest INGST Ingest Data DEV Spfc | Specific based on uniqueness
Preprocessing of ingested data and
preprocessing requirements.
Ingest INGST Ingest Data Transfer | DEV Gnrc
Ingest INGST Ingest DBMS OTS Gnrc | Sybase DBMS
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Table 3.3.2-1. GSFC DAAC Components Analysis (7 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Ingest INGST Ingest Request DEV Gnrc
Processing
Ingest INGST Ingest Session DEV Gnrc
Manager
Ingest INGST Metadata Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Non-Product Reuse | Gnrc | Reused from Data Server
Science ESDTs subsystem, SDSRV CSCI
Ingest INGST Non-Science ESDTs | Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST MODIS Reuse | Spfc | ESDTs - MODIS;
Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST VIRS Reuse | Spfc | ESDTs - VIRS;
Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST PR Reuse | Spfc | ESDTs - PR;
Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST T™I Reuse | Spfc | ESDTs - TMI;
Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST LIS Reuse | Spfc | ESDTs - LIS;
Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST DAS Reuse | Spfc | ESDTs - DAS;
Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Operator Ingest DEV Gnre
Interfaces
Ingest INGST Polling Ingest Client DEV Gnrc
Interface
Ingest INGST Resource Reuse | Gnrc | Reused from Data Server
Management subsystem, STMGT CSCI
Ingest INGST Server Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Service Clients Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
Ingest INGST Subscriptions Reuse | Gnrc | Reused from Data Server
subsystem, SDSRV CSCI
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Table 3.3.2-1. GSFC DAAC Components Analysis (8 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Ingest INGST User Network Ingest | DEV Gnrc
Interface
Ingest INGST Viewing Tools Reuse | Gnrc | Reused from Client
subsystem, WKBCH CSClI,
Data Visualization (EOSView)
CSsC
Interoperability ADSRV | AdvNavigationServer | OTS Gnrc | HTTP server
Interoperability ADSRV | Client Library DEV Gnrc
Interoperability ADSRV | Core Library DEV Gnrc
Interoperability ADSRV [ HTML Framework DEV Gnrc
Interoperability ADSRV | HTML Interfaces DEV Gnrc
Interoperability ADSRV | Installer DEV Gnrc
Interoperability ADSRV | Persistent Object DEV Gnrc
Framework
Internetworking INCI Datalink/Physical OoTS Gnrc | firmware, vendor-supplied with
hardware
Management MACI Application MIB DEV Gnrc
Management MACI ECS Subagent DEV Gnrc
Management MACI Encapsulator for non- [ OTS/ | Gnrc | OptiMate
Peer Agent DEV
Management MACI Extensible SNMP OTS/ | Gnrc | Peer Network's agent, along
Master Agent DEV with its toolkit for Dev
Management MACI Instrumentation Class | DEV Gnrc
Library
Management MACI Management Agent OTS/ | Gnrc | Peer and Tivoli/Sentry
Services DEV
Management MACI Proxy Agent DEV Gnrc
Management MACI SNMP Manager's DEV Gnrc
Deputy
Management MCI Accountability DEV Gnrc
Management MCI Application DEV Gnrc
Management
Management MCI Automatic Actions DEV Gnrc
Management MCI Billing and Accounting [ OTS/ | Gnrc | ITS selection in progress
Management DEV
Management MCI DCE Cell OoTS Gnrc | HP Account Manager Toolr
Management
Management MCI Diagnostic Tests oTSs Gnrc | vendor-supplied with hardware
Management MCI Fault Management OTS/ | Gnrc | Tivoli and HP OpenView
DEV
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Table 3.3.2-1. GSFC DAAC Components Analysis (9 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Management MCI Management Data DEV Gnrc
Access
Management MCI Management Data DEV Gnrc
Access User Interface
Management MCI Management OoTS Gnrc | HP OpenView Network Node
Framework Manager
Management MCI Management Proxy DEV Gnrc
Management MCI Mode Management DEV Gnrc
Management MCI Network Manager OoTS Gnrc | HP OpenView Network Node
Manager
Management MCI Performance OTS/ | Gnrc | RFP released
Management DEV
Management MCI Performance DEV Gnre
Management Proxy
Management MCI Performance Test OoTS Gnrc | vendor-supplied with hardware
Management MCI Physical Configuration [ OTS Gnrc | Mountain View
Management
Management MCI Physical Configuration | DEV Gnrc
Proxy Agent
Management MCI Report Generation oTSs Gnrc | No decision yet, evaluation in
progress
Management MCI Report Generation DEV Gnrc
and Distribution
Management MCI Report Generation DEV Gnre
Manager
Management MCI Resource Class DEV Gnrc
Category
Management MCI Security Databases oTSs Gnrc | Operating System Password
Files, DCE Registry Database,
Router Configuration Files,
TCP Wrappers configuration
files,
Operating System Access
Control Lists, DCE Access
Control Lists
Management MCI Security Management | DEV Gnrc
Management MCI Security Management | DEV Gnrc
Proxy
Management MCI Security Tests OoTS Gnrc | CRACK, COPS, SATAN,
TRIPWIRE
Management MCI Trouble Ticketing oTS Gnrc | Remedy Action Request
Management Service System
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Table 3.3.2-1. GSFC DAAC Components Analysis (10 of 10)

Subsystem CSCl CsC TYPE | USE NOTES
Management MCI Trouble Ticketing DEV Gnrc
Proxy Agent
Management MCI Trouble Ticketing DEV Gnrc
Service Requester
Management MCI Trouble Ticketing User| DEV Gnrc
Interface
Management MCI User Contact Tool OTS/ [ Gnrc | Remedy
DEV
Management MCI User Profile Server DEV Gnrc
Management MLCI Baseline Manager OTS/ | Gnrc | XRP I
DEV
Management MLCI Configuration oTS Gnrc | ClearCase
Management
Management MLCI Inventory/Logistics/ OTS/ | Gnrc | Vendor evaluation in progress
Maintence (ILM) DEV
Manager
Management MLCI Policies and DEV Gnrc
Procedures
Management
Management MLCI Software Change OTS/ | Gnrc | ClearCase
Manager DEV
Management MLCI Software Distribution | OTS/ | Gnrc | ClearCase and Tivoli
Management DEV
Structure
Management MLCI Software Request OTS/ | Gnrc |DDTS
Manager DEV
Management MLCI Training Management | DEV Gnrc
Planning PLANG | On Demand Manager | DEV Gnrc
Planning PLANG | PDPS DBMS OTS/ | Gnrc | Sybase DBMS
DEV
Planning PLANG [ Planning Object OTS Gnrc | Delphi C++ class libraries
Library
Planning PLANG [ Production Planning DEV Gnrc
Workbench
Planning PLANG | Production Request DEV Gnrc
Editor
Planning PLANG | Resource Planning DEV Gnrc
Workbench
Planning PLANG | Subscription Editor DEV Gnrc
Planning PLANG | Subscription Manager | DEV Gnrc
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3.4 DAAC Hardware and Network Design

This section describes the ECS hardware and local area network design supporting the Release B
ECS mission at the GSFC DAAC. Section 3.4.1 contains an overview diagram from the
"networks"” point of view, and detailed descriptions of the Release B LANSs. Section 3.4.2
contains a hardware overview diagram of all of the ECS subsystems at GSFC, followed by
detailed descriptions and rationale for each subsystem.

3.4.1 GSFC DAAC LAN Configuration

The Release B GSFC DAAC LAN design builds upon the design for Release A. The major
design drivers and rationale for the Release A design are presented in the Release A GSFC
DAAC Design Specification (305-CD-014-001), and that document may provide useful
background information and context for the current Release B design.

The GSFC DAAC LAN topology is illustrated in Figure 3.4.1-1. The topology consists of a
User FDDI Network, a Production FDDI Network, and a HiPPI Network (for processing flows).
The creation of separate User and Processing networks allows processing flows to be unaffected
by user pull demands, and the introduction of the high-speed HiPPI Network provides adequate
bandwidth to the Processing and Data Server subsystems to transfer high volumes of data. Each
of the networks is discussed in detail below.
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Figure 3.4.1-1. GSFC DAAC LAN Topology
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The Production Network consists of multiple FDDI rings supporting DAAC subsystems and
connections to external production systems (such as EDOS, TSDIS, and other ECS DAACS) via
EBnet. The separation and aggregation of hosts and subsystems onto FDDI rings is driven
mostly by RMA and data flow requirements. For instance, Ingest is contained on an individual
FDDI ring because of the strict RMA requirement for receipt of Level 0 data (0.998 with MDT
of 15 minutes). RMA also dictates Ingest's direct connection to the EBnet router. Some Data
Server hosts are contained on a dedicated FDDI ring in order to provide adequate bandwidth for
the DAAC-to-DAAC and DAO processing flow requirements (see Table 3.4.1.1-1 below). The
DM, LSM, and some Data Server hosts are contained on a single ring because their flows are
expected to be fairly small given that user traffic will be processed on the separate User Network
(see discussion below). Another ring provides access to the EBnet router to handle the DAAC-
DAAC production flows. The FDDI Switch is the central device connecting the FDDI rings
together, and it provides the necessary routing and filtering control. Note that the device counts
in the figure are approximate and (for clarity) workstations and printers are not shown.

Current estimates of data flow volumes between the DAO processing system and the rest of the
ECS DAAC (refer to Table 3.4.1.1-1) suggest that the interface to DAO can be achieved via
FDDI. This is shown in Figure 3.4.1-1 by the FDDI interface from the Production Network
FDDI switch to the DAO Production System. Note that if there is any change in the data flow
estimates indicating network flow volumes in the HiPPI range, the ECS-to-DAO interface can be
made to be HiPPI. Since the hardware implementation for the DAO processors is still under
evaluation by DAO, the network topology interconnecting DAO processing hosts is not yet
determined. The network design will be driven by the hardware architecture of DAO hosts
(super-computer versus workstation farms, etc.) and the intra-DAO processing flow
requirements.

The User Network is an FDDI-based LAN connecting users (via NSI, local campuses, general
Internet, etc.) to DAAC hosts responsible for providing user access. It has the main advantage of
separating user and production flows. This allows DAAC processing data flows to be unaffected
by user demand, so that even unanticipated user pull will not hinder the production network.
Basically, the User Network provides access to Data Manager hosts and to a subset of Data
Server hosts that interact directly with users. Users will not have access to any other hosts, such
as Ingest or Processing devices. The CSS and MSS servers are connected to the User Network
but will not allow direct user access. These connections are required for communications with
outside networks for such things as