*RAID host adapted
working storage

*Multiple banks for
high RMA

- Generic Overview -
Not all sites have all components shown.
Not all interfaces shown.
Basic scale and topology overview given.
Representative LAN needs (not physical).

+LO Ingest DS

*No network attached
peripherals in Rel-A

*SCSI/SCSI Il host
cross strapped buses

+L0 high & low rate,
I/F via ESN to EBnet
and NOLAN

*GFE I/F (hubs/routers)
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«Peripherals provided support
both Ingest and Distribution

«All peripherals and staging are
host SCSI adapted inRel-A.

«Staging for electronic dis.
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User Services, Operations
& System Engineering

*Homogenous use of SMP class & Uni-
processing resources in Release-A

*Heterogenous long-term solution

+Host adapted staging and working
storage solution for Release-A

«Pooled processing configuration
supporting capacity requirements for
AI&T, processing, reprocessing, on a
site by site basis for Release A

*Production planning and
queuing control & management
are supported in Release-A

Workstations )

*No network attached peripherals
in Rel-A (e.g. SCSI only)

*RAID disk Working Storage

«Tower Archive Robotics with
SCSI I/F internal tape drives

Figure 5.4-1 ECS DAAC Release A Hardware Architecture
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